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An asymmetry in wave scaling drives outsized
quantities of coastal wetland erosion
Rusty A. Feagin1,2,3*, Kuang-An Chang3,4, Thomas P. Huff2,5, Ignacio Rodriguez-Iturbe3†,
Jin-Young Kim3,4,6, James Kaihatu3,4, Nicoletta Leonardi7, Sergio Fagherazzi8

Wetland shorelines around the world are susceptible to wave erosion. Previous work has suggested that the
lateral erosion rate of their cliff-like edges can be predicted as a function of intercepting waves, and yet numer-
ous field studies have shown that other factors, for example, tidal currents ormass wasting of differing soil types,
induce a wide range of variability. Our objective was to isolate the unique effects of wave heights, wavelengths,
and water depths on lateral erosion rates and then synthesize a mechanistic understanding that can be applied
globally. We found a potentially universal relationship, where the lateral erosion rates increase exponentially as
waves increase in height but decrease exponentially as waves become longer in length. These findings suggest
that wetlands and other sheltered coastlines likely experience outsized quantities of erosion, as compared to
oceanic-facing coastlines.
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INTRODUCTION
Waves erode wetland shorelines in a wide variety of locations
around the world (1). An important and open question is
whether the lateral erosion of their edges, or E, can be predicted
as a function of the intercepting waves. As a first guess, early
work (2) posited that the energy and erosive shear stress generated
by a single wave traveling through deep water should be roughly
proportional to the square of its wave height, or H2 (a list of all var-
iables can be found in Materials and Methods). Taking this line of
thinking a step further, analytical (3) and numerical (4) works have
suggested that the lateral erosion of a vertical wetland edge is line-
arly related to the wave power, or a combination ofH2, and the wave
period T where E ∝ (H2T )x with x = 1.
In contrast, however, a wide range of field-based studies have

identified a nonlinear fit between lateral erosion and wave power,
with x = 1.10 to 1.37, e.g., (5–10). These studies have shown a
large amount of variability in erosion across field sites, caused by
differences in soil properties, vegetation, and myriad other factors
(11). While these inherent differences among the sites can be par-
tially accounted for by standardizing the individual erosion mea-
surements by the mean quantity of erosion at each site (12),
nonwave erosive effects still contaminate the field datasets and
raise the exponent x. For example, mass wasting driven by gravity
(13), tidal creek flows (14–15), alongshore current velocity–driven
erosion (11, 16), precipitation-driven erosion (17), and soil cracking
due to wetting and drying effects (18) each occur at different fre-
quencies across time (19–23).

A longer duration field study generally will have (i) more of these
nonwave effects embedded within the reported measurements as
the duration of the study increases and (ii) a higher average wave
power as the likelihood of encountering large wave events increases
over time—with the net effect raising the exponent. These nonwave
effects also occur in variable quantities depending on each unique
study, which further induces scatter into the generalized nonlinear
fit, particularly as the wave power increases (11). Both inherent site
variation and these nonwave effects have complicated the discovery
of a more universal relationship between lateral erosion and wave
mechanics.
Our overall objective was to identify the relationship between

lateral erosion and several key wave parameters, after isolating
these extraneous effects. To do so, we first collected several empir-
ical datasets in the laboratory to explore the relationship between
lateral erosion, E, at the shoreward position of a vertical edge of
wetland, and wave height H, wavelength L, and water depth h�
(seeMaterials andMethods below). Our laboratory datasets isolated
the unique effect of each of these parameters to wetland edge
erosion, including the variability in the vertical dimension, while
excerpting the nonwave erosive effects that accumulate over time
(our experiments measured wave erosion on the order of seconds
at a maximum duration of 30 min per trial). From among many
convolutions of the variables, we then found the best fit with E
and sought to describe the physics of the wave conversion–to–
erosion process from a first-principles perspective.
In this same laboratory dataset, we next explored the statistical

properties of the individual lateral erosional depths, or “chunks”
with a depth of e, that occurred across the vertical face of the
eroding edge and related them back to E. We then collected
lateral erosion data from across three continents at field sites with
a variety of H, L, and h� conditions, as documented further in (12).
We mean-standardized the left and right sides of Eq. 1 by site loca-
tion that converted them into what (12) refers to as E* and P*, re-
spectively, and inserted the laboratory data (see Materials and
Methods below).
Our results led us toward a contemporary theoretical conception

of how waves induce lateral erosion, showing that the erosive effect
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of a wave’s height versus its length is dependent on the slope of the
eroding edge. In the case of vertically oriented edges along wetland
shorelines, lateral erosion rates increase exponentially as waves in-
crease in height but decrease exponentially as waves become longer
in length.

RESULTS
Edge erosion in the laboratory
With our laboratory work, we first found that lateral erosion Ewas a
nonlinear function of wave power as one might expect when
holding all other variables constant, similar to the aforementioned
field studies, although with a far lower exponent of x = 0.65 (figs. S1
and S2). We attribute this lower value to the removal of nonwave
effects, by working in the laboratory and over relatively short
time scales.
However, we found that the best fit was more complex and in-

cluded a permutation of multiple variables (Fig. 1A).While increas-
ing the wave height H generally increased the cross-shore orbital
velocities u in the water column, the water depth at the immediate
edge h� also affected them by altering the breaking wave form and
thus the vertical breadth, location, and magnitude of erosion (figs.
S3 and S4). The best statistical fit for the data included the wave
height, steepness, and the breaking form effects as

E/ H2 �
ffiffiffiffi
H
L

r

�
L
h�

 !ζ

ð1Þ

with ζ = 0.5. In this formulation, the lateral erosion was proportional
to the product of the wave energy, the square root of the wave steep-
ness, and the inverse of the relative water depth (which accounted
for breaking form effects). Both sides of the equation could also be
divided by time duration t to obtain a lateral erosion rate (as depict-
ed in Fig. 1A). The scaling exponent ζ described the transformation
from two-dimensional wave geometry into one-dimensional lateral
erosion (see Supplementary Equations and Text).

For this same laboratory data, E was in fact the mean of a large
number of individual lateral erosional depths e that occurred across
the vertical face of the eroding edge (fig. S5). We found that the
spatial frequency f of encountering these e values was inversely pro-
portional to their magnitude, over a wide range of spatial
scales (Fig. 2).
Relatively larger e depths were fewer in number, and this limita-

tion exhibited reasonably consistent power law behavior over a
range of frequency scales where e = 1/f0.25. This range for e was
bounded on its lower magnitude end by the mean of the distribu-
tion, which was equivalent to E (figs. S6 and S7). The distribution
was long-tailed and positively skewed toward larger e. One potential
explanation for this distribution was that the dynamics of the me-
chanical erosion process were dampened, with negative feedback
limiting the number of the deeply eroding chunks of material.
This behavior consistently scaled across all H.

Edge erosion in the field
We found nearly the same statistical fit across the field sites for E*
(Fig. 1B) as we had found for the laboratory data for E, suggesting
that Eq. 1 provided at least a first-order approximation of the rele-
vant dynamics across the sampled field locations. The field data
showed greater scatter and a lower r2 than the laboratory data, as
expected from data distributed across many site locations around
the globe. However, because E* had been standardized by site loca-
tion, the remaining variance was less likely to be due to differences
in soil erodibility caused by soil properties or vegetation. Rather,
this variance was likely due to nonwave processes such as mass
wasting and slumping that acted differentially over the unique
time lengths for which each data point had been collected or a
complex combination of these factors.
To further highlight this concept, we converted Eq. 1 into units

of work that accounted for cross-site variations in soil erodibility.
For consistent units of measurement in the equation, we first
squared both sides, and then, on the right-hand side, inserted the
common terms for wave energy density 18 ρgH

2 in place of H2 and

Fig. 1. The laboratory and field data exhibited a similar fit between the wave parameters and lateral erosion, once the nonwave factors were standardized. (A)

The relation E/ H2 �
ffiffiffi
H
L

q

� L
h�

� �ζ
with ζ = 0.5 provided the best fit for laboratory flume data sets. Note that, here, ζ = 0.5 is embedded in the regression fit as opposed to

listed on the x axis; dimensionless erosion can be obtained by stacking the two sides; in this depiction, the units for both axes were divided by time duration t and thus
were in meters per second empirically. (B) The field site data from across three continents (black markers) exhibited a similar but more scattered relationship than the
laboratory data (blue circles), when both were graphed as mean-standardized erosion E* versus wave power P*. Units for both axes are dimensionless.
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the shallow water wave period T
ffiffiffiffiffi
gh

p
in place of L (or alternately,

the deepwater wave period g
2πT

2; see Supplementary Equations and
Text). On the left-hand side, we added the bulk density of the sedi-
ment ϕ and gravitational acceleration g of its movement. We then
redistributed and separated out the constant terms, yielding

E2φg ¼ H2:5 � T0:5 �
ρg1:25

8h�0:75
ð2Þ

where both sides were made into units of work (in kilogramsmeter-
squared per second-squared, or joules) through selective cancel-
ation or otherwise dimensionless through stacking (see Supplemen-
tary Equations and Text).
Thus, on the basis of the bulk density, other sediment, or site

erosion characteristics (in particular, ϕ on the left hand side of
Eq. 2), the data points in Fig. 1A could be shifted vertically along
the y axis, while the relative slope of the regression line remained
the same, as a function of the wave conditions (right hand side);
this was the reason behind the common slope across site location
in Fig. 1B, upon mean standardization. That is, site locations with
different soil erodibilities had different absolute erosion quantities,
but the relative scaling of the lateral erosion as a function of the wave
conditions was constant across sites.

DISCUSSION
Asymmetry between the individual components of wave
power and edge erosion
The laboratory data isolated the contribution of H, L, and h� to
lateral erosion, as individual factors in an empirical manner and
with variability in the vertical dimension. Although there have
been many past studies that have investigated the effects of waves
on wetland erosion, these studies were conducted over longer
time periods in the field, and, thus, their measured erosion rates
also reflected the influence of nonwave erosion processes. In the ex-
isting laboratory studies that did exist, e.g., (18), the purpose was to
induce these nonwave processes. We controlled the laboratory con-
ditions to exclusively investigate the continuous impact of waves
alone over relatively short time scales (seconds to minutes).
Using this laboratory dataset, an asymmetric relationship

between lateral erosion and the two components of wave power,
H and T, emerged from Eqs. 1 and 2 when using shallow water
formula and removing the constants and depth as

E/ H1:25T0:25 ð3Þ

or alternately as E ∝ (H2.5T0.5)ζ with ζ = 0.5. Equation 3 provides the
best and most simple fit for the controlled, wave-only conditions
(figs. S1 and S2).
As the exponents in Eq. 3 explicitly describe, lateral erosion is

more efficient when the wave power is packed into the wave

Fig. 2. The magnitude of individual erosion depths, e, was inversely related to their frequency of occurrence, f, over a wide range of scales. Each dot represents
the number of times that a given depth was eroded on the vertical surface of thewetland edge, during the induced H/h� wave conditions in the laboratory (each of these
conditions is denoted by the colored linear regression fit lines). The data are depicted as erosion per unit time t, in meters per second, similar to Fig. 1A). The exponential
fit for the slope was e = 1/f0.25 with r2 = 0.94, when averaged across all wave height H/h� combinations.
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height as opposed to length. That is, lateral erosion rates nonlinearly
increase as waves increase in height but nonlinearly decrease as
waves become longer in length.

Eroding surface geometry as a mechanism for the
asymmetry
We can potentially explain the mechanism that caused the asymme-
try by generating a hypothesis that states that the geometry of the
individual erosion depths e differentially limits the erosive effect
of increasing thewave heightH versus the wavelength L. The follow-
ing description not only used our knowledge of the empirical 1/f0.25
distribution of the e erosional depths but also greatly simplified the
relevant processes by assuming that the waves were sinusoidal and
that their relative water velocities were distributed by distance to the
mean water line (see Supplementary Equations and Text). An ex-
pansion to nonlinear waves would be straightforward mathemati-
cally (it would only slightly alter the relations, while achieving the
same general effect as our wave steepness parameter

ffiffiffiffiffiffiffiffiffi
H=L

p
in Eq. 1,

but much more difficult to denote and conceptualize). However, we
need only a first-order description to identify the relevant geometry
at play.
First, we set a generalized vertical dimension h to record all pos-

sible water levels that intercepted the edge during a H wave and re-
corded them as distances hy from themean water depth h� (Fig. 3A).
The maximum and minimum of this wave reached h±y−limit on
either side of h�, which then set the wave height along this dimen-
sion as H = 2(h±y−limit). With no alongshore variation in the labo-
ratory waves, we assumed that the variation in e was due to this
vertical dimension alone and that the erosion was greatest at h�.
Using the known frequency distribution (Fig. 2), we accordingly
made each e proportional to its vertical distance from h� in the y
direction (Fig. 3B), writing this as ey ∝ (1/hy)0.25.
Next, we built a relation between the one-dimensional

(horizontal erosional depth) measure of E and the sum of all
one-dimensional ey erosion depths across hy, as E/ 2

Ð h+y� limit
h� eyðhyÞ

and thus E/ 2
Ð h+y� limit
h� ð1=hyÞ0:25ðhyÞ. Its right-hand side then

became 2(h±y−limit)1.25 after integrating e across all hy. With
substitution of H for 2(h±y−limit) as described in the paragraph
above, the erosion rate then scaled as E ∝ H1.25. This rate was
equivalent to E ∝ (H2.5)ζ with ζ = 0.5, as one could find from the
wave height terms alone in Eqs. 1 and 3.
The ey ∝ (1/hy)0.25 proportionality occurred within a domain of

the hy dimension that stretched from the largest e located at the
central portion of the edge at h�, out to the mean e. For e smaller
than the mean (out toward the upper and lower portion of the
eroding edge), we wrote ey ∝ (1/hy)1 because the proportionality
scaled linearly in this second domain empirically (figs. S8 and
S9). The additive result of the two domains for the entire
distribution was trivial as the inner domain ultimately drove the
asymmetric scaling relation of E ∝ H1.25.
The result of E ∝ H1.25 was that as waves increase in height alone,

their ability to cause erosion became increasingly more efficient
because of the geometry of the eroding surface. The erosion rate
increased nonlinearly as wave heights became larger. The laboratory
data and the statistical geometry of e depths exhibited this scaling
relationship empirically, and our hypothesis provided a potential
mechanistic explanation.

Within our datasets, the steep erosional pockets composed of e
depths became increasingly deep at an exponential rate in statistical
terms. We suggest that a wave’s penetration efficiency into these
pockets was likely limited by negative feedback with the internal
angle of the eroding surface, and an increase in wave height better
exploited the geometry of the total edge by biasing more of its
energy to areas outside of these pockets. However, we note that
the spatial patterning was somewhat more heterogeneous across h
than in our hypothesis, although it still appears to be a statistically
valid explanation (e.g., Fig. 3B versus fig. S4). Conversely, an in-
crease in thewavelength likely put the wave energy into the horizon-
tal dimension, which was more easily reduced by these pockets
through friction induced into the water column (see Supplementary
Equations and Text). Although we describe the statistical mechanics
and their relation to our empirical datasets herein, there will need to
be more future work done to address the wave penetration physics
in greater detail.

Eroding surface slope as a precondition of the asymmetry
The key inclusion of the wave height–to–wavelength ratio term in
Eq. 1 (i.e.,

ffiffiffiffiffiffiffiffiffi
H=L

p
) and through conversion into T for Eqs. 2 and

3 transformed the wave power into appropriately scaled h versus e
erosion terms. Notably, the Iribarren number ξ is known to reduce
to

ffiffiffiffiffiffiffiffiffi
L=H

p
at 45° [i.e., (24)], and this fact reinforces the idea that the h

versus e erosional shape is not only likely dependent but also uni-
versally relatable through the slope of the erosional surface.
Once an erosional surface tilts toward a 45° angle, then the ero-

sional height to length process likely equilibrates such that the dif-
ferential becomes irrelevant, ey ∝ (1/hy)1, and the erosion will scale
linearly with the wave power, as dimensional analysis suggests (i.e.,
E ∝ H2T ). A dimensional analysis for wetland edges (3) thus could
be revised to require symmetry between e and h as a precondition,
implying that there is no extra cost to eroding more deeply into
narrow spaces, as opposed to the open face of a surface. Once the
slope decreases below 45° and toward horizontal, increasing L could
become a more efficient mode of increasing erosion (i.e., E ∝
H0.25T1.25).
Differential and asymmetric scaling in erosion should be expect-

ed when stretching a wave in only one direction and impacting a
non-45° surface, but it has not been considered by previous work
on lateral wetland erosion. Further investigations will be required
to more fully explore the relevance of this concept across a wide
range of coastal slopes.

Effects of the asymmetry on coastal wetland erosion
Real-world outcomes depend on these fundamentals, regarding the
effect of wave heights, lengths, and water depths on wetland erosion.
While water waves propagate across more than 73% of Earth’s
surface, the relative proximity of the coastline to the location of
wave genesis greatly affects the wave height–to–wavelength ratio
(i.e.,

ffiffiffiffiffiffiffiffiffi
H=L

p
). In general, the waves that strike wetland edges

cross-relatively short fetch distances and were created by local
wind events. These types of waves are short in wavelength (typically
on the order of ~1 cm to 1 m) and steep. In contrast, the waves that
strike open ocean shorelines are relatively long in wavelength (~1 to
10m), with thewave spectrum having beenmore strongly organized
via wave dispersion. That is, given the same wave height, a wave
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generated in a small water body will be more likely to be steeper
(because of shorter wavelength).
As a direct consequence of the asymmetry and as shown by our

results, the erosion rate will be generally higher in smaller water
bodies for waves of a given height, with all other parameters
being equal. Wetland edges should be particularly affected by the
asymmetry in an out-sized manner, as they are located in relatively
sheltered locations.
Similarly, we should also expect that erosion has increased more

rapidly on vertical edge surfaces as compared to surfaces less than or
equal to 45°, such as on sandy beaches. We can take the concept
even a step further, for example, given that significant wave
heights have increased 7% across coastal portions of the globe
from 1986 to 2005 due to wind increases (25). As a consequence

of the nonlinear relationship between wave height and erosion,
we might expect to find 18% more erosion at the end of this time
period. Many fresh hypotheses, derivative from the asymmetric re-
lationship, can now be tested with existing data, models, and global
imagery of shorelines. These erosional outcomes may be unexpect-
ed, yet we contend that they will be a direct outcome of the
asymmetry.
We note that our findings are specific to the processes of wave

erosion only. By design, our approach did include the nonwave
effects that can also be related to wetland edge erosion. Critically,
these nonwave effects may differentially affect macrotidal, mesoti-
dal, and microtidal wetland edges. For example, there is likely a
greater quantity of soil erosion for taller macrotidal edges that is
driven by slumping or cantilever failure, and this erosion could

Fig. 3. A conceptual depiction of the simplified, mechanistic hypothesis, depicting the relative geometry of the waves and the eroding edge. Nonlinear, break-
ing, and H/h transformed waveforms are not depicted for ease of interpretation of the primary relationship. (A) As waves of varying height H, but constant L, strike a
hypothetical edge, (B) their horizontal erosion depths e are proportional to position along a vertical h dimension following a 1/f0.25 power law. (C) This power law de-
scribes the behavior of the upper domain of the e distribution, when it is standardized by the distributionmean, or E. Part (A) and (B) depict the proportional relations only
between H, L, and e; they are unitless as depicted. Part (C) depicts empirical laboratory data ranked in order of e (per time t, in meters per second), using H = 16 with h =
0.15 (black), H = 8 with h = 0.15 (gray), and H = 4 with h = 0.16 (blue) as examples. The upper domain of these empirical distributions fit the power law (see text, Fig. 2, and
figs. S8 and S9).
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affect the scaling rate of erosion and induce scatter into field data-
sets when lumped across edge height and tidal range. However, for
the wave processes alone, our equations removed this effect due to
the relative scaling of H versus h within them. Moreover, other
nonwave processes, such as tidal creek flows, alongshore current ve-
locity–driven erosion, precipitation-driven erosion, and soil crack-
ing due to wetting and drying, these effects were similarly removed
by our laboratory setup. The purpose of our study was to remove
these extraneous effects and focus solely on the waves.
In summary, as waves increase in height and affect a vertical

surface, the lateral erosion process becomes more efficient, yet, si-
multaneously, as waves increase in length, the process becomes less
efficient. This seeming contradiction is explained by asymmetric
scaling between the individual components of the wave power
(wave height versus wavelength) and lateral erosion of a vertical
edge. The first-principles formulation, the scaling relation, and em-
pirical laboratory and field results thus point to a contemporary way
of conceiving of wetland erosion on vertical edges. The identifica-
tion and use of a physical description of this process will help sci-
entists, managers, and policymakers better mitigate the loss of
shorelines around the world.

MATERIALS AND METHODS
Laboratory
We extracted 0.6 m by 0.3 m (horizontal footprint) by 0.15 m (ver-
tical) wetland edge samples and then placed them into a 22.9 m by
36.6 m by 1.2 m wave basin [see movie S1; see (9, 26) for more
details]. We subjected them to a range of regular wave heights
(0.01 to 0.16 m), water depths (0.05 to 0.26 m), and wave lengths
(1.44 to 3.20 m) common to eroding edges. Water depths were mea-
sured relative to the bottom of the samples. Samples were collected
from along the immediate edge of natural marshes in West Galves-
ton Bay, Texas, and prepared using established methods to ensure
minimal compaction and a consistent incident surface [e.g., (27)].
We recorded the lateral erosion using a terrestrial laser scanner light
detection and ranging sensor (LIDAR) and an ultrasonic sensor at
0.5-mm resolution and then extracted the vegetative roots from the
point clouds manually [see (28)]. The lateral distance between the
before versus after point locations was recorded as an individual
erosion depth measurement, e. For each wave height by water
depth by wavelength trial, we found the average across all emeasure-
ments and then divided it by the time duration of the trial, to find
the lateral erosion E per time t. The duration of the trials were on the
order of minutes to remove nonwave effects (longest was 30 min).

Field and literature
Using data from across three continents, we first graphed dimen-
sionless erosion E* and dimensionless wave power P* for the
summary dataset of Leonardi et al. (12). This dataset included
site-standardized, original field data collected in (2, 5, 29–32). We
added four data points that we collected from a field site in West
Galveston Bay, Texas (same location where the laboratory samples
had also been collected); These data were collected over 318 days
along a 20-m-long eroding marsh edge of 0.6 m in height, using
the terrestrial laser scanner LIDAR and an ultrasonic sensor to
measure the wave parameters, as described in (28, 33). For our lab-
oratory values from Fig. 1A, we first calculated P using the equation
of Leonardi et al. (12) (P = Wcg, where W = ρgH2/8 and cg is the

group velocity which is equivalent to L/T for the regular laboratory
waves). We then followed their method of mean standardization to
find P* and E* for each record.

Variables used in equations
E is the lateral erosion in the shoreward direction, mean (in meters);
H is the wave height (in meters); L is the wave length (in meters); h�
is the water depth at the erosional edge (in meters); ζ is the transfer
efficiency (unitless); t is the time duration (in seconds); u is the
water velocity in the cross-shore dimension (in meters per
second); e is the lateral erosion of edge, specific to vertical or hori-
zontal position (in meters); f is the frequency of occurrence for e
(count); h, hy, and h±y−limit are the vertical dimensions of eroding
edge, distance from h� on y axis (in meters); k is the wave number
(per meter); ω is the angular frequency (per second); E* is the lateral
erosion, standardized by mean E from across-site data (unitless); P*
is the lateral erosion, standardized by mean P from across-site data
(unitless); T is the wave period (in seconds); ρ is the water density
(in kilograms per meter); g is the gravitational acceleration (in
meters per square second); ϕ is the sediment density (in kilograms
per cubic meter); and ξ is the Iribarren number (unitless)

Supplementary Materials
This PDF file includes:
Figs. S1 to S9
Legend for movie S1
Supplementary Equations and Text

Other Supplementary Material for this
manuscript includes the following:
Movie S1

REFERENCES AND NOTES
1. E. Kirezci, I. R. Young, R. Ranasinghe, S. Muis, R. J. Nicholls, D. Lincke, J. Hinkel, Projections of

global-scale extreme sea levels and resulting episodic coastal flooding over the 21st

century. Sci. Rep. 10, 11629 (2020).
2. R. G. Dean, R. A. Dalrymple, Water Wave Mechanics for Engineers and Scientists (World Sci-

entific Publishing, 1991).

3. M. Marani, A. D’Alpaos, S. Lanzoni, M. Santalucia, Understanding and predicting wave
erosion of marsh edges. Geophys. Res. Lett. 38, L21401 (2011).

4. L. Tommasini, L. Carniello, M. Ghinassi, M. Roner, A. D’Alpaos, Changes in the wind-wave
field and related salt-marsh lateral erosion: Inferences from the evolution of the Venice
Lagoon in the last four centuries. Earth Surf. Process. Landf. 44, 1633–1646 (2019).

5. R. A. Schwimmer, Rates and processes of marsh shoreline erosion in Rehoboth Bay, Del-
aware, U.S.A. J. Coast. Res. 3, 672–683 (2001).

6. A. Karimpour, Q. Chen, R. R. Twilley, A field study of how wind waves and currents may
contribute to the deterioration of saltmarsh fringe. Estuaries Coast 39, 935–950 (2016).

7. A. C. Ortiz, S. Roy, D. A. Edmonds, Land loss by pond expansion on the Mississippi River
Delta Plain. Geophys. Res. Lett. 44, 3635–3642 (2017).

8. K. Valentine, G. Mariotti, Wind-driven water level fluctuations drive marsh edge erosion
variability in microtidal coastal bays. Cont. Shelf Res. 176, 76–89 (2019).

9. J.-Y. Kim, J. Kaihatu, K.-A. Chang, S.-H. Sun, T. Huff, R. A. Feagin, Effect of cold front-induced
waves along wetlands boundaries. J. Geophys. Res. 125, e2020JC016603 (2020).

10. M. Bendoni, R. Mel, L. Solari, S. Lanzoni, S. Francalanci, H. Oumeraci, Insights into lateral
marsh retreat mechanism through localized field measurements. Water Resour. Res. 52,
1446–1464 (2016).

11. L. J. Houttuijn Bloemendaal, D. M. FitzGerald, Z. J. Hughes, A. B. Novak, I. Y. Georgiou,
Reevaluating the wave power-salt marsh retreat relationship. Sci. Rep. 13, 2884 (2023).

12. N. Leonardi, N. K. Ganju, S. Fagherazzi, A linear relationship between wave power and
erosion determines salt-marsh resilience to violent storms and hurricanes. Proc. Natl. Acad.
Sci. U.S.A. 113, 64–68 (2016).

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Feagin et al., Sci. Adv. 9, eadj2602 (2023) 8 November 2023 6 of 7



13. A. M. Priestas, G. Mariotti, N. Leonardi, S. Fagherazzi, Coupled wave energy and erosion
dynamics along a salt marsh boundary, Hog Island Bay, Virginia, USA. J. Mar. Sci. Eng. 3,
1041–1065 (2015).

14. J. P. Browne, Long-term erosional trends along channelized salt marsh edges. Estuaries
Coast 40, 1566–1575 (2017).

15. L. A. Deegan, D. S. Johnson, R. S. Warren, B. J. Peterson, J. W. Fleeger, S. Fagherazzi,
W. M. Wollheim, Coastal eutrophication as a driver of salt marsh loss. Nature 490,
388–392 (2012).

16. T. J. Bouma, M. B. de Vries, E. Low, L. Kusters, P. M. J. Herman, I. C. Tanczos, S. Temmerman,
A. Hesselink, P. Meire, S. van Regenmortel, Flow hydrodynamics on a mudflat and in salt
marsh vegetation: Identifying general relationships for habitat characterisations. Hydro-
biologia 540, 259–274 (2005).

17. T. J. Tolhurst, C. W. Watts, S. Vardy, J. E. Sauders, M. C. Consalvey, D. M. Paterson, The effects
of simulated rain on the erosion threshold and biogeochemical properties of intertidal
sediments. Cont. Shelf Res. 28, 1217–1230 (2008).

18. S. Francalanci, M. Bendoni, M. Rinaldi, L. Solari, Ecomorphodynamic evolution of salt
marshes: Experimental observations of bank retreat processes. Geomorphology 195,
53–65 (2013).

19. H. Brooks, I. Moller, S. Carr, C. Chirol, E. Christie, B. Evans, K. L. Spencer, T. Spencer, K. Royse,
Resistance of salt marsh substrates to near-instantaneous hydrodynamic forcing. Earth
Surf. Process. Landf. 46, 67–88 (2021).

20. D. van der Wal, J. van Dalen, P. W. J. M. Willemsen, B. W. Borsje, T. J. Bouma, Gradual versus
episodic lateral saltmarsh cliff erosion: Evidence from terrestrial laser scans (TLS) and
surface elevation dynamics (SED) sensors. Geomorphology 426, 108590 (2023).

21. H. Wang, D. van der Wal, X. Li, J. van Belzen, P. M. J. Herman, Z. Hu, Z. Ge, L. Zhang,
T. J. Bouma, Zooming in and out: Scale dependence of extrinsic and intrinsic factors
affecting salt marsh erosion. Case Rep. Med. 122, 1455–1470 (2017).

22. J. van de Koppel, D. van der Wal, J. P. Bakker, P. M. Herman, Self-organization and vege-
tation collapse in salt marsh systems. Am. Nat. 165, E1–E12 (2005).

23. R. A. Mel, M. Bendoni, D. Steffinlongo, Salt-marsh retreat on different time scales: Issues
and prospects from a 5-year monitoring campaign in the Venice Lagoon. Earth Surf.
Process. Landf. 47, 1989–2005 (2022).

24. C. R. Iribarren, C. Nogales, Protection des ports, in Proceedings XVIIth International Navi-
gation Congress (Section II, Communication 4, Lisbon, 1949), pp. 31–80.

25. B. G. Reguero, I. J. Losada, F. J. Mendez, A recent increase in global wave power as a
consequence of oceanic warming. Nat. Commun. 10, 205 (2019).

26. J.-Y. Kim,“Wetland erosion in Galveston Bay by Ocean Waves” thesis, Texas A&M University,
College Station (2021).

27. R. A. Feagin, S. M. Lozada-Bernard, T. Ravens, I. Möller, K. M. Yeager, A. H. Baird, Does
vegetation prevent wave erosion of salt marsh edges? Proc. Natl. Acad. Sci. U.S.A. 106,
10109–10113 (2009).

28. T. P. Huff, R. A. Feagin, A. Delgado Jr., Understanding lateral marsh edge erosion with
terrestrial laser scanning (TLS). Remote Sens. 11, 2208 (2019).

29. S. M. McLoughlin, P. Wiberg, I. Safak, K. J. McGlathery, Rates and forcing of marsh edge
erosion in a shallow coastal bay. Estuaries Coast 38, 620–638 (2015).

30. K. J. Trosclair, “Wave transformation at a saltmarsh edge and resulting marsh edge erosion:
Observations and modeling,” thesis, University of New Orleans, New Orleans (2013).

31. K. Tomkins, G. McLachlan, R. Coleman, “Quantification of coastal bank erosion in Western
Port” (CSIRO Water for a Healthy Country Flagship Report Series ISSN: 1835-095X, 2014).

32. A. M. Priestas, “The role of wind waves on salt marsh morphodynamics” thesis, Boston
University, Boston, (2013).

33. A. Delgado, Jr, “Quantifying coastal marsh erosion using a LIDAR terrestrial laser scanner:
The role of waves, soil, and vegetation” thesis, Texas A&M University, College
Station, (2016).

Acknowledgments: This work is dedicated to the memory of our co-author, I.R.-I. Funding:
This work was supported by National Science Foundation 1756477 (to R.A.F.), National Science
Foundation 1832221 (to S.F.), National Science Foundation 2224608 (to S.F.), National Institute
of Food and Agriculture TEX09138 (to R.A.F.), Texas A&M University T3 Fund (to R.A.F. and I.R.-I.),
National Oceanic and Atmospheric Administration/Texas Sea Grant (to R.A.F., K.-A.C., and J.K.).
Author contributions: Conceptualization: R.A.F., K.-A.C., J.K., and I.R.-I. Methodology: R.A.F., K.-
A.C., J.K., I.R.-I., and N.L.. Investigation: R.A.F., K.-A.C., T.P.H., J.-Y.K., and N.L. Visualization: R.A.F.
and T.P.H. Funding acquisition: R.A.F., K.-A.C., J.K., and I.R.-I. Project administration: R.A.F., K.-A.C.,
and I.R.-I. Supervision: R.A.F., K.-A.C., J.K., and S.F. Writing—original draft: R.A.F. Writing—review
and editing: R.A.F., K.-A.C., T.P.H., I.R.-I., J.-Y.K., J.K., N.L., and S.F. Competing interests: The
authors declare that they have no competing interests. Data and materials availability: All
data needed to evaluate the conclusions in the paper are present in the paper and/or the
Supplementary Materials.

Submitted 15 June 2023
Accepted 3 October 2023
Published 8 November 2023
10.1126/sciadv.adj2602

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Feagin et al., Sci. Adv. 9, eadj2602 (2023) 8 November 2023 7 of 7


	INTRODUCTION
	RESULTS
	Edge erosion in the laboratory
	Edge erosion in the field

	DISCUSSION
	Asymmetry between the individual components of wave power and edge erosion
	Eroding surface geometry as a mechanism for the asymmetry
	Eroding surface slope as a precondition of the asymmetry
	Effects of the asymmetry on coastal wetland erosion

	MATERIALS AND METHODS
	Laboratory
	Field and literature
	Variables used in equations

	Supplementary Materials
	This PDF file includes:
	Other Supplementary Material for this manuscript includes the following:

	REFERENCES AND NOTES
	Acknowledgments

