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Development of Machine-Learning Algorithms to
Predict Attainment of Minimal Clinically Important

Difference After Hip Arthroscopy for
Femoroacetabular Impingement Yield Fair
Performance and Limited Clinical Utility
M. H. Pettit, M.B., B.Chir., B.A., S. H. M. Hickman, M.Sci., M.Res., B.A.,
A. Malviya, Ph.D., F.R.C.S. (Orth.), M.Sc., and

V. Khanduja, Ph.D., F.R.C.S. (T.&O.), M.A. (Cantab.), M.Sc., M.B.B.S.
Purpose: To determine whether machine learning (ML) techniques developed using registry data could predict which
patients will achieve minimum clinically important difference (MCID) on the International Hip Outcome Tool 12
(iHOT-12) patient-reported outcome measures (PROMs) after arthroscopic management of femoroacetabular impinge-
ment syndrome (FAIS). And secondly to determine which preoperative factors contribute to the predictive power of these
models.Methods: A retrospective cohort of patients was selected from the UK’s Non-Arthroplasty Hip Registry. Inclusion
criteria were a diagnosis of FAIS, management via an arthroscopic procedure, and a minimum follow-up of 6 months after
index surgery from August 2012 to June 2021. Exclusion criteria were for non-arthroscopic procedures and patients
without FAIS. ML models were developed to predict MCID attainment. Model performance was assessed using the area
under the receiver operating characteristic curve (AUROC). Results: In total, 1,917 patients were included. The random
forest, logistic regression, neural network, support vector machine, and gradient boosting models had AUROC 0.75 (0.68-
0.81), 0.69 (0.63-0.76), 0.69 (0.63-0.76), 0.70 (0.64-0.77), and 0.70 (0.64-0.77), respectively. Demographic factors and
disease features did not confer a high predictive performance. Baseline PROM scores alone provided comparable pre-
dictive performance to the whole dataset models. Both EuroQoL 5-Dimension 5-Level and iHOT-12 baseline scores and
iHOT-12 baseline scores alone provided AUROC of 0.74 (0.68-0.80) and 0.72 (0.65-0.78), respectively, with random forest
models. Conclusions: MLmodels were able to predict with fair accuracy attainment of MCID on the iHOT-12 at 6-month
postoperative assessment. The most successful models used all patient variables, all baseline PROMs, and baseline iHOT-12
responses. These models are not sufficiently accurate to warrant routine use in the clinic currently. Level of Evi-
dence: Level III, retrospective cohort design; prognostic study.
emoroacetabular impingement syndrome (FAIS) is
Fa common cause of hip pain in the young adult,
frequently seen within sporting populations, and is a
proposed precursor to hip osteoarthritis.1-3 FAIS
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significant improvements in patient-reported outcome
measures (PROMs), restoration of nascent hip anat-
omy, and normalization of hip biomechanics.6-10

PROMs have increasingly gained recognition for the
assessment of surgical outcome.11 The Warwick
consensus agreement on FAIS specified the use of
PROMs, including the International Hip Outcome Tool
12 (iHOT-12), to assess treatment outcome. The mini-
mally clinically important difference (MCID) is
frequently used to define success. MCID is the smallest
perceptible change patients recognize as beneficial, and
only 63.4% to 87.5% of patients undergoing arthro-
scopic management of FAIS achieve MCID for iHOT-
12.11-14 Improving MCID attainment rate following
surgery is a key goal for clinicians, and although good
outcomes are inherently linked to the technical skill of
the operator, this could also be achieved through
improved patient selection and other interventions like
prehabilitation.15 Indeed, it is now recognized that
machine-learning (ML) techniques can be used to
refine and improve care provision in the field through
predicting postoperative PROMs.16

Previous studies have used ML techniques to predict
MCID attainment after hip arthroscopy using baseline
patient characteristics as predictive features.17-19 In
these studies, models have performed well, with the
cited articles developing models with an area under the
receiver operating characteristic curve (AUROC), or
accuracy, of >0.80. The best-performing model boasted
an AUROC of 0.89. These models are highly accurate at
predicting outcome in their sample population; how-
ever, across the orthopaedic field, there is as-yet limited
evidence that the application of such models yields
tangible improvements in patient outcome.20,21

The authors believe that barriers exist for the imple-
mentation of such models and the subsequent demon-
stration of their clinical utility. In a recent systematic
review, it was found that only 1 of 18 studies predicting
outcome after orthopaedic surgery had included
external validation.22 The aforementioned studies using
ML to predict outcome in hip arthroscopy have all been
performed using a single-surgeon cohort, and one of
these models has been externally validated in another
center. There is currently no evidence for the develop-
ment of accurate MLmodels in a wider dataset, such as a
national registry. A further barrier to clinical utility may
be that models require a large number of predictive
feature variables, hampering real-world clinical utility in
the preoperative clinic and decision making.
The aim of this study, therefore, was to determine

whether ML techniques developed using registry data
could predict which patients would achieve MCID on
the iHOT-12 PROM after arthroscopic management of
FAIS and secondly to determine which preoperative
factors contribute to the predictive power of these
models. The hypothesis of this study was that ML
techniques utilised on the UK Non-Arthroplasty Hip
Registry (NAHR) data would accurately predict which
patients were able to achieve MCID on the iHOT-12 and
that this could be achieved using the iHOT-12 alone.

Methods
This work was prepared in accordance with Trans-

parent Reporting of a multivariable prediction model for
Individual Prognosis or Diagnosis (TRIPOD) guidance.23

Data Source
The NAHR steering committee granted approval for

this retrospective cohort study of prospectively collected
data. Retrospective data were collected from the NAHR
for the period August 1, 2012, to June 1, 2021.
Inclusion criteria were patients who had undergone
arthroscopy for FAIS pathology and who had 6-month
follow-up iHOT-12 overall scores recorded. All femoral,
acetabular, and labral procedures carried out through
arthroscopic techniques were included. Exclusion
criteria were for open procedures and arthroscopic
procedures conducted without a recorded FAIS
diagnosis. All patients who met the inclusion criteria
were selected from the database (Appendix Table 1,
available at www.arthroscopyjournal.org).

Outcome Measure
The outcome measure of interest in this study was

achievement ofMCIDof iHOT-12 at 6months’ follow-up.
TheMCID value usedwas 13.0, determined in 2 previous
studies validating the iHOT-12 questionnaire in English-
speaking cohorts.24,25 The area AUROC was chosen as
the primary outcome measure for model predictive per-
formance. AUROC varies from 0.5 (random predictor) to
1 (perfect predictor). Values of greater than 0.9 are
considered to represent excellent predictive performance,
0.8-0.9 good, 0.7-0.8 fair, and <0.7 is poor.26 Secondary
outcomemeasures are included inAppendix Tables 2 and
3 (available at www.arthroscopyjournal.org) and
included precision, defined by: True Positives

True PositivesþFalse Positives recall,
defined by: True Positives

True PositivesþFalse Negatives and F1 score, defined by:
2ðPrecisionÞðRecallÞ
PrecisionþRecall .

Predictive Feature Variables
Preoperative, baseline data for patient characteristics

were used as predictive features for outcome prediction.
Arthroscopy-specific parameters, for instance, acetabular
procedures performed and femoral procedures per-
formed, were not used as predictive variables. These
features donot enable aML-based tool topredict outcome
entirely preoperatively, as preoperative plans may vary
significantly from procedure performed. The baseline
data were grouped across 3 categories: patient de-
mographics (sex, age at index procedure, body mass in-
dex [BMI]), disease status (laterality of operation,
acetabular cartilage damage, Outerbridge classification,
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acetabular cartilage damage zone, primary or revision
surgery), and baseline PROM scores (EuroQoL 5-
Dimension 5-Level [EQ-5D-5L] consisting of both the
EQ-5D-5Ldescriptive system: overall scoreand individual
questions, and the EQ visual analog scale for impression
of overall health, iHOT-12 overall score, and individual
questions). Categorical data variables such as sex were
converted to numerical values with one-hot encoding,
whereas variables that were answered on a Likert scale
with text answers (eg, EQ-5D-5L, “I have no problems in
walking about”) were converted to a numerical scale.
Missing datawere imputedusing theKnearest neighbors’
approach. Data were rescaled with min-max scaling.

Statistical Analysis
We developed 5 ML models using NAHR data: logistic

regression, random forests,27 neural networks,28

gradient boosting trees,29 and support vector machines
(SVMs).30 The patient cohort was split into 3; a training
cohort, validation cohort, and test cohort with an
80:10:10 random split. The training cohort was used to
train models and the validation cohort to tune the
hyperparameters of each model. Ten-fold cross valida-
tion was used to reduce overfitting. Each method was
optimized using a grid search over the hyperparameters
to reach the greatest accuracy in the validation sets,
before being deployed on the test set to yield final
evaluation metrics. Feature importance was calculated
using mean decrease in impurity, a metric that calculates
the contribution of a particular feature to discriminating
between classes within the random forest model.
In order to determine a minimum set of iHOT-12

questions required for accurate prediction of MCID,
recursive feature elimination was used with our best-
performing PROM-based model.31 In this iterative
process, the variable with the lowest feature impor-
tance calculated through mean decrease in impurity is
removed with each run of the model to reduce the
number of input variables to a core dataset. All statis-
tical analysis was performed using Python (Python
Software Foundation, Wilmington, DE).

Results
NAHR data for the study time period included 5,199

patients who underwent arthroscopy for FAIS. Of these
patients, 1,917 had 6-month follow-up iHOT-12 overall
scores recorded and were included in this study. The
procedures performed on each patient are reported in
Appendix Table 1, available at www.arthroscopyjournal.
org.

Baseline Patient Characteristics
The included patient population was made up of

1,155 male and 762 female patients. Within the sample
population, 1,266 of 1,917 (66.0%) achieved MCID.
The characteristics of the sample population are
detailed in Table 1, including the proportion of missing
data for each baseline parameter. All patients had
completed outcome data for the primary outcome,
iHOT-12 overall score at 6 months’ postoperatively.

Model Performance
The AUROC scores of the 5 models with all variables

included are given in Table 2, and the AUROC curves for
all models are shown in Figure 1A. Further metrics such
as precision, recall, and F1 score are detailed in
Appendix Table 2, available at www.arthroscopyjournal.
org. With all variables included, the random forest
model was the most accurate ML model, with fair pre-
dictive performance. The SVM and gradient boosting
models also had fair predictive performance. The logistic
regression and neural network models had poor per-
formance. The performance of these models with vali-
dation data is presented in Appendix Table 3, available at
www.arthroscopyjournal.org.

Preoperative Feature Importance by Category
The performance of the 5 model predictors using

preoperative parameters is shown in Table 2. The
AUROC curves are shown in Figure 1, B-G. Inclusion
of either demographics or disease features alone
resulted in decreased predictive performance across all
models, as did inclusion of demographics and disease
features together. Inclusion of all PROMs led to little
change in AUROC compared with all variable random
forest and gradient boosting models, slight increases in
performance of logistic regression and neural network
models, and no change in the SVM model. Inclusion of
EQ-5D-5L PROMs alone as predictors resulted in a
decrease in predictive performance across all models.
Inclusion of iHOT-12 PROMs alone as predictors led to
a decrease in model accuracy across all model types
versus the inclusion of all variables. This decrease was
marginal for random forest and neural network
models.

Preoperative Feature Importance in Successful All
Variable Models
The best-performing model, the random forest, was

also used to isolate the features considered most
important when making predictions with all variables
and iHOT-12 PROMs alone used as predictive variables.
Feature importance is displayed graphically in Figure 2,
A and B. In the all-variable model features with high
importance include EQ-5D-5L overall score, age, BMI
and both iHOT-12 overall score and individual ques-
tions. In the iHOT-12 model feature importance of in-
dividual questions is similar.

iHOT-12 as a Minimum Dataset
To determine whether a specific combination of

discrete iHOT-12 questions provided high performance
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Table 1. Baseline Patient Data Presented for the Cohort of
1,917 Patients Identified From the Non-Arthroplasty Hip
Registry Dataset

Characteristics

Sex
Male 1,155
Female 762

Age, y, n ¼ 1,917 (100%) 35.9 � 10.4
Laterality of operation
Right hip 1,109
Left hip 808
Not recorded 10
BMI, n ¼ 1,468 (76.6%) 25.7 � 4.89
Outerbridge classification

Grade 0 904
Grade 1 191
Grade 2 133
Grade 3 69
Grade 4 38
Not recorded 582

Surgery
Primary 463
Revision 30
Second revision 1
Not recorded 1,423

Acetabular cartilage damage
Cartilage damage present 1,255
Cartilage damage absent 218
Not recorded 444

Acetabular cartilage damage zone*
Zone 1 111
Zone 2 879
Zone 3 604
Zone 4 103
Zone 5 20
Zone 6 15
Multiple zones 338
Not recorded 668

EQ-5D 5L: preoperative overall score, n ¼ 1,915
(99.9%)

0.52 � 0.23

EQ-5D 5L: Health VAS, n ¼ 1,917 (100%) 67.4 � 20.5
EQ-5D 5L: Preoperative mobility

I have moderate problems in walking about 767
I have slight problems in walking about 580
I have no problems in walking about 300
I have severe problems in walking about 229
I am unable to walk about 20
Not recorded 21

EQ-5D 5L: Preoperative self-care
I have no problems washing or dressing myself 1,181
I have slight problems washing or dressing

myself
452

I have moderate problems washing or dressing
myself

211

I have severe problems washing or dressing
myself

43

I am unable to wash or dress myself 9
Not recorded 21

EQ-5D 5L: Preoperative usual activities
I have moderate problems doing my usual

activities
772

I have slight problems doing my usual activities 464
I have severe problems doing my usual activities 386
I have no problems doing my usual activities 143

(continued)

Table 1. Continued

Characteristics

I am unable to do my usual activities 131
Not recorded 21
EQ-5D 5L: Preoperative pain and discomfort
I have moderate pain or discomfort 957
I have severe pain or discomfort 492
I have slight pain or discomfort 349
I have extreme pain or discomfort 69
I have no pain or discomfort 29
Not recorded 21

EQ-5D 5L: Preoperative anxiety and depression
I am not anxious or depressed 869
I am slightly anxious or depressed 566
I am moderately anxious or depressed 352
I am severely anxious or depressed 78
I am extremely anxious or depressed 31
Not recorded 21

iHOT-12: Preoperative overall score, n ¼ 1,917
(100%)

32.7 � 17.9

iHOT-12 Q1: Preoperative level of pain, n ¼ 1,828
(95.4%)

35.0 � 20.9

iHOT-12 Q2: Difficulty getting up, n ¼ 1,820
(94.9%)

45.0 � 31.2

iHOT-12 Q3: Difficulty walking long distances,
n ¼ 1,825 (95.2%)

33.7 � 27.8

iHOT-12 Q4: Trouble with grinding, catching, or
clicking, n ¼ 1,823 (95.1%)

36.0 � 29.7

iHOT-12 Q5: Trouble with pushing, pulling, or
lifting heavy objects, n ¼ 1,810 (94.4%)

45.0 � 30.6

iHOT-12 Q6: Concern regarding changing
directions, n ¼ 1,799 (93.8%)

27.6 � 27.0

iHOT-12 Q7: Pain After Activity, n ¼ 1,819
(94.9%)

22.7 � 20.3

iHOT-12 Q8: Concern regarding carrying children,
n ¼ 1,774 (92.%)

47.7 � 35.4

iHOT-12 Q9: Trouble with sexual activity,
n ¼ 1,625 (84.8%)

42.2 � 30.8

iHOT-12 Q10: Time aware of disability, n ¼ 1,823
(95.1%)

18.7 � 20.8

iHOT-12 Q11: Concern regarding desired fitness
level, n ¼ 1,822 (95.0%)

15.4 � 18.8

iHOT-12 Q12: Distraction attributable to hip
problem, n ¼ 1,823 (95.1%)

20.5 � 19.0

NOTE. Parameters that are reported on a continuous scale, including
VAS responses for PROMs, have been presented as mean � standard
deviation, number of patients with data for the given parameter
(percentage response rate). Parameters that are reported in a cate-
gorical or ordinal manner have been presented with number of re-
sponses per category in the dataset and the number of missing entries.
BMI, body mass index; EQ-5D 5L, EuroQoL 5-Dimension 5-Level;

iHOT-12, International Hip Outcome Tool; PROMs, patient-reported
outcome measures; VAS, visual analog scale.
*Individual data points for acetabular cartilage damage zone are

nonexclusive and individuals within the dataset who have damage
across multiple zones have been recorded multiple times through
zone 1-6.

4 M. H. PETTIT ET AL.
in outcome prediction recursive feature elimination
was used in our random forest model. The model was
developed and refined across multiple runs with varied
combinations of training and test data (Fig 3A), pro-
ducing a mean output (Fig 3B). This shows that fair
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predictive performance was maintained with a
restricted dataset. Models consisting of 6 iHOT-12
questions achieved on average an AUROC of 0.71 �
0.018 (Fig 3B). The iHOT-12 questions with the highest
feature importance identified were as follows: “Pain,”
“Difficulty walking long distance,” “Trouble with
grinding,” “Concern changing direction during sport,”
“Pain after activity,” and “Trouble during sexual
activity.”

Discussion
This study used data from the UK’s Non-Arthroplasty

Hip Registry to show that ML techniques are able to
predict with fair performance whether patients will
achieve MCID of the iHOT-12 score after arthroscopic
management of FAIS in a national cohort. Conclusions
regarding the predictive ability of ML models reported
here must be interpreted in light of wide AUROC
confidence intervals and an analysis limited by a high
proportion of missing data. This study also sought to
determine which features are important for ML-based
outcome prediction and to generate predictive ML
models with fewer preoperative features. When pre-
operative predictor classes were used as predictive fea-
tures, both demographics and disease features had poor
predictive ability, whereas PROMs and iHOT-12 had
fair predictive ability. The responses to the iHOT-12
questionnaire alone were sufficient to predict MCID
attainment with similar performance to entire dataset
models. This predictive ability was retained using just 6
question responses from the iHOT-12.
The primary aim of this study was to use NAHR data

to determine whether ML techniques could predict
accurately whether patients would achieve MCID on
the iHOT-12 score after arthroscopic surgery for FAIS.
The performance of models used in this study enabled
fair predictive performance. The random forest model
achieved fair performance, with an AUROC of 0.75 and
an F1 score of 0.84. A previous study achieved good
predictive performance using logistic regression-based
methods in order to predict MCID after FAIS in the
Hip Outcome Score and modified Harris Hip Score
PROMs.17 In another study, Kunze et al.18 achieved
good predictive performance in the prediction of Hip
Outcome Score-Activities of Daily Living scores with
stochastic gradient boosting approaches with a final
model AUROC of 0.84. Comparatively, the model pre-
sented in this work has inferior predictive performance.
Both of these studies used a single-surgeon dataset for
analysis. This has implications regarding external val-
idity for the models developed and their real-world
utility. In addition, these datasets had a larger variety
of features with a generally lower proportion of missing
data in each feature, this, in combination with a more
homogenous cohort enabling greater accuracy of pre-
diction. For ML models to be useful tools in health care,



Fig 1. Receiver operator curves for model performance on test data, with AUC indicating the area under the receiver operator
curve (AUROC). Random forest performance is indicated in blue, neural network in yellow, support vector machine in green,
logistic regression in red, and gradient boosting models in purple. Predictive features used vary between image: (A) All variables,
(B) demographics alone, (C) disease features, (D) both demographics and disease features, (E) all baseline PROMs, (F) baseline
EQ-5D-5L alone, and (G) baseline iHOT-12 alone. (EQ-5D-5L, EuroQoL 5-Dimension 5-Level; iHOT-12, International Hip
Outcome Tool; PROMS, patient-reported outcome measures.)
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Fig 2. Graph plotting individual predictive
feature importance in the best-performing
predictive model, the random forest
model, with input features as: (A) all var-
iables and (B) baseline iHOT-12 questions
alone. (iHOT-12, International Hip
Outcome Tool.)

ML PREDICTION OF MCID AFTER HIP ARTHROSCOPY 7
they require development using diverse data across
large numbers of patients throughout an entire popu-
lation; however, the data must be of a sufficient quality
with full data collection and appropriate follow-up of
patients. Both of these caveats are issues in the use of
registry data, which inherently have variable quality
data submission and have little active patient follow-
up.32

This study presents an ML model for hip arthroscopy
MCID attainment prediction developed using national
registry data, predicting MCID attainment in the iHOT-
12 following hip arthroscopy. In the NAHR sample data
for this study, just fewer than 37% of patients who had
undergone arthroscopy for FAIS had completed the
defined primary outcome, limiting the dataset available
for model development, and of this 37%, many patients
had missing data for baseline patient variables as
detailed in Table 1. Furthermore, there was expected
variance in the dataset due to the multisurgeon and
multicenter nature of the data. The authors believe that
both of these features contribute to the lower predictive
performance achieved with this study versus that of
Kunze et al.18

Similar findings have been published by Martin
et al.,33 who used Danish national registry data to
predict progression to revision arthroscopy after pri-
mary hip arthroscopy. Martin et al.33 achieved
comparatively poor performance to ML models



Fig 3. Graph plotting AUROC achieved versus number of baseline iHOT-12 question responses used as predictive features by the
random forest model during the process of recursive feature elimination for (A) varied combinations of training and test data;
therefore, order of feature dropping and (B) an averaged model with mean � standard deviation. (AUROC, area under the
receiver operator curve; iHOT-12, International Hip Outcome Tool.)
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developed using single-surgeon datasets, and concluded
their models are of limited clinical utility due to wide
discrimination confidence intervals. Results in this
study have the same limitation; the AUROC for the
best-performing model was 0.74 (0.68-0.81), which
crosses into the category of poor performance. In
addition, comparisons between model performance
presented in Table 1 by ML methodology are limited
due to overlapping confidence intervals shared by ML
models. The authors believe the close grouping of
model performance is a consequence of generally wide
confidence intervals and poor predictive performance
across all 5 ML methods resulting from training data
quality, rather than there being no difference in ML
model predictive utility given an ideal dataset. The re-
sults from this study are therefore limited by the
quantity and quality of diverse data within the NAHR at
this point. In the future, with improved data quality and
improved representation of varied surgeons and in-
stitutions, further ML analysis may achieve improved
predictive performance.
The secondary aim of this study was to determine

which preoperative factors contribute to the predictive
performance of these ML models and to achieve a
reduced set of baseline features required for accurate
outcome prediction. When comparing preoperative
feature importance by category, across all models there
was a decrease in performance using either patient
demographics or disease features alone, or de-
mographics and disease features in combination,
compared with all variables. Particularly in cases in
which the input variables were limited to just injury
specifics or demographics, many models reverted to
predicting that all patients reached MCID. This is
exemplified by the precision and recall data shown in
Appendix Table 2. These models tend to achieve a
precision of, or approaching 0.66, and a recall of 1.
These models simply predict that all patients attain
MCID, and therefore generate true positives in 66% of
cases with 34% false positives, providing a precision of
0.66, the proportion of patients who achieved MCID in
our dataset. In addition, these models generate no false
negatives, as they predict all patients achieve MCID,
resulting in a recall of 1. Ultimately, this reflects that
these predictor classes within the NAHR dataset contain
too little information to enable the generation of
effective ML models. In contrast, there was a small
decrease, equal, or improved performance with models
developed using all PROMs as input features. This
suggests that PROMs alone contain sufficient informa-
tion to adequately predict which patients will achieve
MCID in the context of our dataset. Interestingly, when
using just EQ-5D-5L as a predictor, models lose pre-
dictive power. This may be a result of a lower pathology
specificity of the EQ-5D-5L, which is a more general-
ized health questionnaire. When using iHOT-12 scores
alone, however, models perform well predictively and
have very similar performance to all PROM models.
Our study identified individual features which

contributed with high and low importance to the pre-
dictive power of our most successful model, the random
forest. The feature with the highest importance appears
to be overall EQ-5D-5L score, whereas other important
features include age, BMI, and iHOT-12 scores. Recent
systematic reviews have highlighted predictors of
outcome for FAIS after arthroscopy. The following
factors were deemed to be important: age, sex, BMI,
Tönnis grade, chondral defects, decreased joint space
(�2 mm), increased KellgreneLawrence grade (>3),
increased lateral center-edge angle, and relief from
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preoperative intra-articular corticosteroid in-
jections.34-36 In contrast to previous studies, our model
ranked sex and acetabular cartilage damage as being
relatively unimportant in predicting outcomes. The
relatively low importance of these predictor classes in
our study also may be explained by a sparsity of data
requiring imputation and the low number of input
variables across these classes in our data set. In addition,
the high feature importance of overall PROM scores in
EQ-5D-5L and iHOT-12 may indicate the patient’s
baseline perception of their performance state is a
highly important predictor of outcome. Further work
using ML models with more diverse datasets is required
to determine whether all of the preoperative features
used here are strongly associated with outcome, and, to
determine which further preoperative features may be
useful to collect in registries ongoing to maximize the
potential of ML-based prediction tools. In addition,
although not enabling entirely preoperative prediction
of outcome, the inclusion of perioperative data such as
the magnitude of bony corrections and the types of
labral and regenerative procedures performed may
enable further refinement of ML models and inform
surgical planning.
The random forest model using iHOT-12 questions

alone as predictive features displayed comparable
performance to the model with all variable inputs. In
analysis of feature performance, each question within
the iHOT-12 has a similar importance. This suggests
the overall impression of hip-specific health gained
from the iHOT-12 questionnaire is important rather
than the discerning nature of any individual question.
This may be the result of respondent fatigue, with
similar answers given to each question, or a case in
which fewer questions still are required to account for
variance in the iHOT-12 scores.37 iHOT-12 questions
account for 96% of the variation in iHOT-33 scores.38

In further analysis using recursive feature elimination
fair performance was achieved consistently until less
than 6 iHOT-12 questions were used as input vari-
ables. Whilst recursive feature elimination identified
questions which consistently displayed higher feature
importance than other variables, this process displays
that only 6 of the 12 iHOT-12 questions are required,
on average, to predict MCID attainment with similar
performance to whole data set models. The clinical
utility of this finding is, however, limited by the wide
confidence intervals and overall performance of
whole dataset ML models produced in this work and
as such the authors cannot recommend further
exploration of this in clinical populations. It may be
interesting to observe whether similar ML based ex-
plorations of outcome find that models using limited
PROM instruments are able to provide similar per-
formance to those including full PROM instruments in
the future.
Ultimately the authors suggest that for accurate ML
based tools for outcome prediction with high real-world
utility, improved registry datasets will be required for
robust ML model development.

Limitations
Whilst this study seeks to apply ML approaches to

predicting iHOT-12 MCID attainment in patients with
FAIS after hip arthroscopy and to predict MCID
attainment after hip arthroscopy using national registry
data, there are several limitations that have been
highlighted in this discussion. The nature of the NAHR
dataset in its current format is not optimized for ML
algorithm development. There is a limited quantity of
patients with data for the chosen primary outcome and
the data quality is reduced by missing data regarding
baseline patient features. In addition, due to the nature
of the registry and relatively low number of patients
appropriate for inclusion over a 9-year period, there
will be high variability between surgeon and center
reporting. Some surgeons may be overrepresented
within the database at present, resulting in selection
bias. A number of patient-specific variables have not
been included in this analysis, which may be necessary
to increase predictive success and for pragmatic con-
siderations regarding surgical candidacy. Our inclusion
and exclusion criteria were unable to take into account
patients with comorbid hip pathology or complex sur-
gical backgrounds, reducing performance especially in
outlier cases. Finally, to enable the most accurate pre-
diction of surgical outcome, a model should include
perioperative factors, as tools based entirely on preop-
erative factors, the aforementioned models, are limited.
Conclusions
ML models were able to predict with fair accuracy,

attainment ofMCID on the iHOT-12 at the 6-month post-
operative assessment. The most successful models used
all patient variables, all baseline PROMs, and baseline
iHOT-12 responses. These models are not sufficiently
accurate to warrant routine use in the clinic currently.
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Appendix Tables
Appendix Table 1. Arthroscopic Procedures Performed for
the Cohort of 1,917 Patients Identified From the
Non-Arthroplasty Hip Registry Dataset

Acetabular procedure

Acetabular labral debridement 926
Acetabular labral repair 890
Acetabular rim recession 659
Acetabular microfracture 118
Subspinous resection 38
Autologous chondrocyte implantation 23
Other 73

Femoral procedure
Cam removal 1,644
Femoral osteophyte removal 56
Femoral cartilage debridement 23
Femoral microfracture 9
Other 7

Other procedure
Psoas release 53
Ligamentum teres debridement 30
Loose body removal 20
Trochanteric bursa debridement 12
ITB release 4
Ligamentum teres reconstruction 1

ITB, iliotibial band.

Appendix Table 2. Performance of Machine-Learning Models on Test Set Data Presented With Variation of Input Features by
the Preoperative Predictor

Performance (F1 Score, Precision, and Recall)

All
Variables

Patient
Demographics

Disease
Features

Patient
Demographics
and Disease
Features

All
PROMs EQ-5D iHOT-12

Logistic regression F1 Score 0.78 0.80 0.80 0.80 0.76 0.80 0.82
Precision 0.69 0.66 0.66 0.66 0.67 0.68 0.70
Recall 0.89 1.00 1.00 1.00 0.94 0.94 0.97

Random forest F1 Score 0.84 0.79 0.80 0.81 0.82 0.81 0.84
Precision 0.73 0.67 0.66 0.68 0.71 0.69 0.72
Recall 0.99 0.95 1.00 0.99 0.98 0.97 1.00

Neural network F1 Score 0.82 0.80 0.80 0.80 0.82 0.80 0.82
Precision 0.75 0.66 0.66 0.66 0.70 0.66 0.74
Recall 0.90 1.00 1.00 1.00 1.00 1.00 0.91

Support vector machine F1 Score 0.81 0.80 0.80 0.80 0.79 0.80 0.82
Precision 0.69 0.66 0.66 0.66 0.68 0.66 0.69
Recall 0.98 1.00 1.00 1.00 0.95 1.00 0.99

Gradient boosting F1 Score 0.80 0.75 0.80 0.78 0.81 0.78 0.82
Precision 0.72 0.66 0.67 0.66 0.72 0.69 0.71
Recall 0.92 0.86 0.98 0.95 0.95 0.88 0.95

NOTE. Performance indicated by our secondary outcome measures F1 score, precision, and recall.
EQ-5D 5L, EuroQoL 5-Dimension 5-Level; iHOT-12, International Hip Outcome Tool; PROM, patient-reported outcome measure.



Appendix Table 3. Performance of Machine-Learning Models on Validation Data Indicated by Our Primary Outcome Measure, AUROC

Performance (AUROC and 95% CI)

All Variables Patient Demographics Disease Features
Patient Demographics and

Disease Features All PROMs EQ-5D iHOT-12

Logistic regression 0.70 (0.63-0.76) 0.55 (0.49-0.62) 0.47 (0.41-0.54) 0.53 (0.46-0.59) 0.71 (0.65-0.78) 0.52 (0.46-0.59) 0.60 (0.53-0.67)
Random forest 0.76 (0.69-0.82) 0.54 (0.47-0.60) 0.54 (0.47-0.61) 0.52 (0.45-0.58) 0.74 (0.68-0.80) 0.54 (0.47-0.60) 0.74 (0.67-0.80)
Neural network 0.70 (0.63-0.76) 0.56 (0.50-0.63) 0.50 (0.44-0.57) 0.47 (0.41-0.54) 0.73 (0.67-0.80) 0.49 (0.42-0.56) 0.69 (0.62-0.75)
Support vector machine 0.70 (0.63-0.76) 0.60 (0.53-0.67) 0.49 (0.43-0.56) 0.60 (0.53-0.66) 0.71 (0.64-0.78) 0.53 (0.46-0.60) 0.65 (0.59-0.72)
Gradient boosting 0.70 (0.64-0.77 0.50 (0.44-0.57) 0.51 (0.45-0.58) 0.52 (0.45-0.58) 0.70 (0.64-0.77) 0.54 (0.47-0.60) 0.65 (0.59-0.71)

NOTE. Each type of machine-learning model was produced using different combinations of pre-operative predictors to ascertain relative input feature importance. Variation of input features
is represented in each column.
AUROC, area under the receiver operator curve; CI, confidence interval; EQ-5D 5L, EuroQoL 5-Dimension 5-Level; iHOT-12, International Hip Outcome Tool; PROM, patient-reported
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