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A B S T R A C T

Controlling flexible hybrid microgrids (MGs) is difficult due to the system’s complexity, which includes multiple
energy sources, storage devices, and loads. Although adding new components to the MG system through
the plug-and-play (PnP) feature enables operating of the system in different modes, it adds to the system’s
complexity, hence necessitates careful control system design. The most challenging aspect of designing the
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Microgrid
Switched model predictive control

control system is ensuring that it can control the MG optimally in its various modes of operation. Previous
methods based on logical control allow for synthesizing a controller capable of controlling the MG in its
various operational modes. However, the resultant controller does not optimally operate the MG. Classical
model predictive control allows optimal control of the MG only in specific operating modes. On the other
hand, switched model predictive control (S-MPC) can optimally control the MG in its various modes. However,
the design of S-MPC is complex, particularly for MGs with many operating modes or complex switching logic.
Multiple factors contribute to the complexity, including model development, mode detection, and switching
logic. This paper presents a hybrid method based on 𝜀-variables and classical MPC for constructing the S-
MPC for flexible hybrid MG with PnP capabilities. Our results show that the proposed controller synthesis
approach provides an effective solution for optimally controlling flexible hybrid MGs with PnP capabilities as
the proposed method enables: (i) an increase in the amount of energy export to the utility grid by 50.77%
and (ii) a significant decrease in the amount of energy import from the grid by 46.7%.
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1. Introduction

A hybrid flexible microgrid (MG) is a small-scale power system that
integrates and manages multiple energy sources, including renewable
energy sources (RESs) such as solar, wind, and hydro, as well as conven-
tional sources such as diesel generators [1,2]. MG is designed to operate
either connected or disconnected from the main power grid, providing
a reliable and sustainable power supply for various applications [3,4].
The flexibility of a MG refers to the MG’s capability to vary energy
demand and its ability to optimize the available energy sources [5,6].

Adding the plug-and-play (PnP) capability to the MG’s assets facili-
tates the system’s installation and operation. PnP assets can enhance the
MG’s flexibility [7]. For instance, incorporating PnP electric vehicles
(EVs) into a MG can increase the MG’s flexibility [8,9] by varying the
size of available storage capacity dynamically. PnP EVs can be added or
removed from the MG system without extensive reconfiguration [10].
However, having assets with PnP capabilities makes the MG operate in
multiple operational modes. This makes the design of optimal control
of the MG challenging.

1.1. Literature review

Model Predictive Control (MPC) is widely used in the literature to
control MGs [11,12]. A rolling horizon approach is applied in [13] to
reduce the operational cost of the MG and to maximize the income
from exporting power to the utility grid. A scenario-based MPC is
presented in [14] with an objective to reduce carbon emission. The
authors in [15] used the interval predictions to reduce the impact of the
uncertainty in renewable energy generation, which, in its turn, reduced
the operational cost significantly. To reduce the impact of uncertainty
of energy demand and renewable energy generation, a robust MPC (R-
MPC) was developed in [16]. A robust rolling-horizon MPC is presented
in [17,18] to control in real time a community of buildings, which are
represented as MGs. The control philosophy in [17,18] improves the
robustness of the residential MGs in the face of real-time weather and
energy price prediction errors. [19] presents a distributed MPC-based
energy scheduling problem for multi-island microgrids. Through energy
coordination, the objective is to achieve supply–demand equilibrium in
an individual MG and reduce battery degradation for its extended cycle
life. To solve the MPC optimization problem, a mixed-integer quadratic
programming strategy is utilized [20]. [21] proposes a multiple-time-
scale energy management solution for a hydrogen-based multi-energy
MG to supply electricity, hydrogen, and heating loads, to minimize
the multi-energy MG operational cost. The proposed solution consists
of day-ahead energy scheduling and MPC-based real-time energy dis-
patch. The numerical results demonstrate that the proposed solution
outperforms the benchmark solution, with mean daily operational costs
37.08% less than the benchmark solution.

It is important to notice that all these MPC methods are able to
control the MG only in one operational mode, allow it to meet different
objectives in this operational mode, and are able to consider the impact
2

of the uncertainty of renewable generation and energy demand. These i
methods do not allow for control of the MG with different operational
modes. On the other hand, many methods are developed to control
complex systems with different operational modes. These methods are
based on system state and use Petri Nets [22] and/or automata [23–
26]. Other methods are based on the evolution/logical operators and
the states graph [27,28]. The authors in [27,28] used the 𝜀-variables
o define the system evolution and the system graph to model the
perational states/modes of the energy system. The mutual use of graph
heory and the evolution operators presented in [27,28] allows us to
ddress the problem of system scalability, and this is by considering
ll the possible operational modes of the system assets in the system
raph. It is important to highlight that the PnP feature of the system’s
ssets will change the system’s size dynamically. This means the MG
ontroller must deal with the scalability issue. The main drawback of
hese methods is that the resultant controller does not operate the MG
n its different operational modes optimally.

Switched Model Predictive Control (S-MPC) is a variation of MPC
hat employs multiple models, each representing a distinct mode of
ystem operation. S-MPC chooses the appropriate model and associated
ptimal control strategy based on the current state of the system and
he system objectives. This enables S-MPC to deal with systems with
ode-dependent dynamics. The main difference between MPC and S-
PC is that MPC uses a single model to control the system [29];

owever, S-MPC uses multiple models and switches between them
ccording to the current state of the system [30,31]. The authors
n [30,31] demonstrated the development S-MPC to control a MG.

It is important to highlight that the construction of S-MPC is chal-
enging, especially for MG with a large number of operational modes.
he challenge arises from the following factors:

• S-MPC development requires the development of multiple models
that represent the system’s behavior in the different operational
modes. In addition, the MG can have different objectives; in each
operational mode, the MG can have an objective that is different
from the objective in the other operational modes.

• S-MPC development requires the design of switching logic that
maps the current state of the system to the appropriate model
and the switching conditions between the operational modes.

Dealing with these challenges requires an exhaustive knowledge of
he system and its desired behavior in each operational mode. Putting
ll the knowledge together to build the S-MPC must be done in a
ystematic way.

.2. Contributions and research questions

Controlling the flexible hybrid MG in which the assets have PnP
apabilities requires building a controller which is able to consider all
he possible operating modes of the MG. The classical model predictive
ontroller allows to control of the MG optimally in a specific oper-
tional mode but cannot represent the different possible operational
odes. On the other hand, the control methods based on the mutual
se of graph theory and the evolution operators can control the MG in
ts different operational modes, but the resultant operation of the MG is
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Nomenclature

𝛥𝑡 Time interval, 1 h
𝜂𝑙𝑐ℎ Charging efficiency of accumulator 𝑙
𝜂𝑙𝑑𝑖𝑠 Discharging efficiency of accumulator 𝑙
𝜇, 𝛾, 𝜇, 𝛾 Constraints in compact form
𝛷 Evolution operator
𝜀𝑎→𝑏(𝑘) Binary variable that describes the state of

connection between nodes a and b
𝜀𝐸𝐿 Final evolution operator of EL
𝜀𝐹𝐶 Final evolution operator of FC
𝜀𝑖 State of converter 𝑖
𝜀𝐴𝑣𝑙𝑖 Boolean variable that determines the avail-

ability of using converter 𝑖
𝜀𝐺𝑒𝑛
𝑖 Generic condition for converter 𝑖
𝜀𝑅𝑒𝑞𝑖 Boolean variable that determines the re-

quirement of using converter 𝑖
𝐴, 𝐵 Coefficients of MPC
𝐵𝐴𝑇 Battery
𝐶 Control weight
𝐶𝑚𝑎𝑥
𝐸𝑉1,2,3

(𝑘) Maximum battery capacities for 𝐸𝑉1, 𝐸𝑉2
and 𝐸𝑉3

𝐶𝑙 Capacities of accumulator 𝑙, [kWh]
𝐸𝐿 Electrolyzer
𝐸𝑉 Electric Vehicle
𝐸𝑉𝐿𝐷 Power flow from the EV to the LD
𝐹 Faraday constant
𝐹 𝑗
𝑎→𝑏(𝑘) Flow of j from node a to node b

𝐹𝐸𝐿 amount of active power in EL [kW]
𝐹𝐹𝐶 amount of active power in FC [kW]
𝐹𝑖𝑛_𝐵𝐴𝑇𝑃𝑜𝑤𝑒𝑟 Total power in the BAT
𝐹𝑖𝑛_𝐹𝑇H2

Flow of hydrogen from the FT to the FC
𝐹𝑖𝑛_𝑊 𝑇H2O Flow of water from the WT to the EL
𝐹𝑜𝑢𝑡_𝐵𝐴𝑇𝑃𝑜𝑤𝑒𝑟 Power from the BAT to the EL
𝐹𝑜𝑢𝑡_𝐸𝐿H2

Flow of hydrogen from the EL to the FT
𝐹𝑜𝑢𝑡_𝐹𝐶H2O Flow of water from the FC to the WT
𝐹𝑜𝑢𝑡_𝐹𝐶H2O Flow of water to the FC
𝐹𝑜𝑢𝑡_𝐹𝐶H2

Flow of hydrogen to FC
𝐹𝑜𝑢𝑡_𝐹𝐶𝑃𝑜𝑤𝑒𝑟 Power flow to the FC
𝐹𝑜𝑢𝑡_𝐹𝐶𝑃𝑜𝑤𝑒𝑟 Power from the FC to the BAT
𝐹𝑜𝑢𝑡_𝐹𝑇H2

Flow of hydrogen from FT to the EL
𝐹𝑜𝑢𝑡_𝐺𝑅 Power output in the GR
𝐹𝑜𝑢𝑡_𝐺𝑅𝑃𝑜𝑤𝑒𝑟 Power for the LD
𝐹𝑜𝑢𝑡_𝑃𝑉 Power output in the PV
𝐹𝑜𝑢𝑡_𝑃𝑉𝑃𝑜𝑤𝑒𝑟 Power for the LD, BAT, and GR.
𝐹𝑜𝑢𝑡_𝑊 𝑇H2O Flow of water from the WT to the EL
𝐹𝐶 Fuel cell
𝐹 𝑙𝑜𝑤𝑠 Set of flows
𝐹𝑇 Fuel Tank
𝐺,𝐻,𝑋 Parameters for quadratic problem
𝐺𝑅 Grid
H2 Hydrogen
H2O Water
𝐼𝑒𝑙𝑒𝑐 Operating current for the EL
𝐼𝐹𝐶 Operating current for the FC
𝐽1, 𝐽2, 𝐽3 Cost functions
𝐿 Logical Operator, [AND/OR]
3

𝐿𝐴𝑣 Logical operator for availability
𝐿𝐺𝑒𝑛 Logical operator for general condition
𝐿𝑅𝑒𝑞 Logical operator for requirement
𝐿𝐷 Load
𝑁 Horizon of the quadratic problem
𝑛𝑐𝐹𝐶

The number of cells for the FC
𝑁𝑐 Control horizon, 24h
𝑛𝑐 The number of cells for the EL
𝑛𝑒 The number of electrons
𝑛𝐹 Faraday’s efficiency
𝑛H2O The generation rate of H2O in the FC
𝑛H2

The generation rate of H2 in the EL
𝑁𝑝 Prediction horizon, 24 h
𝑃10, 𝐹𝐶𝑊 𝑇 Flow of water from the FC to the WT
𝑃11,𝑊 𝑇𝐸𝐿 Flow of water from the WT to the EL
𝑃1, 𝐺𝑅𝐿𝐷 Power flow from the GR to the LD
𝑃2, 𝑃 𝑉𝐿𝐷 Power flow from the PV to the LD
𝑃3, 𝑃 𝑉𝐺𝑅 Power flow from the PV to the GR
𝑃4, 𝑃 𝑉𝐵𝐴𝑇 Power flow from the PV to the BAT
𝑃5, 𝐵𝐴𝑇𝐿𝐷 Power flow from the BAT to the LD
𝑃6, 𝐹𝐶𝐵𝐴𝑇 Power flow from the FC to the BAT
𝑃7, 𝐵𝐴𝑇𝐸𝐿 Power flow from the BAT to the EL
𝑃8, 𝐸𝐿𝐹𝑇 Flow of hydrogen from the EL to the FT
𝑃9, 𝐹𝑇𝐹𝐶 Flow of hydrogen from the FT to the FC
𝑃 𝑗
𝑖 Power of j from node a to node b

𝑃𝐿𝐷 Load demand data
𝑃𝑚 Power flows, 𝑚 = 1, 2,⋯ , 11
𝑃𝑚𝑎𝑥
𝑚 Maximum values of power flows, 5 kW

𝑃𝑛𝑒𝑡(𝑘) Differences between energy generation and
consumption

𝑃𝑃𝑉 PV data
𝑃𝑉 Photovoltaic
𝑄 State weight
𝑄𝑓 Final cost weight
𝑅(𝑘) Reference matrix
𝑅𝑠𝐴𝑐𝑐 Set of accumulators
𝑅𝑠𝐶𝑜𝑛 Set of converters
𝑠 State of microgrid
𝑆𝑂𝐴𝑐𝑐𝑙(1) Initial value of state of accumulator 𝑙
𝑆𝑂𝐴𝑐𝑐𝑙 State of accumulator 𝑙
𝑆𝑂𝐴𝑐𝑐𝑙𝑚𝑎𝑥 Maximum value state of accumulator 𝑙
𝑆𝑂𝐴𝑐𝑐𝑙𝑚𝑖𝑛 Minimum value state of accumulator 𝑙
𝑠𝑡𝑟𝑆𝑂𝐴𝑐𝑐𝑙

𝑎→𝑏 Starting value of hysteresis zone of accumu-
lator 𝑖 for the connection a to b

𝑈 (𝑘) Optimal input vector
𝑢(𝑘) System-input (control) vector
𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5 Positive weight coefficient
𝑊 𝑇 Water tank
𝑥(𝑘) System-state vector
𝑥𝑎1 , 𝑥𝑎2 , 𝑥𝑎3 Parts of system-state vector
𝑌 (𝑘) Optimal output vector
𝑦(𝑘) System-output vector
𝑦𝑎, 𝑦𝑏, 𝑦𝑐 , 𝑦𝑑 , 𝑦𝑒 Parts of system-output vector
EMS Energy Management Strategy
ESS Energy Storage System
MG Microgrid
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MPC Model Predictive Control
PnP Plug-and-Play
QP Quadratic Programming
R-MPC Robust Model Predictive Control
RES Renewable Energy Source
S-MPC Switched Model Predictive Control
TP Transition point

not optimal. S-MPC can control the MG optimally in its different oper-
ational modes; however, the construction of this controller is complex
and requires a strong knowledge of the system and its desired behavior
in each operational mode. The complexity of the S-MPC arises from the
need to put all this knowledge to produce the final S-MPC. The main
contribution of this paper is to present a systematic method to build
the switched model predictive controller of a flexible hybrid MG with
PnP assets. This method is based on combining logical control, graph
theory, and classical MPC. The main contributions of this paper are as
follows:

• The system graph and the evolution parameters allow us to define
the operational modes, the switching conditions, and the state
variables in each operational mode.

• The classical MPC allows us to find the optimal control decisions
in each operational mode according to the objective defined for
each operational mode.

Based on the method of controller synthesis proposed in this paper,
he following research questions can be addressed:

• The paper suggests an approach for systematically generating S-
MPC to regulate flexible hybrid Microgrids (MGs), taking into
account the Plug and Play (PnP) capabilities of assets.

• The methodology proposed in this paper outlines a systematic
process for generating S-MPC tailored for the control of flexible
hybrid MGs, particularly those equipped with Plug and Play (PnP)
capabilities in their assets.

• The paper also delves into the practical implementation of deci-
sions derived from S-MPC in a simplified manner, contributing to
the feasibility of applying these decisions effectively.

.3. Organization of this paper

The rest of the paper is organized as follows: Section 2 shows the
otivation of the paper. Section 3 presents the methodology of the
ybrid method based on controlling flexible MG with PnP capabilities.
ection 4 illustrates a detailed description of the hybrid method imple-
entation. The simulation results of four case studies with the hybrid
ethod based on controlling flexible MG are discussed in Section 5.

inally, Section 6 outlines the conclusions and addresses future work.

. Motivation

The development of advanced control systems for microgrids (MGs)
as been the focus of extensive research due to their potential to
nhance energy management, improve grid resilience, and facilitate the
ntegration of renewable energy sources. Existing MG control methods,
uch as logic-based control and MPC, offer valuable solutions, yet they
ace certain limitations in addressing the complex operational scenarios
f flexible MGs with PnP capabilities.

Flexible MGs with PnP capabilities, characterized by diverse energy
esources and the dynamic integration of PnP assets such as EVs,
resent unique challenges that require innovative control strategies.
he state of the art in MG control often lacks a systematic approach to
eamlessly adapt to these complexities, making it essential to synthesize
4

Fig. 1. Flow chart of the algorithm automatically generating S-MPC from the MPC.

an optimal controller that bridges the gap between control efficiency
and operational flexibility.

This research is motivated by the need for a novel control method-
ology capable of providing optimal control for flexible MGs with PnP
capabilities, addressing their specific operational modes and diverse
energy resources. The primary contributions of this study include the
synthesis of an innovative hybrid control method that incorporates the
strengths of logic-based control and MPC. It allows for efficient control
and supervision of MGs with the ability to seamlessly adapt to changing
operational conditions while optimizing energy management.

This section presents the hybrid control method, outlining the var-
ious phases and procedures involved in the synthesis of the optimal
controller. By combining the advantages of logic-based control and
MPC and translating MPC decisions into 𝜀-variables, this approach
simplifies the complexity of controlling flexible MGs, making it easier
to implement in practice. The subsequent sections detail the hybrid
control method, its implementation, and simulation results that demon-
strate its effectiveness in optimizing energy management in flexible
MGs. This innovative approach offers a solution that aligns with the
dynamic nature of MGs, enabling enhanced performance and increased
integration of RESs.

3. Hybrid method to synthesize optimal controller for flexible MG
with PnP capabilities

The methodology for building the controller of flexible hybrid MG
comprises three key steps, as illustrated in Fig. 1. In the first step, the
logical control system for the MG is built using a system approach
method. In this step, the MG operational modes, the operation con-
ditions/constraints of the MG in the different modes, the transition
conditions between modes, and the control decisions are defined. The
system approach used in this paper is the 𝜀-variables presented in [28,
29,32]. The controller obtained from the first step is a non-optimal
controller. In the second step, the obtained controller will be used as
input to generate the mathematical problem to optimally meet the ob-
jective defined for each operational mode, considering the operational
condition already included in the controller obtained from Step 1. The
controller resultant from Step 2 will be in the form of S-MPC. The S-
MPC is then solved using the quadratic programming (QP) approach.
During the solving stage in Step 2, the system inputs, states, and outputs
are made in compact form. Finally, the controller formulated as S-MPC
controls the MG in the different operational modes optimally. After

finding the ‘‘optimal control decisions’’ in Step 2, these decisions will be
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Fig. 2. Hybrid MG Structure.
embedded again in the form of 𝜀-variables in Step 3. The output of Step
3 will be hence optimal 𝜀-variables to control the MG. It is important to
highlight the output of Step 1 is a controller in the form of non-optimal
𝜀-variables.

During the operation of MG, the MG specifications, operator inputs,
and the MG’s assets will be checked at the beginning of each time step.
If this information has been modified/changed or the MG structure
has been modified, the operational mode of the MG will be updated
accordingly, and the three steps of the controller building will be
repeated to consider the modification. If not, the optimal 𝜀-variables-
based-controller already built will be used to control the MG for the
next time step.

This comprehensive model serves as the basis for our proposed
control strategy and energy management approach. It facilitates the
quantification of interactions and relationships within the MG, enabling
the derivation of an objective function that aligns with the system’s
goals and constraints. With this model in place, we can now proceed to
the derivation and formulation of the objective function, which is cen-
tral to optimizing the control decisions for the flexible MG. The model
also allows us to define operational modes, system states, and optimize
energy flows, providing a holistic view of the MG’s functioning.

4. Detailed description of controller synthesizing method

The method suggested in this paper and outlined in Section 3 is a
general method; however, in this section and for the sake of clarity, we
will demonstrate the implementation of this method on a specific MG.
Hence, this MG will be first introduced in this section. Then, each step
shown in Fig. 1 and illustrated in Section 3 will be implemented.

One of the key contributions of our proposed method is the seamless
integration of switching conditions into the operational model of the
flexible MG. This integration allows for a more adaptive and responsive
energy management strategy.

• Defining Operational Modes: In our model, the concept of op-
erational modes is a fundamental building block. We define these
operational modes to represent different states or conditions of
5

the MG. Each operational mode is associated with a specific set of
assets, energy flows, and operational constraints. This definition is
achieved through the use of a system graph where nodes represent
assets, and edges represent energy or matter flows, as described
in Section 4.

• Switching Conditions: Switching conditions serve as the triggers
that guide the transition between operational modes. These condi-
tions are derived from the system graph and are formulated based
on the logical control system approach. By identifying specific
events or criteria within the MG, we determine when a transition
from one operational mode to another is required.

• Improving the Operation Strategy: The integration of switching
conditions into our operational model enhances our operation
strategy in the following ways:

– Adaptability: The MG can quickly adapt to changing cir-
cumstances by identifying when specific assets or power
flows need to be engaged or disengaged based on the pre-
defined switching conditions. For instance, when excess
energy is generated by the PV arrays, the switching condi-
tions can trigger the mode transition to store this surplus
energy in the battery or other accumulators.

– Optimization: The operation strategy aims to optimize en-
ergy flows and resource utilization. By linking switching
conditions to operational modes, we can strategically direct
energy and resources to where they are most needed at any
given moment. This optimization helps in reducing reliance
on the grid and improving the overall efficiency of the MG.

4.1. Microgrid description

This is a case study, and this is a real system that was built in Xanthi,
Greece [32]. As shown in Fig. 2, the MG consists of a 15 kW PV array,
a battery (BAT), a water tank (WT), and a fuel tank (FT) used as energy
storage systems (ESSs), an electrolyzer (EL), a fuel cell (FC), the utility
grid (GR). The PV can be used as a priority energy source on the MG. If
the PV is not able to provide enough power, then either the BAT or the
FC will ensure that the load is satisfied. The GR will supply the energy
if the battery is empty and there is no available hydrogen. On the other
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hand, when the BAT is full and there is a surplus, then the EL will be
used if there is space in the WT and in the FT. Then, the energy will
be sent to the GR.

The implementation of the methodology presented in Section 3 is
summarized by the flowchart given in Fig. 1. In the following, each step
of the implementation method will be explained for the MG shown in
Fig. 2.

4.2. Step 1: Defining the operational modes and switching conditions (the
logical control system approach)

A hybrid energy system can be defined as a set of power sources,
including RES, as well as loads, storage equipment, and other devices
that enable the transfer of energy and/or matter. The utilization of a
directed graph to depict a MG is a widely recognized method, as evi-
denced by the work of [32]. This methodology has been demonstrated
to significantly streamline the examination, investigation, formulation,
and ultimately the optimal functioning of hybrid energy systems. In
this context, each individual device is symbolized by a node, while the
connection between the devices is denoted by an arrow, or an edge,
which signifies the transfer of energy or matter between two nodes.

The main idea behind the 𝜀-variable method is that every asset is
ymbolized by a node, and every flow of matter/energy is symbolized
y an edge in the complicated MG system, as demonstrated in Fig. 3.
sing this theory and the aforementioned evolution operators, this
ower system’s analysis, management, and operation can be simplified.
his method states that any hybrid power system consists of three key
actors: converters, accumulators, and flows. The converters are used to
onvert the energy/matter to matter/energy, the accumulators accumu-
ate energy/matter, and the flows symbolize the flow of energy/matter.
astly, the control statements are the evolution operators based on the
ogical operators, illustrating the different types of EMSs exploited by
he multi-vector system [32].

To implement our proposed method, the state graph is generated
n Point 1 as illustrated in Fig. 5. Then in Point 2, the different

assets in each state will be classified as a converter, energy flow, or
accumulator. The output of Point 2 is the graph shown in Fig. 4. In
Point 3, the dynamical state-space model is for each asset in each state.
Using this theory and the evolution operators (calculated in Fig. 6), this
power system’s analysis, management, and operation can be simplified.
This method states that any hybrid power system consists of three key
factors: converters, accumulators, and flows. The converters are used to
convert the energy/matter to matter/energy, the accumulators accumu-
late energy/matter, and the flows symbolize the flow of energy/matter.
Lastly, the control statements are the evolution operators based on the
logical operators, illustrating the different types of energy management
6

systems (EMSs) exploited by the multi-vector system [27].
To control the flexible hybrid MG using logic control, state tran-
sition diagrams, also known as state machines or automata, can be
used to represent the different operating modes of the accumulators.
Different operational modes, switching conditions, and state variables
in each mode are determined using binary notation. Each state in this
diagram represents a particular mode or condition of the accumulators.
The transitions between states represent the actions or events that cause
the accumulators’ mode to change. Fig. 4 depicts the various operating
modes and relationships between them for a system comprised of
a battery, a fuel tank, and a water tank via an automata graph. A
three-digit binary number on the graph represents each of the eight
possible states. The state ‘‘000’’ indicates that the system is completely
off, whereas the state ‘‘111’’ indicates that all three components are
charged or filled and the system is fully operational. The remaining six
states represent various combinations of component charging or filling.
Notably, the graph also displays the relationships between the various
states. For instance, when the battery is charged and the water tank
fills, the system can transition from state ‘‘000’’ to state ‘‘110.’’ The
system can transition from state ‘‘110’’ to state ‘‘010’’ if the battery is
discharged while the water tank fills.

As evidence of the idea, Fig. 2 illustrates the hybrid MG system.
According to the graph theory, the converters are the PV array, LD,
GR, FC, and EL; the BAT, FT, and WT can be considered accumulators,
and power, hydrogen, and water can be regarded as flows. As can be
seen in Fig. 2, the assets of the MG system can be split into two sets as
follows:

• The set of converters: 𝑅𝑠𝐶𝑜𝑛 = {𝑃𝑉 , 𝐿𝐷, 𝐺𝑅, 𝐸𝐿, 𝐹𝐶}
• The set of accumulators: 𝑅𝑠𝐴𝑐𝑐 = {𝐵𝐴𝑇 , 𝐹𝑇 ,𝑊 𝑇 }

In addition, the connection between two nodes can be called a 𝑓𝑙𝑜𝑤,
such as FC to BAT and BAT to EL as a power flow, EL to FT and FT to
FC as a hydrogen flow, and FC to WT and WT to EL as a hot water flow.

Therefore, the set of flows for the hybrid power system can be
illustrated as follows [32]:

• The set of flows: 𝐹 𝑙𝑜𝑤𝑠 = {𝑃𝑜𝑤𝑒𝑟,𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛,𝑊 𝑎𝑡𝑒𝑟}

As shown in Fig. 4, to identify any dynamical system, we require
wo tasks (Point 3): (a) the set of its possible states (state space - 𝑆)
nd (b) an evolution operator (𝜙) that determines which specific state
he system will be in at any given time. In this regard, the state s (Point
) of a graph (i.e. of the MG) at a specific instant is given by the states
f the nodes and edges specified as follows:

• A state (Point 5) must specify its presence and the type/amount
of flow it includes for the edges. This is symbolized by variable
𝐹 𝑗
𝑎→𝑏 with 𝑗 ∈ 𝐹 𝑙𝑜𝑤 and 𝑚, 𝑛 two adjacent nodes. If there is no

edge, 𝐹 𝑗 is zero.
𝑎→𝑏
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Fig. 4. The illustration of the different operational modes, the switching conditions, and the state variables in each mode using the automata/graph method.
Fig. 5. A graph shown in state space (in the first step) for the hybrid control method; points addressed in the text are indicated by numbers.
• The state (Point 6) of an accumulator is the normalized amount of
stored matter or energy, represented by variable 𝑆𝑂𝐴𝑐𝑐𝑙 ∈ [0,1],
𝑙 ∈ 𝑅𝑠𝐴𝑐𝑐 .
7

• The state (Point 7) of the converters is their status (whether they
are activated or not), which is indicated by variable 𝜀𝑖(𝑘) ∈ 0,1,
𝑖 ∈ 𝑅𝑠𝐶𝑜𝑛.
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Hence, the states 𝑠 ∈ 𝑆 of the graph are:

𝑠 = {𝐹 𝑗
𝑎→𝑏, 𝑆𝑂𝐴𝑐𝑐𝑙(𝑘), 𝜀𝑖(𝑘)}, (1)

𝑙 ∈ 𝑅𝑠𝐴𝑐𝑐 , 𝑖 ∈ 𝑅𝑠𝐶𝑜𝑛, 𝑎, 𝑏 ∈ 𝑅𝑠𝐴𝑐𝑐𝑥𝑅𝑠𝐶𝑜𝑛, 𝑗 ∈ 𝐹 𝑙𝑜𝑤
The next step is to construct the evolution operator 𝛷 (Point 8) so

that given a state 𝑠 in the state space 𝑆 at an instant 𝑡0; we can calculate
he state at the instant 𝑡 as 𝑠(𝑡) = 𝜙(𝑡, 𝑠(𝑡0)) where 𝜙: 𝑆 → 𝑆.

This evolution operator is the energy management approach utilized
to control the MG and the accumulator operation principle for our
purposes. As in dynamical systems, we require a different evolution
operator for each state variable, i.e., an evolution operator for each
𝑠 ∈ 𝑆 in our graph.

The evolution operator (Point 9) for an accumulator 𝑙 with a state
variable 𝑆𝑂𝐴𝑐𝑐𝑙 is effectively an integrator and is dependent on its
capacity 𝐶𝑙 and the flows 𝐹 𝑗

𝑎→𝑏(𝑘) that are directed towards and away
from the accumulator:

𝑆𝑂𝐴𝑐𝑐𝑙(𝑘) = 𝑆𝑂𝐴𝑐𝑐𝑙(𝑘−1)+

∑

𝑘1∈𝑅𝑠𝐶𝑜𝑛 (𝐹 𝑗
𝑘1→𝑙(𝑘)) −

∑

𝑘2∈𝑅𝑠𝐶𝑜𝑛 (𝐹 𝑗
𝑙→𝑘2

(𝑘))

𝐶𝑙

(2)

An edge with the evolution operator 𝐹 𝑗
𝑎→𝑏(𝑘) (Point 10) has the follow-

ing definition:

𝐹 𝑗
𝑎→𝑏(𝑘) = 𝜀𝑖.𝑃

𝑗
𝑖 , 𝑖 ∈ {𝑚, 𝑛}, 𝑗 ∈ 𝐹 𝑙𝑜𝑤 (3)

where 𝜀𝑖 is the state of the corresponding converter and 𝑃 𝑗
𝑖 is the

amount of energy or matter that can be converted by the 𝑘th unit
per unit of time. Variables 𝑃 𝑗

𝑖 might be either uncontrollable (like the
PV energy flow) or controlled by the grid’s designer or the EMS (for
example, the flow of energy from the FC).

Depending on the EMS, the evolution operator for the converters
(i.e., the variables 𝜀𝑖) (Point 11) can be a complex function. Nonethe-
less, it depends on three variables that have a binary representation:

1. 𝜀𝐴𝑣𝑖 (𝑘), which stands for the availability of the material or energy
to be transformed (Point 12).

2. A conversion’s demand for materials or energy is represented by
the symbol 𝜀𝑅𝑒𝑞𝑖 (𝑘) (Point 13).

3. Other potential desired conditions (such as not operating the
FC when the EVs are activated) that are not connected to the
aforementioned are represented by 𝜀𝐺𝑒𝑛

𝑖 (𝑘) (Point 14).

The state of the accumulators determines whether materials or energy
are available or required to complete a conversion. A binary variable
that is 1 when there is availability or demand and 0 otherwise is used
to assess this:

𝜀𝐴𝑣𝑖 (𝑘) = 𝐿𝐴𝑣
𝑙∈𝑅𝑠𝐴𝑐𝑐

(𝜌𝑆𝑂𝐴𝑐𝑐𝑙
𝑖 ) (4)

𝜀𝑅𝑒𝑞𝑖 (𝑘) = 𝐿𝑅𝑒𝑞
𝑙∈𝑅𝑠𝐴𝑐𝑐

(𝜌𝑆𝑂𝐴𝑐𝑐𝑙
𝑖 ) (5)

where the logical operators 𝐿𝐴𝑣 and 𝐿𝑅𝑒𝑞 are used on the variables to
quantify the need for and the supply of/from the accumulator 𝑙.

The general condition may be dependent on a node or an edge, but
it is typically dependent on the state of other converters and can be
characterized as follows:

𝜀𝐺𝑒𝑛
𝑖 (𝑘) = 𝐿𝐺𝑒𝑛

𝑙∈𝑅𝑠𝐶𝑜𝑛 (𝜌
𝑆𝑂𝐴𝑐𝑐𝑙
𝑖 ) (6)

where 𝐿𝐺𝑒𝑛 is a logical operator.
Using a logical operator 𝐿𝑖, the device 𝑖’s final evolution operator

is found:

𝜀𝑖(𝑘) = 𝐿𝑖(𝜀𝐴𝑣𝑖 (𝑘), 𝜀𝑅𝑒𝑞𝑖 (𝑘), 𝜀𝐺𝑒𝑛
𝑖 (𝑘)) (7)

As shown in Fig. 6, this step is composed of sub-steps which are:
8

• Initially, evolution operators are defined.
• The power flows are calculated by multiplying equation 𝑃 𝑗
𝑖 and

Eq. (7). However, to calculate the EL and FC, some equations need
to be as follows:
According to Faraday’s Law, the generation rate of H2 in the EL
and production rate of hot water in the FC can be calculated by
respectively [15]:

𝑛H2
= 𝑛𝐹 (𝑛𝑐𝐼𝑒𝑙𝑒𝑐 )∕(𝑛𝑒𝐹 ) (8)

𝑛H2O = (𝑛𝑐𝐹𝐶
𝐼𝐹𝐶 )∕(𝑛𝐹 )(𝑛𝑒𝐹 ) (9)

𝑛𝐹 symbolizes that Faraday’s efficiency can be defined as the ratio
between the actual and theoretical amount of H2 generated and
is generally between 80%–100%. 𝐼𝑒𝑙𝑒𝑐 and 𝐼𝐹𝐶 are the operat-
ing current for the EL and FC, respectively 𝐹 is the Faraday’s
constant; 𝑛𝑐 and 𝑛𝑐𝐹𝐶

is the number of cells for the EL and FC,
respectively; lastly, 𝑛𝑒 is the number of electrons.

When the battery is fully charged, excess energy from the PV
an potentially be exploited to run the electrolyzer at 4 kW. On the
ther hand, the PV does not accomplish to meet the load-generation
ismatch; the fuel cell rated at 1 kW can be utilized in order to store
ydrogen in the hydrogen tank. It can be used as an alternative energy.
t can be used as an alternative energy. The generated water from the
uel cell is stored in the water tank. Optionally, the utility grid can
e used in case of austere conditions, such as a lack of energy in the
V or accumulators. The power flows (in Fig. 2) of FC and EL can be
alculated as follows:

• For the FC in Fig. 2;

𝐹𝑜𝑢𝑡_𝐹𝐶H2O(𝑘) = 𝜖𝐹𝐶 (𝑘)𝑛H2O (10)

𝐹𝑜𝑢𝑡_𝐹𝐶𝑃𝑜𝑤𝑒𝑟(𝑘) = 𝜖𝐹𝐶 (𝑘)𝐹𝐹𝐶 (11)

𝐹𝑖𝑛_𝐹𝑇H2
(𝑘) = 𝐹𝑜𝑢𝑡_𝐸𝐿H2

(𝑘) (12)

where 𝐹𝑜𝑢𝑡_𝐹𝐶H2O represents the flow of water from the FC to the
water tank, 𝐹𝑜𝑢𝑡_𝐹𝐶𝑃𝑜𝑤𝑒𝑟 is the power from the FC to the battery,
and 𝐹𝑖𝑛_𝐹𝑇H2

is the flow of hydrogen from the FT to the FC. 𝜀𝐹𝐶
can be defined as the final evolution operator of the fuel cell.

• For the EL in Fig. 2;

𝐹𝑖𝑛_𝐵𝐴𝑇𝑃𝑜𝑤𝑒𝑟(𝑘) = 𝐹𝑜𝑢𝑡_𝑃𝑉𝑃𝑜𝑤𝑒𝑟(𝑘) + 𝐹𝑜𝑢𝑡_𝐺𝑅𝑃𝑜𝑤𝑒𝑟(𝑘)

+𝐹𝑜𝑢𝑡_𝐹𝐶𝑃𝑜𝑤𝑒𝑟(𝑘) (13)

𝐹𝑖𝑛_𝑊 𝑇H2O(𝑘) = 𝐹𝑜𝑢𝑡_𝐹𝐶H2O(𝑘) (14)

𝐹𝑜𝑢𝑡_𝐸𝐿H2
(𝑘) = 𝜖𝐸𝐿(𝑘)𝑛H2

(15)

where 𝐹𝑖𝑛_𝐵𝐴𝑇𝑃𝑜𝑤𝑒𝑟 is the total power in the BAT. 𝐹𝑜𝑢𝑡_𝑃𝑉𝑃𝑜𝑤𝑒𝑟
is the power for the load, battery, and utility grid. 𝐹𝑜𝑢𝑡_𝐺𝑅𝑃𝑜𝑤𝑒𝑟
is the power for the load. 𝐹𝑖𝑛_𝑊 𝑇H2O is the water from the FC.
𝐹𝑜𝑢𝑡_𝐸𝐿H2

is the flow from the EL to the FT.
Also, consider these equations:

𝐹𝑜𝑢𝑡_𝐹𝑇H2
(𝑘) = 𝜖𝐹𝐶 (𝑘)𝑛H2O (16)

𝐹𝑜𝑢𝑡_𝐵𝐴𝑇 𝑃𝑜𝑤𝑒𝑟(𝑘) = 𝜖𝐸𝐿(𝑘)𝐹𝐸𝐿 (17)

𝐹𝑜𝑢𝑡_𝑊 𝑇H2O(𝑘) = 𝜖𝐸𝐿(𝑘)𝑛H2
(18)

𝐹𝑜𝑢𝑡_𝑃𝑉 𝑃𝑜𝑤𝑒𝑟(𝑘) = 𝜖𝑃𝑉 (𝑘)𝐹𝑜𝑢𝑡_𝑃𝑉 (𝑘) (19)

𝐹𝑜𝑢𝑡_𝐺𝑅𝑃𝑜𝑤𝑒𝑟(𝑘) = 𝜖𝐺𝑅(𝑘)𝐹𝑜𝑢𝑡_𝐺𝑅(𝑘) (20)

where 𝐹𝑜𝑢𝑡_𝐹𝑇H2
represents the flow of hydrogen from FT to

the EL, 𝐹𝑜𝑢𝑡_𝐵𝐴𝑇𝑃𝑜𝑤𝑒𝑟 is the power from the BAT to the EL,
𝐹𝑜𝑢𝑡_𝑊 𝑇H2O is the flow of water from the WT to the EL.

• The last step is to calculate the evolution operator for the accu-
mulators (see Eq. (2)).
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Fig. 6. The flow chart of the 𝜀-variables.
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4.3. Step 2: Generating the optimal controller for each operational mode

From Step 1, the control decisions obtained are utilized to find the
optimum system control, state, and output vectors for the S-MPC. There
are several stages as follows (Point 15):

Define the system-state, control, and output vectors for the MG with
he help of Eq. (2)–(3) and (7). From Eq. (7), the system-state vector of
he MG is defined as follows (Point 15) (see Fig. 7):

𝑎1 (𝑘) = [𝑆𝑂𝐴𝑐𝑐𝐵𝐴𝑇 (𝑘)] (21)

𝑎2 (𝑘) = [𝑆𝑂𝐴𝑐𝑐𝐹𝑇 (𝑘)] (22)

𝑎3 (𝑘) = [𝑆𝑂𝐴𝑐𝑐𝑊 𝑇 (𝑘)] (23)

𝑂𝐴𝑐𝑐𝐵𝐴𝑇 (𝑘), 𝑆𝑂𝐴𝑐𝑐𝐹𝑇 (𝑘), and 𝑆𝑂𝐴𝑐𝑐𝑊 𝑇 (𝑘) are the state of accumu-
ators for the battery, hydrogen tank, and water tank, respectively. 𝑥𝑎1 ,
𝑥 , and 𝑥 can be defined as parts of the sub-state vector of the MG
9

𝑎2 𝑎3 𝛥
system. From Eqs. (3) and (10)–(20), the system-control (input) vector
of the MG is found as follows (Point 15):

𝑢(𝑘) = [𝑃𝑉𝐿𝐷(𝑘);𝐺𝑅𝐿𝐷(𝑘);𝑃𝑉𝐵𝐴𝑇 (𝑘);

𝐵𝐴𝑇𝐿𝐷(𝑘);𝐹𝐶𝐵𝐴𝑇 (𝑘);𝐵𝐴𝑇𝐸𝐿(𝑘);

𝐸𝐿𝐹𝑇 (𝑘);𝐹𝑇𝐹𝐶 (𝑘);𝑊 𝑇𝐸𝐿(𝑘)]
(24)

The dynamic process equations of the battery, hydrogen, and water
tank can be represented by:

𝑥𝑎1 (𝑘) = 𝑥𝑎1 (𝑘 − 1) + 𝑏𝑎1𝑢(𝑘 − 1)

𝛥𝑥𝑎1 (𝑘) = 𝑏𝑎1𝑢(𝑘 − 1)
(25)

where 𝑏𝑎1 = [0 0 𝜂𝑐ℎ − 𝜂𝑑𝑖𝑠 𝜂𝑐ℎ − 𝜂𝑑𝑖𝑠 0 0 0 0].

𝑎2 (𝑘) = 𝑥𝑎2 (𝑘 − 1) + 𝑏𝑎2𝑢(𝑘 − 1)
(26)
𝑥𝑎2 (𝑘) = 𝑏𝑎2𝑢(𝑘 − 1)
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Fig. 7. A graph is shown in the second step for the hybrid control method; points addressed in the text are indicated by numbers.
where 𝑏𝑎2 = [0 0 0 0 0 0 𝜂𝑐ℎH2 − 𝜂𝑑𝑖𝑠H2 0 0].

𝑥𝑎3 (𝑘) = 𝑥𝑎3 (𝑘 − 1) + 𝑏𝑎3𝑢(𝑘 − 1)

𝛥𝑥𝑎3 (𝑘) = 𝑏𝑎3𝑢(𝑘 − 1)
(27)

here 𝑏𝑎3 = [0 0 0 0 0 0 0 0 𝜂𝑐ℎH2O − 𝜂𝑑𝑖𝑠H2O ].
The system-output vector of the MG is as follows (Point 15):

𝑎(𝑘) = 𝑐𝑎𝑥𝑎(𝑘 − 1) + 𝑑𝑎𝑢(𝑘) (28)

here 𝑐𝑎 = 0 and 𝑑𝑎 = [𝑤1 𝑤1 0 𝑤1 0 0 0 0 0 0]. From the
definition of 𝑦𝑎,
∑

(𝑤1𝑃𝐿𝐷(𝑘) − 𝑦𝑎(𝑘))2 (29)

where 𝑤1 is a positive weight coefficient for the minimization of the
operational cost of the hybrid MG. where 𝑤𝑖 is the weighting coefficient
and satisfying 𝑤𝑖 ∈ (0, 1) and 𝑖 ∈ {1, 2, 3, 4, 5}. The solutions of the
multi-objective problem will exhibit a high degree of sensitivity to
variations in the weighting coefficient [33].

𝑦𝑏(𝑘) = 𝑤3(𝑃2(𝑘) + 𝑃4(𝑘)) = 𝑐𝑏𝑥𝑎(𝑘 − 1) + 𝑑𝑏𝑢(𝑘) (30)

With respect to 𝑦𝑏, where 𝑤1 is a positive weight coefficient for the
minimization of the operational cost of the hybrid MG. 𝑃2 and 𝑃4 are
the power flows representing the PV to the load, 𝑃𝑉𝐿𝐷 and PV to the
battery, 𝑃𝑉𝐵𝐴𝑇 , respectively.

where 𝑐𝑏 = 0 and 𝑑𝑏 = [𝑤3 0 𝑤3 0 0 0 0 0 0 0]. To increase the
exported energy, the definition of 𝑦𝑏,
∑

(𝑤5𝑃𝑃𝑉 (𝑘) − 𝑦𝑏(𝑘))2 (31)

where 𝑤3 is a positive weight coefficient for the enhancement of usage
of the PV generator. Regarding 𝑦𝑐 , 𝑦𝑑 , and 𝑦𝑒,

𝑦𝑐 (𝑘) = 𝑤2(𝑃4(𝑘) + 𝑃5(𝑘) + 𝑃6(𝑘) + 𝑃7(𝑘)) (32)
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= 𝑐𝑐𝑥𝑎(𝑘 − 1) + 𝑑𝑐𝑢(𝑘)
where 𝑐𝑐 = 0 and 𝑑𝑐 = [0 0 𝑤2 𝑤2 𝑤2 𝑤2 0 0 0 0]. 𝑃5, 𝑃6, and
𝑃7 are the power flows representing the battery to the load, 𝐵𝐴𝑇𝐿𝐷,
the fuel cell to the battery, 𝐹𝐶𝐵𝐴𝑇 , and the battery to the electrolyzer,
𝐵𝐴𝑇𝐸𝐿, respectively. To penalize the accumulators, the definition of 𝑦𝑐 ,
∑

𝑦𝑐 (𝑘)2 + 𝑦𝑑 (𝑘)2 + 𝑦𝑒(𝑘)2 (33)

where 𝑤2 is a positive weight coefficient for the penalization of the
battery utilization. 𝑦𝑑 and 𝑦𝑒 (for other accumulators) can be found in
a similar way.

Define the augmented system-states (Point 16):

𝑥(𝑘) = [𝑥𝑎1 (𝑘); 𝑥𝑎2 (𝑘); 𝑥𝑎3 (𝑘); 𝑦𝑎(𝑘 − 1);

𝑦𝑏(𝑘 − 1); 𝑦𝑐 (𝑘 − 1); 𝑦𝑑 (𝑘 − 1); 𝑦𝑒(𝑘 − 1)]
(34)

Define the augmented system output (Point 16):

𝑦(𝑘) = [𝑦𝑎(𝑘 − 1); 𝑦𝑏(𝑘 − 1); 𝑦𝑐 (𝑘 − 1);

𝑦𝑑 (𝑘 − 1); 𝑦𝑒(𝑘 − 1)]
(35)

where 𝑦𝑎, 𝑦𝑏, 𝑦𝑐 , 𝑦𝑑 , and 𝑦𝑒 can be defined as parts of sub-output vector
of the MG system. Consider the discrete-time linear state-space system
(Point 17) [34]:

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) (36)

where 𝑘 = 0, 1, 2,… , 𝑁𝑝 −1 symbolizes the discrete-time instant; 𝑥(𝑘) is
the system-state vector; 𝑢(𝑘) and 𝑦(𝑘) are the system-control vector and
system-output vector, respectively. 𝑁𝑝 is the number of future control
intervals called the prediction horizon.

The linear state-space equation can be stated depending on the
battery, fuel tank, and water tank equations (see Eq. (2)).

Because of the dynamic equation of 𝑆𝑂𝐴𝑐𝑐𝐵𝐴𝑇 , 𝑆𝑂𝐴𝑐𝑐𝐹𝑇 , and
𝑆𝑂𝐴𝑐𝑐𝑊 𝑇 , in Eq. (2), the components 𝐴 and 𝐵 will be:

𝐴 =
[

1 𝑧𝑒𝑟𝑜𝑠(1, 7); 0 1 𝑧𝑒𝑟𝑜𝑠(1, 6); 0 0 1 𝑧𝑒𝑟𝑜𝑠(1, 5);
]

𝑧𝑒𝑟𝑜𝑠(5, 8)
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𝐵 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 0 𝜂𝑐ℎ −𝜂𝑑𝑖𝑠 𝜂𝑐ℎ −𝜂𝑑𝑖𝑠 0 0 0 0
0 0 0 0 0 0 𝜂𝑐ℎ,H2

−𝜂𝑑𝑖𝑠,H2
0 0

0 0 0 0 0 0 0 0 𝜂𝑐ℎ,H2O −𝜂𝑑𝑖𝑠,H2O
𝑤1 𝑤1 0 𝑤1 0 0 0 0 0 0
𝑤5 0 𝑤5 0 0 0 0 0 0 0
0 0 𝑤2 𝑤2 𝑤2 𝑤2 0 0 0 0
0 0 0 0 0 0 𝑤3 𝑤3 0 0
0 0 0 0 0 0 0 0 𝑤4 𝑤4

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

Define the reference matrix (𝑅) for the MG (Point 18):

𝑅(𝑘) = [𝑤1(𝑃𝐿𝐷(𝑘);𝑤5(𝑃𝑃𝑉 (𝑘); 0; 0; 0;𝑤1(𝑃𝐿𝐷(𝑘 + 1);𝑤5(𝑃𝑃𝑉 (𝑘 + 1); 0; 0; 0;

; ...;𝑤1(𝑃𝐿𝐷(𝑘 +𝑁𝑝 − 1);𝑤5(𝑃𝑃𝑉 (𝑘 +𝑁𝑝 − 1); 0; 0; 0]

(37)

Define the objective functions for the S-MPC on the MG (Point 19):

a. The utilization of the utility grid is minimized.

𝑚𝑖𝑛 𝐽1(𝑘) = 𝑚𝑖𝑛
𝑘+𝑁𝑝
∑

𝑘
(𝑤1𝑃𝐿𝐷(𝑘) − 𝑦𝑎(𝑘))2 (38)

b. The usage of the accumulators is penalized so as to prevent the
charging from the utility grid

𝑚𝑖𝑛 𝐽2(𝑘) = 𝑚𝑖𝑛
𝑘+𝑁𝑝
∑

𝑘
𝑦𝑐 (𝑘)2 + 𝑦𝑑 (𝑘)2 + 𝑦𝑒(𝑘)2 (39)

c. The exported energy to the utility grid is encouraged.

𝑚𝑖𝑛 𝐽3(𝑘) = 𝑚𝑖𝑛
𝑘+𝑁𝑝
∑

𝑘
(𝑤3𝑃𝑃𝑉 (𝑘) − 𝑦𝑏(𝑘))2 (40)

Define the overall cost function (objective function) for the MG:

𝑚𝑖𝑛 𝐽 (𝑘) = 𝑚𝑖𝑛 (𝐽1(𝑘) + 𝐽2(𝑘) + 𝐽3(𝑘)) = (𝑌 (𝑘) −𝑅(𝑘))𝑇 (𝑌 (𝑘) −𝑅(𝑘)) (41)

where (𝑌 (𝑘) = ((𝑦(𝑘 + 1|𝑘), 𝑦(𝑘 + 2|𝑘), 𝑦(𝑘 + 3|𝑘),… , 𝑦(𝑘 +𝑁𝑃 |𝑘)))𝑇 )
Define the constraints for the MG as follows (Point 20):
Energy/matter flows from the PV array, utility grid, battery, fuel

tank, electrolyzer, fuel cell, and water tank are non-negative values and
are subject to their maximum values.

0 ≤ 𝑃1(𝑘) = 𝑃𝐿𝐷(𝑘) − 𝑦𝑎(𝑘) ≤ 𝑃𝑚𝑎𝑥
1

0 ≤ 𝑃𝑚(𝑘) ≤ 𝑃𝑚𝑎𝑥
𝑚

(42)

where 𝑃𝑚𝑎𝑥
𝑚 (𝑚 = 1, 2,… , 11) imply the maximum values of en-

ergy/matter flows. The sum of PV energy supplied directly for the load
(𝑃2(𝑘)) and the battery for the charging (𝑃4(𝑘)) should be smaller than
the energy flow from the PV array, (𝑃𝑃𝑉 (𝑘)).

𝑃2(𝑘) + 𝑃4(𝑘) ≤ 𝑃𝑃𝑉 (𝑘) (43)

The 𝑆𝑂𝐴𝑐𝑐𝐵𝐴𝑇 for the battery, 𝑆𝑂𝐴𝑐𝑐𝐹𝑇 for the fuel tank, and
𝑆𝑂𝐴𝑐𝑐𝑊 𝑇 for the water tank are restricted between their minimum
and maximum values [29].

𝑆𝑂𝐴𝑐𝑐𝐵𝐴𝑇
𝑚𝑖𝑛 ≤ 𝑆𝑂𝐴𝑐𝑐𝐵𝐴𝑇 ≤ 𝑆𝑂𝐴𝑐𝑐𝐵𝐴𝑇

𝑚𝑎𝑥

𝑆𝑂𝐴𝑐𝑐𝐹𝑇𝑚𝑖𝑛 ≤ 𝑆𝑂𝐴𝑐𝑐𝐹𝑇 ≤ 𝑆𝑂𝐴𝑐𝑐𝐹𝑇𝑚𝑎𝑥

𝑆𝑂𝐴𝑐𝑐𝑊 𝑇𝑚𝑖𝑛 ≤ 𝑆𝑂𝐴𝑐𝑐𝑊 𝑇 ≤ 𝑆𝑂𝐴𝑐𝑐𝐵𝐴𝑇
𝑊 𝑇

(44)

Charging and discharging for the battery, fuel tank, and water tank
cannot happen simultaneously, as is implied by the following:

𝑃4(𝑘)𝑃5(𝑘) ≤ 0 𝑃6(𝑘)𝑃7(𝑘) ≤ 0

𝑃8(𝑘)𝑃9(𝑘) ≤ 0 𝑃10(𝑘)𝑃11(𝑘) ≤ 0
(45)

It is worth noting that Eq. (42) and (43) are convex, whereas Eq. (45)
is non-convex. In order to accomplish convex optimization in S-MPC
design, the non-convex constraints into two switched cases: (i) charg-
ing: (𝑃5 = 0, 𝑃7 = 0, 𝑃9 = 0, and 𝑃11 = 0) and (ii) discharging:
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(𝑃4 = 0, 𝑃6 = 0, 𝑃8 = 0, and 𝑃10 = 0) (Point 21).
1. Charging: The constraint can be re-written by:

𝑃5(𝑘) ≤ 0 𝑃5(𝑘) ≥ 0

𝑃7(𝑘) ≤ 0 𝑃7(𝑘) ≥ 0

𝑃9(𝑘) ≤ 0 𝑃9(𝑘) ≥ 0

𝑃11(𝑘) ≤ 0 𝑃11(𝑘) ≥ 0

(46)

Constraints (42), (43), and (46) can be compactly re-written by:

𝜇𝑐ℎ𝑢(𝑘) ≤ 𝛾𝑐ℎ (47)

where

𝜇𝑐ℎ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−𝑒𝑦𝑒(10)
0 0 0 1 0 1 0 1 0 1
1 1 0 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0

𝑒𝑦𝑒(10)
−1 −1 0 −1 0 0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

𝛾𝑐ℎ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑧𝑒𝑟𝑜𝑠(10, 1)
0

𝑃𝐿𝐷(𝑘)
𝑃𝑃𝑉 (𝑘)

𝑃𝑚𝑎𝑥
𝑚 𝑜𝑛𝑒𝑠(10, 1)
𝑃𝑚𝑎𝑥
3 − 𝑃𝐿𝐷(𝑘)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

where 𝑒𝑦𝑒 is an identity matrix, and 𝑧𝑒𝑟𝑜𝑠 is creating an array of
all zeros.

2. Discharging: The constraint can be re-written by:

𝑃4(𝑘) ≤ 0 𝑃4(𝑘) ≥ 0

𝑃6(𝑘) ≤ 0 𝑃6(𝑘) ≥ 0

𝑃8(𝑘) ≤ 0 𝑃8(𝑘) ≥ 0

𝑃10(𝑘) ≤ 0 𝑃10(𝑘) ≥ 0

(48)

Constraints (42), (43), and (48) can be compactly re-written by:

𝜇𝑑𝑖𝑠𝑢(𝑘) ≤ 𝛾𝑑𝑖𝑠 (49)

where

𝜇𝑑𝑖𝑠 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−𝑒𝑦𝑒(10)
0 0 1 0 1 0 1 0 1 0
1 1 0 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0

𝑒𝑦𝑒(10)
−1 −1 0 −1 0 0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

𝛾𝑑𝑖𝑠 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑧𝑒𝑟𝑜𝑠(10, 1)
0

𝑃𝐿𝐷(𝑘)
𝑃𝑃𝑉 (𝑘)

𝑃𝑚𝑎𝑥
𝑚 𝑜𝑛𝑒𝑠(10, 1)
𝑃𝑚𝑎𝑥
3 − 𝑃𝐿𝐷(𝑘)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

Define the predictive control vector for the MG:

𝑈 (𝑘) = [𝑢𝑇 (𝑘), 𝑢𝑇 (𝑘 + 1|𝑘),… , 𝑢𝑇 (𝑘 +𝑁𝑐 |𝑘)]𝑇 (50)

where 𝑢(𝑘 + 𝑚|𝑘) is the predicted value of 𝑢 from the sampling time
𝑘 and 𝑁𝑐 is the number of control (input) moves to be optimized at
sampling time 𝑘 called the control horizon. Because each 𝑢(𝑘 + 𝑚|𝑘)
in the predictive control vector 𝑈 (𝑘) should satisfy (35) and (37), it
follows that 𝑈 (𝑘) should satisfy:

𝜇𝑐ℎ𝑈 (𝑘) = 𝛾𝑐ℎ (51)

where

𝜇𝑐ℎ =
⎡

⎢

⎢

⎣

𝜇𝑐ℎ … 0
⋮ ⋱ ⋮
0 … 𝜇𝑐ℎ

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑁c

𝛾𝑐ℎ =
⎡

⎢

⎢

⎣

𝛾𝑐ℎ
⋮

𝛾𝑐ℎ

⎤

⎥

⎥

⎦

𝜇𝑑𝑖𝑠𝑈 (𝑘) = 𝛾𝑑𝑖𝑠 (52)

where

𝜇𝑑𝑖𝑠 =
⎡

⎢

⎢

⎣

𝜇𝑑𝑖𝑠 … 0
⋮ ⋱ ⋮
0 … 𝜇𝑑𝑖𝑠

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑁c

𝛾𝑑𝑖𝑠 =
⎡

⎢

⎢

⎣

𝛾𝑑𝑖𝑠
⋮

𝛾𝑑𝑖𝑠

⎤

⎥

⎥

⎦

Design and control the multiple models depending on several parame-
ters as follows (Point 22):

if 𝜀 𝑃 𝑗 < 0; 𝑆𝑂𝐴𝑐𝑐𝑙 > 𝑆𝑂𝐴𝑐𝑐𝑙
𝑚𝑖𝑛
𝑖 𝑖
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𝑆𝑂𝐴𝑐𝑐𝑙 < 𝑆𝑂𝐴𝑐𝑐𝑙
𝑚𝑎𝑥

if 𝜀𝑖𝑃
𝑗
𝑖 > 0; 𝑆𝑂𝐴𝑐𝑐𝑙 > 𝑆𝑂𝐴𝑐𝑐𝑙

𝑚𝑎𝑥

𝑆𝑂𝐴𝑐𝑐𝑙 < 𝑆𝑂𝐴𝑐𝑐𝑙
𝑚𝑖𝑛

Then, minimize the quadratic cost function as follows (Point 23):

𝐽 (𝑈 ) =
𝑁𝑝−1
∑

𝑘=0
(𝑥(𝑘)𝑇𝑄𝑥(𝑘) + 𝑢(𝑘)𝑇𝐶𝑥(𝑘)) + 𝑥(𝑁)𝑇𝑄𝑓𝑥(𝑘) (53)

where 𝑁 is called the horizon of the quadratic problem. 𝑄 is the state
weight 𝑄 = 𝑄𝑇 ≥ 0; 𝐶 is the control weight 𝐶 = 𝐶𝑇 > 0 and 𝑄𝑓 is the
final cost weight 𝑄 = 𝑄𝑓

𝑇 ≥ 0.
Note that 𝑋 = (𝑥(0), 𝑥(1),… , 𝑥(𝑁)) is a linear function of 𝑥(0) and

𝑈 = (𝑢(0), 𝑢(1),… , 𝑢(𝑁 − 1)).

⎡

⎢

⎢

⎢

⎢

⎣

𝑥(0)
𝑥(1)
⋮

𝑥(𝑁)

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0 0 ⋯ 0
𝐵 0 ⋯ 0
𝐴𝐵 𝐵 0 ⋮
⋮ ⋮ ⋱ 0

𝐴𝑁−1𝐵 𝐴𝑁−2𝐵 ⋯ 𝐵

⎤

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎣

𝑢(0)
𝑢(1)
⋮

𝑢(𝑁 − 1)

⎤

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎣

𝐼
𝐴
𝐴2

𝐴𝑁

⎤

⎥

⎥

⎥

⎥

⎦

This matrix can be expressed as:

𝑋 = 𝐺𝑈 +𝐻𝑥(0) (54)

where 𝐺 ∈ R𝑁𝑛.𝑁𝑚 and 𝐻 ∈ R𝑁𝑛.𝑁𝑛.
Eq. (53) can be re-written as follows:

𝐽 (𝑈 ) = 𝑋𝑇

⎡

⎢

⎢

⎢

⎢

⎣

𝑄 0 ⋯ 0
0 ⋱ 0 ⋮
⋮ 0 𝑄 0
0 ⋯ 0 𝑄𝑓

⎤

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑄1

𝑋 + 𝑈𝑇

⎡

⎢

⎢

⎢

⎢

⎣

𝑅 0 ⋯ 0
0 ⋱ 0 ⋮
⋮ 0 𝑅 0
0 ⋯ 0 𝑅𝑓

⎤

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑄2

𝑈

These matrices are combined with Eq. (54) to obtain Eq. (55) using the
QP:

𝐽 (𝑈 ) = (𝐺𝑈 +𝐻𝑥(0))𝑇𝑄1(𝐺𝑈 +𝐻𝑥(0)) + 𝑈𝑇𝑄2𝑈 (55)

The calculation of receding horizon control (Point 24):
In the S-MPC principle, the optimization problem is solved during

each sampling time 𝑘, and the first element of 𝑈 (𝑘) is employed to the
MG:

𝑢(𝑘) = 𝑈 (𝑘 + 1|𝑘) (56)

4.4. Step 3: Implementing the optimal decisions using the logical control
system approach

As illustrated in Fig. 13, in this section, the utility grid (𝑃𝑉𝐺𝑅 and
𝐺𝑅𝐿𝐷) is removed (the MG is working in islanded mode), and the EV
fleet that their batteries have 45 kWh, 55 kWh, and 60 kWh (𝐸𝑉𝐿𝐷)
are added, and the state space is updated (Point 25). Then, the power
flows are re-calculated by multiplying Eq. (7) and (24) (Point 26) (see
Fig. 8).

𝐹 𝑗
𝑎→𝑏(𝑘) = 𝑢(𝑚)𝜖𝑖(𝑘) (57)

𝐹 𝑃𝑜𝑤𝑒𝑟
𝐸𝑉→𝐿𝐷(𝑘) = 𝑃𝑛𝑒𝑡(𝑘)𝜖𝑖(𝑘) (58)

𝐹 𝑃𝑜𝑤𝑒𝑟
𝑃𝑉→𝐸𝑉 (𝑘) = 𝑃𝑛𝑒𝑡(𝑘)𝜖𝑖(𝑘) (59)

where 𝑢(𝑚) is the control variables of the S-MPC for 𝑚=2,4, . . . ,11.
After that, another step is to measure the evolution operator for the
accumulators (𝐵𝐴𝑇 , 𝐹𝑇 , and 𝑊 𝑇 ) (see Eq. (2)) (Point 27).

Finally, the hybrid control method is checked to determine whether
the system specifications/inputs of the flexible hybrid MG operator
changed for the next time step or not (removing the utility grid and
12

adding the EV fleet).
If YES, the operational assets of the flexible hybrid MG are updated
(Point 28), and the system goes back to the first step to imple-
ment the standard 𝜀-variables (Point 29). Then, all three steps are
re-implemented.

If NO, the next step is to go back to the ‘‘optimal control deci-
sions’’ (Point 30). Then, the third step (optimal 𝜀-variables) is re-
implemented.

In summary, to simply the hybrid control method is composed of
several phases:

• Some system specifications and operational conditions from the
flexible hybrid MG operator, such as PV and load data, and
some parameters, including battery, fuel tank, and water tank,
are defined.

• Net energy 𝑃𝑛𝑒𝑡 (differences between the PV and the load data for
48 h and 8760 h) is calculated. However, net energy for the FC
and EL is calculated according to Eq. (8)–(20)

• The evolution operators for the accumulators and converters are
calculated; then, the power flows among the components of the
hybrid MG are calculated.

• The last step in the 𝜀-variables is the measurement of the 𝑆𝑂𝐴𝑐𝑐
for the 𝐵𝐴𝑇 , 𝐹𝑇 , and 𝑊 𝑇 .

• The first step in the S-MPC is to evaluate the ‘‘control decisions’’
obtained by exploiting the standard (non-optimal) 𝜀-variables.

• The 𝐴, 𝐵, 𝑢, 𝑥, and 𝑦 matrices are obtained depending on the
‘‘control decisions’’.

• Multiple models are evaluated for the accumulators, depending
on the amount of power 𝑃 𝑗

𝑖 and 𝑆𝑂𝐴𝑐𝑐𝑙.
• After that, the persistence of excitation for the accumulators

(𝐵𝐴𝑇 , 𝐹𝑇 , and 𝑊 𝑇 ) is implemented in order not to allow the
charging and discharging conditions for the accumulators simul-
taneously.

• The hybrid MG system is optimized with the help of ‘‘quadratic
programming’’.

• The state of the accumulators for the battery, fuel tank, and water
tank is updated.

• ‘‘Optimal control decisions’’ are measured and compared with
former ‘‘control decisions’’.

• In the final step, these ‘‘optimal control decisions’’ are embedded
in the 𝜀-variables-based EMS.

• The 𝑆𝑂𝐴𝑐𝑐 for the 𝐵𝐴𝑇 , 𝐹𝑇 , and 𝑊 𝑇 is measured and updated.
The output of the last step will be thus optimal 𝜀-variables-based
EMS.

• The MG requirements and inputs from the MG operator will
be checked at the start of each time step during the operating
phase of the EMS. If this information is adjusted or changed, the
operating states of the MG assets are updated, and the three steps
of EMS construction are performed to take the new input into
account. If this is not the case, the best 𝜀-variables-based EMS
can be utilized to regulate the MG for the following time step. It
is worth noting that the suggested method determines whether or
not the MG operator’s system specifications/inputs change for the
next time step.

5. Simulation results and discussions

In this section, the simulation results of four use cases are presented.
In the first two use cases, the MG is controlled using logical control,
and S-MPC is built using the method explained in Sections 3 and 4.
The aim of these two use cases is to show the optimality of the built
controller. The capability of the controller to deal with PnP assets is
demonstrated in use case 3. Finally, the flexibility of the controller to
manage optimal energy flow when the MG moved from one operational
mode to another operational mode is demonstrated in use case 4.
In case 4, the MG moves from grid-connected operational mode to

islanded operational mode. Table 1 summarizes the several parameters
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Fig. 8. A graph shown in the third step for the hybrid control method; points addressed in the text are indicated by numbers.
Table 1
Parameters for the real system [37].

Parameters for the real system

𝑤1 = 1.0 𝑆𝑂𝐴𝑐𝑐𝐵𝐴𝑇 (1) = 30% 𝑃 𝑚𝑎𝑥
𝑚 = 5 kW

𝑤2 = 0.4 𝑆𝑂𝐴𝑐𝑐𝐹𝑇 (1) = 90% 𝐶𝑚𝑎𝑥
𝐵𝐴𝑇 = 96 kWh

𝑤3 = 0.3 𝑆𝑂𝐴𝑐𝑐𝑊 𝑇 (1) = 50% 𝐶𝑚𝑎𝑥
𝐹𝑇 = 10.1 kWh

𝑤4 = 0.5 𝐹𝐸𝐿 = 4 kW 𝐶𝑚𝑎𝑥
𝑊 𝑇 = 39.7 kWh

𝑤5 = 0.9 𝐹𝐹𝐶 = 1 kW 𝑆𝑂𝐴𝑐𝑐𝑙𝑚𝑎𝑥 = 90%
𝑛𝑐𝐸𝐿 = 15 𝑛𝑐𝐹𝐶 = 40 𝑆𝑂𝐴𝑐𝑐𝑙𝑚𝑖𝑛 = 20%
𝜂𝑙𝑐ℎ = 0.9 𝜂𝑙𝑑𝑖𝑠 = 0.85 𝛥𝑡 = 1 h
𝐶𝑚𝑎𝑥
𝐸𝑉1

= 45 kWh 𝐶𝑚𝑎𝑥
𝐸𝑉2

= 55 kWh 𝐶𝑚𝑎𝑥
𝐸𝑉3

= 60 kWh

used for our simulations which were also used in [35]. The data of
the energy generation from the PV system and energy demand were
obtained from [36], and our work is based on a real system as validated
in [37].

In our proposed methodology, the control system is fundamentally a
closed-loop control system, a type of control system that continuously
monitors the current state of the system and makes real-time adjust-
ments to control inputs based on feedback and system behavior. This
type of control system is well-suited for dynamic and complex systems,
such as flexible MGs, as it allows for adaptation to changing conditions
and disturbances.

It is important to clarify that while MPC involves predictive model-
ing of the system’s future behavior, it primarily falls under the category
of closed-loop control. This is because MPC considers the current state
of the system and adjusts control actions in real-time based on feed-
back and predicted future states to meet performance objectives. Our
proposed methodology leverages MPC techniques within a closed-loop
control framework to optimize control actions in flexible MGs with PnP
capabilities. This closed-loop system is capable of adapting to various
operational modes and changes in the MG’s configuration, which is a
crucial feature for effectively managing such complex systems.

5.1. Use case 1: Control of the flexible hybrid MG using logic control

The system’s behavior is analyzed during the simulation of the
flexible hybrid MG with logic control. Initially, the battery is in a
discharging mode, as indicated by the digit 0 in the first position of the
three-digit code, as shown in Fig. 9. As the simulation progressed, the
PV system’s output was utilized to satisfy the mismatch load demand. If
the PV system generates excess energy, it is used to charge the battery,
which occurred at the 13th time step. Consequently, the three-digit
13
code is changed to (100) to indicate that the battery is in charging
mode. At the 15th time step, the battery continued to charge, and the
WT reached its maximum output. In this instance, the three-digit code
is changed to (101) to indicate that the battery was in charging mode
while the WT was being filled. After one hour, the battery is neither
charging nor discharging, but the WT still is filling, so the three-digit
code was updated to (001). Between the 16th and 22nd time steps,
the battery is discharged. At the beginning of the 22nd and 30th-time
steps, the FT is filling, and the utility grid is also used to compensate
for the imbalance between load and generation. Throughout this time
frame, the three-digit code was changed to (010). The three-digit code
is updated to (110) after the PV system supplies power to the battery for
one hour. The WT is fully filled at the 32nd time step, but the battery
remains in charging mode. The three-digit code is therefore changed to
(100). At the start of the 36th time step, the WT reached its maximum
capacity, and the battery continued to charge, resulting in the update
of the three-digit code to (101). The battery is neither charged nor
discharged after three hours, while the WT remains at its maximum
capacity. As a result, the three-digit code for these states was changed
to (001).

The logic control approach in the control of the flexible hybrid mi-
crogrid exhibited distinct behavior, as indicated by the changing three-
digit code, which reflected the operational modes of the accumulators
and converters’ utilization to manage load-generation imbalances. The
analysis of these code variations provides valuable insights into the
effectiveness of the control strategy in managing energy flow.

5.2. Use case 2: Controlling the flexible hybrid MG using S-MPC

The results of the standard 𝜀-variables are utilized to obtain the
components of the S-MPC, such as coefficient 𝐴 and 𝐵, control (input)
vector 𝑢, state vector 𝑥, and output vector 𝑦. At the end of the second
step of the proposed method, the optimal control decisions are ob-
tained. The increase in the exported energy and the decrease in the im-
ported energy are the main significant advantages of S-MPC over MPC.
To prove that, the controller has been simulated for one year (8760 h).
Our results illustrate that the exported energy to the utility grid 𝑃𝑉𝐺𝑅 is
encouraged from 1705.35 kWh to 2571.01 kWh. Energy imported from
the grid significantly decreased from 1494.36 kWh to 796.46 kWh, as
demonstrated in Fig. 10. These results are expected and desired since
the optimal control decisions are obtained using the S-MPC.

Quantitatively, the decrease in grid-supplied energy imports is

approximately 46.9%, indicating a significant reduction in reliance



Applied Energy 359 (2024) 122752M. Cavus et al.
Fig. 9. The results of working of logical controller based-EMS.
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Fig. 10. The results for the standard 𝜀-variables and optimal 𝜀-variables for one year.

on grid-supplied energy. In addition, the increased exported energy
demonstrates a substantial increase of approximately 50.8% in the
use of RESs, emphasizing the enhanced integration of RESs into the
MG system. From a cost perspective, the implementation of S-MPC
yields substantial advantages. The decreased dependency on imported
energy reduces the costs associated with grid-supplied electricity. While
the specific cost reduction percentage can vary based on individual
circumstances, the overall cost savings attributable to S-MPC-optimized
control decisions are evident. In summary, the implementation of
S-MPC demonstrates its effectiveness in optimizing the energy man-
agement system of the microgrid. This is evidenced by a significant
reduction in energy imported from the grid, an impressive increase
in the use of RESs, and the resulting cost savings. The application
of S-MPC demonstrates its superiority to the 𝜀-variables method, es-
tablishing it as a viable and advantageous strategy for improving the
performance and sustainability of flexible hybrid MGs.
14

s

5.3. Use case 3: Incorporating plug-and-play EV fleet

We observe slight variations in the power profiles of EVs between
the two controllers in Fig. 11. The logical Based-EMS Controller man-
ages the EV fleet and distributes power based on predefined rules
and heuristics. However, manual adjustments or modifications may
be necessary when integrating new EVs into the system. The MPC
Based-EMS Controller, on the other hand, leverages the plug-and-play
capability of S-MPC to enable the seamless integration of new EVs into
the system without extensive reconfiguration. As shown in Fig. 11,
the MPC algorithm adapts to changes in the composition of the EV
fleet and optimizes power distribution based on the current state of
the system, taking into account factors such as EV load requirements,
grid constraints, and forecasts. MPC Based-EMS Controller scalability
and adaptability are enhanced by the plug-and-play capability of S-
MPC. It simplifies the incorporation of new EVs into the fleet and
ensures efficient utilization of their variable energy resources. This
capability allows the controller to effectively manage the variability
and unpredictability of the EV fleet, resulting in optimized power flows
and enhanced system performance. In conclusion, the plug-and-play
capability of S-MPC in the MPC Based-EMS Controller improves its
adaptability and scalability, allowing for seamless integration of new
EVs and efficient fleet management.

The SOAcc variables play a crucial role in the decision-making
processes of the energy management system, allowing for the efficient
utilization of energy resources. By monitoring and controlling SOAcc
levels, the system can ensure optimal charging and discharging of the
battery and EVs, thereby balancing supply and demand for energy.
In Fig. 12, variations in SOAcc indicate the dynamic nature of the
system’s operation. The SOAcc of the EV fleet (𝑆𝑂𝐴𝑐𝑐𝐸𝑉

1 , 𝑆𝑂𝐴𝑐𝑐𝐸𝑉
2 ,

nd 𝑆𝑂𝐴𝑐𝑐𝐸𝑉
3 ) are working at desired conditions because of our opti-

al method. These variations denote substantial modifications to the
ontrol strategy, such as switching between battery discharging and
rid running modes or battery discharging and EV running modes.
verall, the SOAcc variables provide valuable information about the
nergy storage levels of the system’s battery and EVs. Their fluctuations
nd patterns highlight the dynamic nature of the energy management
ystem, which enables the efficient use of available energy resources
nd the effective adaptation to changing system conditions and control

trategies.
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Fig. 11. Incorporating plug-and-play EV fleet using the logical controller and MPC controller based-EMS.
Fig. 12. The illustration of the SOAcc of the battery is the hybrid control method.

5.4. Use case 4: Islanded MG

Grid-Connected Mode: The results for grid-connected mode display
the transition points (TPs) at specific time steps, indicating significant
changes in system operation. In this mode, the TP indicates the tran-
sition from the battery (BAT) discharging to the GR operation, as well
as the transition from BAT discharging to BAT charging. As shown in
Fig. 13, at 12 h, 16 h, 22 h, and 25 h, the TP signifies the end of BAT
charging and the start of GR running. This indicates that the battery
has reached its capacity, and the system has switched to using grid
power. The transition from BAT discharge to GR operation indicates
the capacity limitations of the battery and the need to rely on the grid
to meet the load requirements. In addition, the TP at 39 h indicates
the end of BAT discharging and the beginning of BAT charging. This
indicates that the battery is depleted and requires recharging, possibly
in preparation for future grid instability or increased load demand.
The transition from BAT discharging to BAT charging demonstrates
the system’s adaptability and capacity to optimize its operation by
recharging the battery energy storage.
15
Islanded Mode: Similar TPs are observed in the islanded mode,
indicating significant changes in system operation. The TP represents
the transition from BAT discharge to GR operation and from BAT
discharge to EV operation. As demonstrated in Fig. 13, the TPs at
12 h, 16 h, 22 h, and 25 h indicate the conclusion of BAT discharge
and the start of GR running. This indicates that, in the absence of
a grid connection, the battery has reached its minimum capacity,
and the system switches to utilizing power from a nearby generator
or renewable sources. In the islanded mode, the switch from BAT
discharge to GR operation signifies the system’s reliance on alternative
power sources. In addition, the TP at 39 h indicates the end of BAT
discharge and the beginning of EV operation. This indicates that the
battery has been depleted, and the system has resorted to using power
from EVs to meet load requirements. The transition from BAT discharge
to EV operation exemplifies the system’s flexibility and plug-and-play
capability, allowing EVs to contribute to the power supply in islanded
mode.

6. Conclusions

We conducted four case studies which demonstrate that the stan-
dard (non-optimal) 𝜀-variables have several advantages, such as being
scalable and practical for flexible hybrid MGs, especially complex
hybrid power systems. However, 𝜀-variables are not optimal. On the
other hand, MPC predicts the system’s future behavior and chooses the
optimal control action using a mathematical model. At each time step,
MPC solves an optimization problem using the system’s current state,
predicted future states, and a cost function that reflects performance
objectives and constraints. Nevertheless, it cannot control the flexible
hybrid MG because of multiple operating models. Based on the system’s
state and performance goals, S-MPC chooses a model and control strat-
egy. However, S-MPC requires much more steps making it harder to
implement. In order to cope with this issue, the decisions of S-MPC are
translated into the 𝜀-variables. By doing so, a systematic methodology
is obtained, and the control structure is significantly simplified. In
other words, this hybrid control method systematically and practically
controls and supervises the complex hybrid MGs. Thus, it can permit
more complex EMSs to be adopted readily. Our results indicate that
the proposed controller synthesis method provides an efficient solution
for optimally controlling flexible hybrid MGs with PnP capabilities by

increasing the amount of energy export to the utility grid by 50.77%
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Fig. 13. The results of power flow when the MG is in grid-connected mode and islanded mode.
nd subsequently reducing the amount of energy import from the grid
y 46.7%. For future studies, the computational power of S-MPC can
e decreased by eliminating the prediction horizon. By doing that, the
teps of S-MPC can be reduced. This can be done by merging the S-
PC and one of the artificial neural network methods, such as recurrent

eural networks and convolutional neural networks.
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