
TYPE Original Research

PUBLISHED 27 November 2023

DOI 10.3389/frma.2023.1271385

OPEN ACCESS

EDITED BY

Min Song,

Yonsei University, Republic of Korea

REVIEWED BY

Susan McRoy,

University of Wisconsin–Milwaukee,

United States

Zhentao Liang,

Wuhan University, China

*CORRESPONDENCE

Olga Lezhnina

Olga.Lezhnina@tib.eu

RECEIVED 02 August 2023

ACCEPTED 31 October 2023

PUBLISHED 27 November 2023

CITATION

Lezhnina O (2023) Depression, anxiety, and

burnout in academia: topic modeling of

PubMed abstracts.

Front. Res. Metr. Anal. 8:1271385.

doi: 10.3389/frma.2023.1271385

COPYRIGHT

© 2023 Lezhnina. This is an open-access article

distributed under the terms of the Creative

Commons Attribution License (CC BY). The use,

distribution or reproduction in other forums is

permitted, provided the original author(s) and

the copyright owner(s) are credited and that

the original publication in this journal is cited, in

accordance with accepted academic practice.

No use, distribution or reproduction is

permitted which does not comply with these

terms.

Depression, anxiety, and burnout
in academia: topic modeling of
PubMed abstracts

Olga Lezhnina*

Learning and Skill Analytics Research Group, TIB Leibniz Information Centre for Science and

Technology, Hannover, Germany

The problem of mental health in academia is increasingly discussed in literature,

and to extract meaningful insights from the growing amount of scientific

publications, text mining approaches are used. In this study, BERTopic, an

advanced method of topic modeling, was applied to abstracts of 2,846 PubMed

articles on depression, anxiety, and burnout in academia published in years 1975–

2023. BERTopic is a modular technique comprising a text embedding method,

a dimensionality reduction procedure, a clustering algorithm, and a weighing

scheme for topic representation. A model was selected based on the proportion

of outliers, the topic interpretability considerations, topic coherence and topic

diversity metrics, and the inevitable subjectivity of the criteria was discussed. The

selected model with 27 topics was explored and visualized. The topics evolved

di�erently with time: research papers on students’ pandemic-related anxiety

and medical residents’ burnout peaked in recent years, while publications on

psychometric research or internet-related problems are yet to be presented more

amply. The study demonstrates the use of BERTopic for analyzing literature on

mental health in academia and sheds light on areas in the field to be addressed by

further research.
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1 Introduction

Mental health disorders are common in the general population, and in academia their

prevalence might be even higher (Ibrahim et al., 2013; Müller, 2020). Raising awareness of

this problem is an important task that should be addressed by mutual effort of researchers

and policy makers (Cahill, 2023). In recent decades, depression, anxiety, and burnout in

academia have been increasingly discussed in literature. Human experts can extract valuable

insights from analysis of previous findings (Koutsimani et al., 2019; Balhatchet et al.,

2023; Ryan et al., 2023), but the growing amount of publications requires more advanced

computational methods to process new volumes of the data. Natural language processing

(NLP) combines the power of computational linguistics, data science, and computer science

to employ machine learning methods for analysis of natural human speech (Albalawi et al.,

2020). Topicmodeling is amachine learningmethod in the frame of NLP that aims at finding

groups of words (topics) in a corpus of text. It can be categorized as a method of text mining,

which is an approach to automatically discover, retrieve, and extract information in a corpus

of text involving linguistics, statistics, and computer science (Abbe et al., 2016). In different

areas of research and practice, topic modeling is used for uncovering hidden structure of

the data, detecting novel and emergent trends, and understanding dynamics of the textual

information (Hannigan et al., 2019). For long time, Latent Dirichlet Allocation (LDA, Blei

et al., 2003) was the most frequently used method of topic modeling in many areas including
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mental health research (Moßburger et al., 2020; Park et al.,

2021). However, LDA disregards semantic relationships between

words, while text embedding techniques allow obtaining a

more informative latent semantic structure (Devlin et al., 2019).

Recently, BERTopic approach to topic modeling was introduced

(Grootendorst, 2022) as a modular technique combining document

embedding, dimensionality reduction, density-based clustering,

and a weighing scheme that estimates the importance of words in

clusters to generate topic-word distributions. This method provides

entirely new perspectives on interpreting the topical structure

of textual data and outperforms other topic modeling methods

(Kukushkin et al., 2022; Udupa et al., 2022).

Topic modeling should be approached from the perspective

of its inherent subjectivity: textual data is difficult to analyse

due to their varied linguistic characteristics (Blair et al.,

2020), and the analysis is “preconfigured through beliefs and

values” (Egger and Yu, 2022, p. 2) of researchers. There is a

certain degree of discordance between human-actionability

and machine-actionability, which is addressed by recent

works on cognitive interoperability in knowledge engineering

(Vogt et al., 2023) and should be taken into account in

topic modeling practice. Previous research (Hannigan et al.,

2019; Egger and Yu, 2022) emphasized the role of human

judgement influencing analytical decisions in the process of

topic modeling.

In this paper, BERTopic is applied to analyzing abstracts

of scientific articles on depression, anxiety, and burnout in

academia from PubMed published in years 1975–2023. The author

does not aim at comparing BERTopic with other approaches

but refers the reader to previous studies discussing these

comparisons (e.g., de Groot et al., 2022; Egger and Yu, 2022;

Kukushkin et al., 2022; Udupa et al., 2022). The main goal

of this study is to illustrate the advantages of BERTopic as a

modular technique, which allows for flexible choices at each

stage of document embedding, clustering, and topic generation,

and to provide the reader with a comprehensive description

of the process. Analytical decisions made in the study are

reported in detail, with the focus on the inevitable influence of

the researcher’s judgement on these choices. The Python code

is in open access on GitHub https://github.com/OlgaLezhnina/

BERTopic_academia, so that interested researchers can reproduce

the modeling process and the principal findings of the study.

Mental health research is still in need of the more extensive

use of topic modeling approaches (Zhang et al., 2022), and this

paper is intended for specialists widening their repertoire of text

mining methods.

2 Background

This section contains the outline of recent research

on depression, anxiety, and burnout in academia and

a brief summary of text mining methods in mental

health research. BERTopic as a topic modeling approach

is described, and previous studies on its effectiveness

are cited.

2.1 Current state of research on
depression, anxiety, and burnout in
academia

Depression is a very common mental disorder, which,

according to the World Health Organization (2023), is currently

experienced by approximately 280 million people in the world.

Diagnostic criteria for depression are listed in the Diagnostic and

Statistical Manual of Mental Disorders, Fifth Edition (DSM-5)

published by the American Psychiatric Association (APA, 2013)

and include, among others, depressed mood, loss of interest

and pleasure in all activities, fatigue, and diminished ability to

concentrate. Depressed patients are prone to suicidal ideation

and have elevated mortality risks (Cuijpers et al., 2014). This

disorder has been thoroughly explored by researchers in medicine,

psychology, social sciences, and other areas, often in combination

with related conditions, such as anxiety and burnout. Anxiety,

according to the APA (2023), is a common psychological condition,

a normal reaction to stress, which alerts us to danger. Anxiety

disorders, in contrast to that, involve excessive or disproportional

anxiety and hinder an individual’s ability to function. According to

the DSM-5, they include generalized anxiety disorder, social anxiety

disorder, panic disorder, separation anxiety disorder, substance or

medication-induced anxiety disorder, and various phobias (APA,

2013). “State anxiety” as a temporary condition is differentiated

from “trait anxiety” as an individual’s proneness to anxiety,

which is a relatively stable characteristic (see Koutsimani et al.,

2019). Researchers and clinicians are in agreement regarding high

comorbidity of depression and anxiety (Hirschfeld, 2001), although

possible causal relationships between them are still unclear. For

instance, Winer et al. (2017) suggested that anxiety and depression

are related via anhedonia emerging from the former and resulting

in the latter. In the context of professional environments, these

two conditions are often accompanied by burnout. Burnout

is defined as a disorder composed of emotional exhaustion,

depersonalization, and reduced personal accomplishment as a

response to chronic emotional and interpersonal stressors in the

working environment (Maslach et al., 2001). The degree to which

this condition can be differentiated from depression and anxiety is

still debated in literature. Koutsimani et al. (2019) in their meta-

analysis of 67 published studies explored the relationship between

burnout and depression, and the relationship between burnout and

anxiety; they came to the conclusion that these are interrelated but

distinct conditions.

For long time, research on depression, anxiety, and

burnout, as well as on researcher mental health in general,

was underrepresented in literature (Guthrie et al., 2017). However,

some groups in academia might be at increased risk of these

disorders compared to the general population; for instance,

a systematic review (Ibrahim et al., 2013) showed a higher

prevalence of depression in university students (see Mirza et al.,

2021, for the review on medical students). Therefore, the theme of

depression, anxiety, and burnout in academia becomes increasingly

prominent in mental health research. When Dyrbye et al. (2006)

reviewed published papers on depression and anxiety in the US

and Canadian medical students, they did not identify studies
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on burnout in this population. More recent systematic reviews,

though, included studies on depression, anxiety, and burnout.

Balhatchet et al. (2023) explored burnout and mental wellbeing

in Australian postgraduate medical trainees. Ryan et al. (2023)

showed that burnout in medical professionals was associated

with depression, anxiety, suicidality, and substance abuse. The

pandemic times brought changes to academia, such as the increase

in burnout (Andrade et al., 2023), which were explored in mental

health research. A wider acceptance of internet-based therapy

was discussed in literature: Svärdman et al. (2022) conducted a

meta-analysis showing effectiveness of internet-delivered cognitive

behavioral interventions. The increase in internet addiction was

also detected in recent years, and its links to anxiety and depression

were explored (Servidio et al., 2021; Gavurova et al., 2022).

In mental health research, advanced methods of data analysis

have become widely accepted. Abbe et al. (2016) identified four

major areas of text mining application in psychiatry: observational

studies focusing on mental disorders; the patients’ perspectives

and narratives; medical records; and new scientific information

in the literature. Shatte et al. (2019) in their systematic review

of 300 studies on machine learning methods in mental health

research discerned the following areas of application: detection and

diagnosis; prognosis, treatment and support; public health; research

and clinical administration. Their review included studies on topic

modeling for detection of depression. Buddhitha and Inkpen (2023)

summarized previous studies on early detection ofmental disorders

and suicidal ideation. With multi-task learning, they explored

the relationship between mental disorders and suicide ideation in

Twitter and Reddit datasets. Zhang et al. (2022) in their analysis

of 399 published papers on NLP methods for mental disorder

detection concluded that most studies relied on supervised learning

methods. They urged for a wider use of semi-supervised and

unsupervised methods, including topic modeling, and emphasized

that interpretability of models is an important factor in mental

health research.

2.2 BERTopic as a topic modeling approach

Topic modeling is a machine learning and NLP technique

aimed at identifying latent topical patterns within collections

of texts. Algorithms applied for this purpose include Latent

Semantic Analysis, Non-Negative Matrix Factorization (NMF),

information-theoretical topic modeling CorEx (Gallagher et al.,

2017), and Top2Vec. These approaches use different assumptions

that should be taken into account in their application (Schmidt,

2013; Egger and Yu, 2022). The most frequently used method

of topic modeling is LDA, a Bayesian technique that employs

a generative probabilistic model and Dirichlet distributions to

identify topics in the data (Blei et al., 2003). It is the most

common topic modeling method in mental health research. For

instance, Moßburger et al. (2020) applied LDA to analyse posts in

online forums on depression, and Park et al. (2021) to examine

the contents of the queries regarding mental disorders in online

inquiry platforms. A disadvantage of LDA is that it uses bags-of-

words representations and therefore does not capture the context

of words (see the summary of LDA critique in Reisenbichler

and Reutterer, 2019). This problem is addressed by embedding

techniques. Word embedding is a distributed word representation,

in which each dimension represents a latent feature of the word

aimed at capturing its syntactic and semantic properties (Turian

et al., 2010). Recently, Bidirectional Encoder Representations

from Transformers (BERT) was introduced as a method of

generating contextual word and sentence vector representations

(Devlin et al., 2019).

BERTopic (Grootendorst, 2022) is an advanced approach to

topic modeling comprising modules that can be flexibly changed

depending on the study goals and the dataset characteristics.

BERTopic is flexible, does not require preprocessing of the data,

and produces interpretable topics generating novel insights (Egger

and Yu, 2022). It supports dynamic topic modeling (for dynamic

modeling in other approaches, see Alghamdi and Alfalqi, 2015)

and class-based topicmodeling and allows formultilingual analysis.

This method was applied in medicine (Oveh et al., 2022), quality

management (Sánchez-Franco et al., 2023), environmental, social,

and governance research (Lee et al., 2023), and other areas. In

mental health research, BERTopic was applied, for instance, by

Cowan et al. (2022) to analyse unstructured speech samples from

individuals with serious mental illness, primarily schizophrenia.

BERTopic compares favorably with LDA (de Groot et al., 2022;

Kukushkin et al., 2022); with Top2Vec and NMF (Egger and Yu,

2022); and with Gibbs Sampling Dirichlet Multinomial Mixture

Model (Udupa et al., 2022).

BERTopic modular approach includes a few steps that can be

adjusted to the goal of analysis (Grootendorst, 2022). At the first

step, the documents are embedded with a pre-trained language

model in the frame of Sentence-BERT (SBERT). A specific model

can be selected by the user; there are pre-trained multi-lingual

language models supporting various languages (e.g., for XLM-

RoBERTa model with Thai language, see Munthuli et al., 2023).

The next steps consist of dimensionality reduction and

clustering of the embeddings. For dimensionality reduction,

Uniform Manifold Approximation and Projection for Dimension

Reduction (UMAP) is suggested in the BERTopic approach,

although other techniques can be integrated into this stage as well.

UMAP is an algorithm based on manifold learning techniques

and ideas from topological data analysis (McInnes et al., 2018).

Previous studies (e.g., Yang et al., 2021; Kukushkin et al., 2022)

confirmed that UMAP is more useful for clustering quality than

other methods of dimensionality reduction, such as t-distributed

stochastic neighbor embedding (t-SNE). UMAP is a stochastic

algorithm as well, which means that for reproducibility of results,

a random seed should be fixed. UMAP is effective for finding a

low dimensional embedding that preserves the essential topological

structure of the data. For a similarity metric, the cosine similarity

is typically used. The cosine similarity between two vectors is

calculated as follows, where ||·||2 denotes the Euclidean norm of

a vector:

Scos(
−→u, −→v ) =

∑|n|
i=1 ui ∗ vi

∥

∥

−→u
∥

∥

2
∗

∥

∥

−→v
∥

∥

2

(1)

In BERTopic, various clustering algorithms can be employed;

the suggested option is the Hierarchical Density-Based Spatial

Clustering of Applications with Noise algorithm (HDBSCAN).

HDBSCAN extends a density-based clustering algorithm DBSCAN
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with hierarchical clustering, is able to deal with noisy data, and

does not assume predefined shape or size of the clusters (Campello

et al., 2013; McInnes et al., 2017). Each cluster is assigned one topic.

HDBSCAN assigns a document to the outlier category when it does

not belong to any of clusters identified by the model.

For word representations of topics, the class-based term

frequency inverse document frequency (c-TF-IDF) weighting

scheme is applied in BERTopic. This scheme is a modified TD-

IDF scheme: the latter assesses representativeness of terms for an

individual document, and the former for a topic, which is a cluster

of documents. Grootendorst (2022) defines the importance of word

Wt,c as the frequency of the term t in class c multiplied by the

inverse class frequency, that is, the logarithm of the average number

of words per class divided by the frequency of the term t in all

classes (here, 1 is added to output only positive values):

Wt,c = tft,c∗ log (1+
A

tft
) (2)

A model can be fine-tuned with the Maximal Marginal Relevance

(MMR) algorithm. MMR diversifies words within documents and

thus influences topic interpretability. The diversity parameter of

MMR (hereinafter, the keyword diversity) refers to the document

and needs to be distinguished from the topic diversity (TD) metric,

which is described below.

Topic models can be assessed and compared. Such metrics

as topic coherence (TC) and topic diversity (TD) are widely

applied for model evaluation (e.g., Blair et al., 2020) but should

be understood as “proxies of what is essentially a subjective

evaluation” (Grootendorst, 2022, p. 5). TD is calculated as the

percentage of unique words in the top n words of all topics. TD

value ranges from 0 to 1, with lower values indicating redundant

topics, and higher values indicating better diversity (Grootendorst,

2022). The TC metric used in this study is Cv, which was

shown to be the best performing metric in the comprehensive

study comparing 237,912 measures on six benchmarks for topic

coherence (Röder et al., 2015). To measure coherence of the word

set W, word probabilities should be calculated; a confirmation

measure should be selected that scores the agreement between two

words ωi and ωj; and finally, these scalar values for word pairs

should be aggregated into a single coherence score. The TCmeasure

Cv used in this work compares a word ωi to the total set W.

The Boolean sliding window (for Cv, size 110) moves one word

token per step over the documents to create virtual documents to

compute word probabilities. For an indirect confirmation measure,

Cv combines the cosine similarity measure with the normalized

pointwise mutual information (NPMI).

NMPI(ωi, ωj) =







log
P(ωi , ωj)+ε

P(ωi)∗P(ωj)

− log(P
(

ωi, ωj
)

+ ε)






(3)

Thus, the mutual information of two words is calculated; ε is added

to avoid the logarithm of zero. To each word ωi we assign a vector

with NMPI values as scalar components. The cosine similarities

(see Equation 1) are calculated between each word vector and

the topic vector, which is the average of the word vectors. The

arithmetic mean of the similarity values is taken as the final TC (Cv)

score. The score ranges from 0 to 1, with higher values indicating

more coherent topics (Röder et al., 2015).

When the model is selected, the topics can be explored and

visualized. In BERTopic, as in any other topic modeling approach,

topics can be studied in various ways. To structure these, we can

discern three main tasks in exploring the topics. The first is to

describe the topics themselves: to label them, to obtain the most

representative documents, to list the representative words and

visualize them. The second is to explore the topics in relationships

with each other: to find similarities between the topics, to visualize

them, and to buildmeta-topic clusters. The third is to trace the topic

development with time in the frame of dynamic topic modeling.

For the first task, custom user labels for topics can be assigned

based on relevant words and documents of the topic. BERTopic

labels the topics with three most frequent terms separated by

underscores. However, a researcher might want to use a more

intuitive label for a topic. In this case, a larger number of relevant

words and relevant documents can be explored, and candidate

user-defined labels can be assessed with a BERTopic function that

applies bart-large-mnli model for the zero-shot classification task

(Grootendorst, 2023). Themost frequent terms representing a topic

can be obtained and visualized with a bar plot, which shows a

selected number of relevant words and their c-TF-IDF scores. The

c-TF-IDF score of a word shows its importance for the topic as the

cluster of documents (see Equation 2).

The BERTopic visualizations are useful for the second task,

exploring similarities between the topics. After the documents

were assigned to the topics, we can expect the topics to be

sufficiently distinct, and the researcher might decide to merge

topics that are too similar. Two BERTopic visualizations are

frequently used to show relationships between the topics. The

first is the heatmap. It is based on a similarity matrix produced

by applying cosine similarities (see Equation 1) through topic

embeddings. The second is the hierarchical clustering dengrogram.

It presents agglomeration levels of the topics, which are constructed

by hierarchical clustering. The clustering is based on the Ward

linkage function applied to the cosine distance matrix between

topic embeddings. The Ward approach consists in minimizing the

merging cost of combining clustersA and B defined by this formula,

in which xi is a point of a cluster with the centerm:

1 (A,B) =
∑

i∈A∪B

∣

∣

∣

∣

−→x i −
−→m A∪B

∣

∣

∣

∣

2
−

∑

i∈A

∣

∣

∣

∣

−→x i −
−→m A

∣

∣

∣

∣

2

−
∑

i∈B

∣

∣

∣

∣

−→x i −
−→m B

∣

∣

∣

∣

2
(4)

Due to the different mathematical underpinnings of the heatmap

and the dendrogram, resulting similarities between the topics

might differ.

Evolution of topics with time can be explored and visualized in

BERTopic. Dynamic topic modeling assumes that topics exist on

the whole timespan but their representations change. Therefore,

BERTopic first generates the global topic representation by fitting

themodel on the entirety of documents. Then, the global IDF values

are multiplied by term frequency of documents at a given time

(Grootendorst, 2022). It means that the word importance score, as
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FIGURE 1

The stages for analytical choices. MMR is Maximal Marginal

Relevance, c-TF-IDF is Class-Based Term Frequency Inverse

Document Frequency. HDBSCAN is Hierarchical Density-Based

Spatial Clustering of Applications with Noise, UMAP is Uniform

Manifold Approximation and Projection for Dimension Reduction.

The BERTopic modules with parameters that were tuned in this

study are marked with ticks.

defined by Equation 2, is now calculated for each time step i:

Wt,c,i = tft,c,i ∗ log (1+
A

tft
) (5)

In this study, BERTopic was selected as the topic modeling method

based on previous research showing its effectiveness and benefits of

its modular structure. The details of the analysis and the process of

model selection are described in the next section.

3 Materials and methods

In this section, analytical choices made in the study are

explained. The data used for the modeling are briefly described.

Finally, the model selection process is outlined.

3.1 Analytical strategy

The results of topic modeling depend on a number of decisions

related to selecting model parameters, evaluating the model,

and interpreting the results. Figure 1 presents the junctures for

analytical choices of the study: the data collection, the BERTopic

modules, and the model evaluation.

For information retrieval, the PubMed database as a reliable

health-related resource was selected. In this study, abstracts of

scientific articles written in English were used. Extracting abstracts

rather than full texts is a common practice in topic modeling, as

abstracts are informative, concise, and comparable with each other

(Daenekindt and Huisman, 2020). The query with the following

terms was specified: “depression” or “depressed”, or “depressive”,

or “anxiety”, or “burnout”, and “student”, or “research assistant”,

or “predoc”, or “postdoc”, or “postdoctoral”, or “PhD candidate”,

or “graduate”, or “postgraduate”, or “early career researcher”, or

“early-career researcher”, or “early career scientist”, or “early stage

researcher” in the title or abstract. At the stage of data collection,

different decisions on the database(s) and the query are possible

(see the Discussion section).

To analyse the retrieved data, BERTopic modular approach was

used, with decisions on each module made in accordance with

previous studies and the dataset characteristics. The use of default

parameter settings was described as one of the problems in topic

modeling (Egger and Yu, 2022); in this regard, BERTopic modules

allow for flexible choice of algorithms suitable for specific tasks and

for parameter tuning. However, the procedure of model selection

and evaluation in topic modeling, including BERTopic, differs from

other machine learning techniques and does not imply the grid

search of parameters (Grootendorst, 2023).

BERTopic does not require data preprocessing, although it

is possible to include such steps as, for instance, removing

abbreviations. This additional step was not undertaken because

abbreviations in the texts, such as obsessive-compulsive disorder

(OCD) or Beck Depression Inventory (BDI), are known to

domain specialists; some of them are explained in the Results

section. For embeddings, the author resorted to all-MiniLM-L6-

v2 model, the recommended BERTopic option. This sentence-

transformers model maps sentences and paragraphs to a 384-

dimensional dense vector space and is capable of capturing

semantic similarities between documents (Grootendorst, 2023).

Dimensionality reduction was conducted with UMAP with the

default settings 15 nearest neighbors, five components, and the

cosine similarity as a metric. A random seed was fixed for the

final model. Clustering was conducted with HDBSCAN, with

the Euclidian distance as a metric. For HDBSCAN, the minimal

cluster size and the minimal number of samples were varying

in different models because these two parameters influence topic

interpretability and the number of outliers in the model. Topics

were tokenized with the default vectorizermodel used in BERTopic,

as it works effectively with the English language; stop words

were removed at this stage. The models were fine-tuned with the

MMR using the keyword diversity parameter. Therefore, only two

BERtopic modules were used to tune the model parameters: first,

the clusteringmodule with the choice of a cluster algorithm and, for

HDBSCAN, selection of the minimal cluster size and the minimal

number of samples; and second, the keyword diversity in MMR for

fine-tuning the model.

Prior to evaluating the BERTopic models, the proportion of

outliers was assessed to select a clustering algorithm: if it were high,

the solution explored by de Groot et al. (2022) would be possible

(with 74% of outliers, they resorted to k-means as a clustering

method). In further steps, the proportion of outliers was less

important but still had to be considered and, if possible, reduced.

For model evaluation, topic interpretability was the main criterion,

supplemented with TC and TD metrics.

The topics of the final model are explored and labeled;

their relationships with each other visualized; and their evolution

traced. In that, the author follows the common BERTopic

practices (showing bar plots with c-TF-IDF scores, the heatmap,
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FIGURE 2

The number of PubMed publications on depression, anxiety, and

burnout in academia per year (1975–2023).

the hierarchical clustering dendrogram, and the dynamic topic

modeling graph) with a few changes. Firstly, the document

embeddings are not presented here, as the plot of insufficient

resolution would not give full credit to the interactive visualization

created by the BERTopic function (see the Python code). Secondly,

a simple visualization is added related to associations between a

search term and the topics. BERTopic allows finding topics relevant

to a search term and gives the similarity score between the term and

the topic. The author used NetworkX library in Python to visualize

the results of this search as a graph with three relevant topics as

nodes. Similarity scores on the edges are cosine similarities between

the search term embedding and the topics embeddings. In the

study, examples for two search terms are given, and the interested

researcher can use the Python code to depict these relationships for

any search term.

3.2 The data

Web scrapping from PubMed database was conducted with

Python (version 3.9.7, Metapub library). It resulted in the sample of

2,846 abstracts of papers published in 903 journals in years 1975–

2023. Prior to the analysis, the data was checked for quality (that

is, no missing entries and unique DOIs). The histogram of papers

published per year is presented in Figure 2.

3.3 Selecting the model

BERTopic models with different sets of parameters were

compared in terms of topic interpretability, the number of outliers,

TC, and TD. Each of the models was run three times (as in

Grootendorst, 2022), with the results presented as a range for the

number of topics and the number of outliers, or averaged for TC

and TD.

First, the model with the default set of parameters (Model 1)

was tested. The default settings in HDBSCANwere minimal cluster

size of 15 and minimal sample size of 15; for MMR, the default

keyword diversity value was 0.8. Model 1 treated maximum 28%

of abstracts as noise. With this proportion of outliers, the use of

a different clustering model (such as k-means in de Groot et al.,

2022) was not required. The model found more than 30 topics in

the data, some of which could be seen as redundant. For the next

step, Model 2, larger clusters with minimal size of 30 were used to

obtain interpretable topics, and minimal number of samples was

decreased to 10 in order to further reduce the proportion of outliers.

The new model had interpretable clusters, with the proportion of

outliers reduced, and performed better in terms of TC. For Model

3, the terms in the topic were diversified: the keyword diversity

in MMR was changed from 0.8 to 0.2. TC of Model 3 increased

and TD decreased, with the new values that might be perceived

as a better balance, and topics were even more interpretable in

comparison to Model 2. Finally, an additional increase in the

minimal cluster size to 45 was attempted for Model 4. However,

this change was not beneficial, as some topics were not identifiable

anymore: for instance, a potentially interesting topic on internet-

related problems, which persisted in each run of Model 3, was

not detectable with this larger cluster size. These considerations

led to the choice of Model 3 as the final model. The results are

summarized in Table 1.

The final model was run with the selected parameters of the

minimal cluster size 30, the minimal number of samples 10, and

the keyword diversity 0.2; the model was assigned a fixed state in

UMAP for reproducibility. The model had TC = 0.538 and TD =

0.700. It excluded 600 abstracts (21% of the sample) as mixed or

uninterpretable outliers, and the rest were assigned to one of the

27 topics.

4 Results

In this section, the final model is described. The identified

27 topics were further explored. Two largest topics had 238 and

223 articles, and two smallest topics had 31 articles each; these

smallest topics were not stable in previous runs of Model 3.

The topics were labeled based on their representative terms and

documents. For instance, the automatically produced label for

topic 5 is “depression_bdi_depressive” (BDI is Beck Depression

Inventory). The first ten terms for topic 5, with their c-TF-

IDF scores, are “depression” (0.035), “bdi” (0.026), “depressive”

(0.019), “inventory” (0.018), “psychometric” (0.014), “scales”

(0.014), “scores” (0.013), “affective” (0.013), “depressed” (0.012),

and “temperament” (0.012). It can be concluded from these

terms that the topic is related to psychometric studies exploring

measures of depression. The classification score of the user-

defined label “psychometrics of depression” (0.995) was high;

in comparison, such a label as “depression and anxiety” scored

0.296. Hereinafter, the automatically produced labels are kept for

BERTopic visualizations, and a few topics mentioned in the text

of the paper are described by their user-defined labels, which were

tested with the classifier and obtained scores above 0.990.

For a specific topic, the most representative documents can

be found. For instance, for topic 20 (“internet addiction”), the
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TABLE 1 BERTopic models.

Model Parameters N topics Outliers TC TD Interpretability

Model 1 15, 15, 0.80 32–34 706–757 0.384 0.799 Topics redundant

Model 2 30, 10, 0.80 25–28 575–623 0.404 0.732 Interpretable topics

Model 3 30, 10, 0.20 26–27 659–683 0.536 0.717 Interpretable topics

Model 4 45, 10, 0.20 20–22 632–749 0.543 0.695 Topics underrepresented

The parameters include the minimal cluster size, the minimal number of samples, and the keyword diversity. TC is topic coherence, TD is topic diversity. The results of three runs for each

model are given as a range for the number of topics and the number of outliers. For TC and TD, the results are averaged.

following abstract from the paper by Ni et al. (2009) is one of three

most representative documents:

“The prevalence of Internet addiction and influential

factors associated with Internet addiction among freshmen

college students were investigated in this study. A total

of 3,557 first-year university students from a university

in northwest China were surveyed with Young’s 20-item

Internet Addiction Test (IAT) questionnaire, a Self-Rating

Depression scale (SDS), a Self-Rating Anxiety scale (SAS), and

a basic information questionnaire. A rate of 6.44% of the

participants surveyed showed Internet addiction. The students

with Internet addiction had higher scores of SDS and SAS

compared with those without Internet addiction (p < 0.01).

There were significant positive correlations between SDS and

SAS scores and Internet addiction (p< 0.001). Multiple logistic

regression analyses showed that a single-parent family, the

age of first exposure to Internet use, the age of the student,

city residence, and homesickness were significantly associated

with Internet addiction (p < 0.01). Special and closer attention

should be paid to these factors, and a risk-focus approach

should be implemented in university freshmenwith depression,

anxiety, and other influential factors associated with Internet

addiction at the beginning of their university life to guarantee

the fulfillment of their academic study and graduation.”

Supplementary Table 1 presents the list of the topics with

the following information: the custom label of the topic and its

classification score; the number of documents in the topic; and a

representative document. The latter is provided as a citation with

the DOI, so that the abstract (and the full text of the paper, if

available) can be easily accessed.

Topics were explored in regard to their word representations,

as shown in Figure 3. For the sake of visual clarity, only the first six

topics are presented in the plot as an example. These topics include

1,087 articles, which is 38 % of the total sample. The first five most

representative terms are shown for each topic, and the horizontal

axis shows their c-TF-IDF scores. Thus, the first task, describing

the topics themselves, was completed, the topics were labeled, the

relevant words and their c-TF-IDF scores explored, the relevant

documents obtained.

The relationships between topics were explored with the

document embedding visualizations (not presented in the paper,

the interested researcher is referred to the code), the heatmap, and

the cluster dendrogram. In Figure 4, the heatmap is shown. The

topics are sorted for clearer presentation of similarities between

them. In the first group of topics, similarity scores between topic 0

(“medical residents’ burnout”), topic 1 (“nursing students’ anxiety

and skills”), topic 14 (“burnout in nursing”), and topic 17 (“medical

curriculum and empathy”) range from 0.67 to 0.82. Overall, some

topics are more isolated than others. It could be seen, for instance,

that topic 18 (“medical students’ depression”) has relatively high

similarity scores with a number of other topics, while topic 13

(“sleep problems”) has very low similarity scores with other topics.

In Figure 5, agglomeration levels of the topics are presented as

a cluster dendrogram. The vertical axis shows the distance between

clusters, so it can be seen at what distance clusters merge. Different

colors are used for different clusters starting from distance 1 (the

default option).

Some topics have relatively high cosine similarity according to

the heatmap and are agglomerated at the early stage of clustering

in the dendrogram, such as topic 0 (“medical residents’ burnout”)

and topic 17 (“medical curriculum and empathy”). Other topics are

close according to the dendrogram but not to the heatmap. For

example, topic 5 (“psychometrics of depression”) forms a cluster

with topic 2 (“OCD and anxiety”) in the dendrogram, but in the

heatmap has the highest similarity score with topic 11 (“suicidality

and depression”).

Dynamic topic modeling in the frame of BERTopic allows

tracing evolution of topics with time. Figure 6 depicts the timeline

for topics 0 (“medical residents’ burnout”), 4 (“pandemic-related

anxiety”), 5 (“psychometrics of depression”), and 20 (“internet

addiction”), with the vertical axis showing the number of

publications on a certain topic. The topics were selected based

on their impact on the field and potential interest to researchers.

Topic 4 (“pandemic-related anxiety”) predictably peaked in years

2020–2021, with topic 0 (“medical residents’ burnout”) following it,

while publications on topic 5 (“psychometrics of depression”) and

topic 20 (“internet addiction”) were comparatively scarce. In the

graph, years 2022–2023 might be underrepresented, as the papers

published in these recent years are still being added to the database.

Finally, the BERTopic function that finds topics most similar

to a search term was used, and the results were visualized with

the custom graph. In Figure 7, the results for two search terms

are shown, in each case with three relevant topics as nodes and

similarity scores on the edges from the term to the topics.

With the term “internet addiction”, the researcher can see how

topic 20 (“internet addiction”) is related to other topics. It appeared

that topic 2 (“OCD and anxiety”) and topic 3 (“substance abuse”)

are also relevant to this term, though with lower similarity scores.

With the term “burnout measures”, the researcher can find topics

related to psychometric instruments for burnout. These are topics
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FIGURE 3

Topic representations for the first six topics. OCD is Obsessive-Compulsive Disorder, BDI is Beck Depression Inventory. The x-axis shows c-TF-IDF

scores of words.

0 (“medical residents’ burnout”), topic 14 (“burnout in nursing”),

and topic 17 (“medical curriculum and empathy”). These results

are discussed in the next section.

5 Discussion

Mental health in academia is a problem that requires attention

from the research community. Depression, anxiety, and burnout

are distinct but interrelated conditions highly prevalent in

academic environments, and they are increasingly addressed by

scientific publications. With growing number of these papers,

methods of extracting meaningful insights from previous findings

should be used that can process large amounts of data and employ

human expertise. In this study, BERTopic, an advanced topic

modeling technique, was applied to analyzing the abstracts of

PubMed articles on depression, anxiety, and burnout in academia.

Comparing to literature reviews that are conducted by human

experts, topic modeling as a machine learning method gives a

possibility to deal with a substantially larger number of sources:

in this study, 2,846 scientific papers published from 1975 to 2023

were explored.

The study illustrated the use of the modular structure of

BERTopic, which provides researchers with sufficient flexibility for

building models that satisfy their requirements. In this study, the

model was selected based on topic interpretability, the proportion

of outliers, and TC and TD as supplementary criteria. The

undeniable subjectivity of the topic interpretability criterion can

be understood, from the methodological point of view, as the

need to be aware of multiple perspectives on topic selection

depending on the specific research context (Gelman and Hennig,

2017). In practical terms, however sophisticated the method of

topic modeling is, the researcher’s domain knowledge still plays

a crucial role in model selection and interpretation (Egger and

Yu, 2022; Grootendorst, 2022). The analytical decisions made

in this study were transparently reported. They included data

collection (selecting the query and the database); choice of specific

BERTopic modules (such as clustering with HDBSCAN); tuning

the parameters (such as minimal cluster size and MMR); and

criteria for model evaluation. In model interpretation, as reiterated

below, inevitable subjectivity of the researcher’s perspective is even

more prominent, be that labeling the topics, selecting the topics to

be explored in more detail, etc.

The final BERTopic model identified 27 topics in the data,

and document embeddings with hierarchical levels give a general

picture of the field with relative sizes of topics (see the code

for the interactive visualization). These results are presented in

Supplementary Table 1, which reports the number of documents in

each topic, the topic labels, and representative documents. Topics

related to the concept of burnout were prominent, and from topic

evolution in Figure 6 we can see that texts on burnout of medical

professionals in the pandemic times influenced this situation to
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FIGURE 4

The heatmap for the 27 topics. The topics are sorted for clearer presentation. The scores are the cosine similarities between the topic embeddings.

Darker colors represent higher similarity scores.

a substantial degree. Multiple topics were related to anxiety, out

of which topic 2 (“OCD and anxiety”) might be interesting for

clinicians, as its most relevant words include anxious (“phobia”)

and comorbid (“OCD”) disorders. In this topic, as well as in many

others, at least two of three conditions under scrutiny (in this

case, “anxiety” and “depression”) are identified as the most relevant

words. Depression is mentioned in a number of topics, including

topic 11 (“suicidality and depression”), which could be important

for researchers and clinicians. Overall, the topics identified by the

model represent the field comprehensively. It can be seen from the

labels of the topics that include various comorbid conditions, from

OCD to bipolar disorder, substance abuse, eating disorders, etc. The

number of texts addressing mental health of medical students and

residents was disproportionally large in comparison to texts related

to other populations in academia, which is possibly explained by

the PubMed specialization.

In addition to the general overview of the field, in which

regard topic modeling is similar to a literature review, though on

a substantially larger scale, the researcher can focus on specific

topics and explore their relevant documents, similarities to other

topics, and evolution with time. This focus is also subjective to

some degree; the researcher studying the results of the model

might be interested in topics related to OCD or borderline

disorder. In this study, the author’s attention was drawn to

psychometric measurement and internet-related problems. Topic 5

(“psychometrics of depression”) contains abstracts of papers, many

of which discuss psychometric measures for depression, validation

of new scales, or translation and adaptation of the most frequently

used scale, BDI, into different languages. The importance of valid

and reliable psychometric instruments for depression, anxiety, and

burnout should not be underestimated. For instance, in a meta-

analysis (Koutsimani et al., 2019), results of studies on burnout

differed substantially depending on which burnout measure was

used. In this model, BERTopic did not assign distinct topics for

psychometric studies on anxiety and burnout, but these could have

been included in other topics (as Figure 7 shows for burnout).

For topic 5 (“psychometrics of depression”), evolution of the topic

shown in Figure 6 does not reflect its potential importance for the

field. This result could be biased by insufficient presentation of

psychometric research on depression in PubMed, or by assignment

of such papers to other topics, or by the fact that most recent papers

have not been added to the database yet. However, it should be

emphasized that psychometric instrument validation is the basis

for methodologically rigorous research and thus needs to receive
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FIGURE 5

The dendrogram of the topics. The vertical axis shows the distance between clusters. Clusters are colored at the threshold of 1.

sufficient attention in the area of mental health. As it was shown

that internet-related problems intertwined with depression and

anxiety have become more prevalent in recent years (Servidio

et al., 2021; Gavurova et al., 2022), the author also focused on

topic 20 (“internet addiction”). Its relationships with other topics

are elucidated with the dendrogram in Figure 5, where this topic

clusters at a later stage with topics related to substance abuse, sleep

problems, etc. In Figure 7, topic 20 is the most similar to the search

term “internet addiction”, which is predictable considering the fact

that this collocation is the topic label with the classification score

0.998; two other topics (2 and 3) present a certain interest as they

could be also related to the internet addiction problem. Topic 20

included only 35 studies, and its timeline in Figure 6 did not show

substantial progress in the recent years. The same considerations

about bias as for topic 5 might apply, and there might be

studies on internet-related problems in academia that were not

included in the model. However, the importance and prevalence

of internet-related problems in our digitalized world tend to

increase, and focusing on this area might be beneficial for mental

health research.

Limitations of the study are related to each stage of the process

and can be addressed by further research. The stage of data

collection includes analytical choices regarding the database, the

query, and the texts themselves, which provide ample possibility

for change. In this study, scientific papers were represented by

abstracts, and further research might compare this with full text

mining. The abstracts were extracted from PubMed, which is a

relevant database containing the increasing number of scientific

publications; however, other databases might be queried in the

future to obtain a more representative picture of the field. The

query used in this study might be tuned to maximize the coverage

of literature and decrease the risk of gathering incomplete and

noisy data. In this study, such academic groups as undergraduate

students, doctoral candidates, and postdocs were not differentiated,

and this approach can be changed in future research. At the stage

of data analysis with BERTopic, the user encounters the following

issues that can be addressed by further research. As mentioned

above, BERTopic assigns each document to a single topic, although

it is partly resolved by soft clustering of HDBSCAN (Grootendorst,

2022). A more serious problem, typical for other topic modeling

methods such as LDA (Agrawal et al., 2018), is caused by the

model stability issue. In BERTopic, the instability is related to the

stochastic nature of the UMAP algorithm. Therefore, results of

three runs for each model were averaged, and fixing a random
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FIGURE 6

The number of publications on topics 0, 4, 5, and 20 changing with time. The x-axis shows the time and the y-axis the number of publications.

FIGURE 7

Relevant topics and similarity scores for two search terms. The

topics are shown as the nodes, and similarity scores between the

term and the topics are on the edges.

seed in UMAP was required for reproducibility of the final model

(Grootendorst, 2023).

To conclude, the study showed the use of BERTopic for

analyzing literature on mental health in academia. Advantages

of this novel method of topic modeling were illustrated,

and limitations of the study were outlined. The findings

described in this paper might shed light on areas to be further

addressed by topic modeling and by mental health research.

Cumulative effort of scientists in different fields can hopefully

result in better procedures and instruments for diagnosing,

preventing, and treating depression, anxiety, and burnout

in academia.
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