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Abstract

Ensembles are important tools in machine learning because they are often more accurate

than single predictors. Although it has been shown that an accurate ensemble would

benefit from having both accurate and diverse predictors, some studies in the literature

could not support the influence that diversity has on the overall accuracy of an ensemble.

In this thesis we are investigating the influence that diversity has on improving accuracy

or equivalently reducing the generalisation error.

There have been many diversity measures introduced in the literature, however as outlined

in [1] the only one that had a strong negative correlation with generalisation error, was

a diversity measure called ambiguity. The ambiguity measure was obtained by using the

bias-variance decomposition of classifiers along with the 0-1 loss. As a result, our first

set of experiments focuses on this type of diversity measure. We analyse the effect that

the ambiguity measure has on decreasing the generalisation error of forests created by

bootstrapping. We compare the effect of the ambiguity by having bootstrapping with or

without replacement, by varying the number of trees, by varying the patterns or features

used in building each tree. Our results show that bootstrapping without replacement

yields lower test errors. A similar effect has been seen on bigger ensembles or by providing

more data to the classifiers. We propose pruning approaches that involve ambiguity and

compare their effect on the generalisation error versus a pruning method that promotes

randomness. Our results show that there is no significant difference between the two types

of approaches.

Next, we define two new ambiguity measures derived from the cross entropy and hinge

loss. We analyse their properties and find that out of the three ambiguity measures defined

for classifiers (including the 0-1 loss introduced earlier), the only one that achieves all the

desired properties of a diversity measure is the one obtained from the cross entropy (being

always positive, and zero if and only if all the classifiers agree). We build ensembles

by using bagging and by varying the sampling rates, we find that there is a negative

correlation between generalisation error and diversity at high sampling rates; conversely

generalisation error is positively correlated with diversity when the sampling rate is low

and the diversity high. We use an evolutionary algorithm in order to maximise ambiguity

and we find that the evolved ensemble in general has lower generalisation error than the

initial ensemble. We define the term “ambiguous ensembles” as ensembles with high values

of ambiguity. Additionally, we investigate the effect of pruning on larger ensembles and

propose several pruning methods that prioritize ambiguity, as well as others that promote



less ambiguous ensembles. Our results show that the approaches the prefer ambiguous

ensembles reduce the generalisation error. Hence, our overall results support the influence

that the diversity has on minimising generalisation error.

Finally, we define diverse forests by building trees with different impurities. We choose

families of impurities which are characterized by different parameters and we analyse

the effect of choosing different parameters has on the generalisation performance. By

tuning the parameters we can define symmetric or asymmetric impurities. In the case

of imbalanced datasets the use of asymmetric impurities has been proven beneficial in

predicting the minority class which usually is of big interest. We contrast the behaviour

of the forests by using symmetric, asymmetric impurities with forests of trees built with

different impurities (different parameters). Our results do not show a significant difference

in performance.
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Chapter 1

Introduction

1.1 Supervised learning

Machine learning is a popular field, widely used in our daily lives. From applications

ranging from voice or facial recognition to image processing or medical diagnosis, machine

learning is becoming a useful tool in our lives.

Supervised learning is a branch of machine learning that aims to find a mapping between

some input and output data [2]. According to the type of output data, supervised learning

is divided into to two sub-categories: classification and regression. Supervised learning

is used to answer questions such as: “How the weather is going to be tomorrow?”, “Is

the patient likely to have a specific illness?”, “Are the property prices going to increase

next year, taking into account the economic fluctuation?”, etc. Classification problems

are concerned with assigning the input vectors to a finite number of discrete categories

or classes. On the other hand, in regression problems the output contains one or more

continuous variables [3].

Machine learning techniques involve training a model to “learn” the patterns of the data,

in order to be able to recognise similar patterns on new, unseen data (called test data),

action called generalisation. A model is assessed according to its predictive capability,

which is quantified by the generalisation ability from the training patterns to the test

data.

The unseen data is supposed to have the same distribution as the training data, so that

the patterns learned during the training stage can be identified in the test data. If the

test data does not follow the same distribution, the model might fail to recognize the data

patterns correctly and may not generalise well [3],[4], [5], [6]. One way of ensuring that

training and test data have the same distribution, is by generating them from the same

data by using stratified k-fold cross validation [5],[7]. Formally in the case of supervised,

we can define a model in the following way:

Let f be a model, defined as a function f : X → Y , where X represents the data, as a

sequence of examples and Y the true classes of the examples (in the classification case), or

the targets (regression case). There can be many mappings that associate the data X with
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the targets Y , let us denote the family of models as F . The functions f belonging to the

family are defined on a set of random independent identically distributed examples drawn

from a probability distribution P (x, y), which is unknown, where x ∈ X and y ∈ Y . In

the classification case, Y is a discrete set, whereas in the regression case it is a continuous

set. In this thesis we will focus on classification.

Given all these possible models, the question arises, which model to choose? In order

to answer this question, we will evaluate each of these candidates models by using a loss

function, L. A loss (error) function quantifies the amount of incorrectly classified examples

or patterns. The best candidate model will be the one with the lowest average loss. The

average loss of a classifier can be defined in the following way:

R[f ] =

∫
X,Y

L(y, f(x))P (x, y)dxdy (1.1)

where R is called the expected risk. Obviously, the best classifier will be the one that

minimises this quantity:

f∗ = arg min
f∈F

R[f ] (1.2)

Since the distribution P is unknown, another metric in order to quantify the performance

of a model was defined, called the empirical risk minimization. The empirical risk mini-

mization method was firstly introduced in [8] and evaluates the loss on the training data:

Rerm[f ] =
1

N

N∑
i=1

L(y, f(xn)) (1.3)

The empirical risk is an approximation to R because the data samples are presumed to

be drawn from P (x, y). The empirical risk minimization method is the closest metric we

have for assessing the model’s performance from the training process, since the test data

is unknown and the distributions of the two types of data are known.

1.2 Ensembles of classifiers

Obviously, the most important feature of a model is its prediction capabilities. Another

technique that has been shown to produce successful predictions is called ensemble aggre-

gation. An ensemble is a collection of classifiers, which combines their predictions into

one. It has been shown that a collection of classifiers performs better than a single one [9].

Ensemble predictions are obtained by combining the predictions of individual classifiers.

The most popular methods used in classification are majority voting or weighted voting.

Majority voting implies that each predictor assigns a class to a specific pattern and the

class that gets the most votes, will be the ensemble’s prediction for that particular example.

Mathematically, majority voting can be defined as:

Yn = argmaxclass

M∑
i=1

I(yin = class) (1.4)
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1. Introduction

where Yn is the ensemble prediction and yin is the prediction of the ith classifier, both for

the nth pattern, M is the number of classifiers and I is the identity function.

Weighted voting requires assigning different weights to the predictions of individual base

models before combining them. The ensemble prediction via weighted voting can be

defined in the following way:

Yn =

M∑
i=1

ciyin (1.5)

where ci are the non-negative weights, that sum up to 1. The aggregating of the classifiers’

predictions is illustrated in Figure 1.1.

Figure 1.1. Schematic representation of ensemble predictions

Ensembles were introduced by Hansen and Salamon in [9], who have shown the improve-

ment in generalisation performance in an ensemble of neural networks. Many successful

ensemble techniques have been suggested in literature: bagging [10], boosting [11], random

forests [12] and negative correlation learning [13]. Bagging involves sampling different parts

of the data and feeding it to the classifiers in order to produce different models. After-

wards their predictions are averaged. Data can be divided into rows (patterns) or columns

(features). In the case of bagging, all features are considered, whereas the patterns are

randomly selected. Boosting gradually builds ensembles by training the models in mul-

tiple iterations. At each iteration the examples that are misclassified at an earlier stage

are given higher priority. Random forests on the other hand, train the trees with random

subsets of features. Each of these ensemble methods have been used in real-world appli-

cations. For example, random forests and boosting techniques have been used intensively

in classification and regression problems, with applications in the field of bioinformatics

[14], medical research [15], [16], forecasting stock prices [17], [18] etc. Neural-networks

have also been used successfully in deep learning problems, such as: object detection [19],

handwritten digit recognition [20], etc. Even though all these ensemble methods can be

suitable for machine learning tasks, the characteristics of the data, the computational

resources might lead to some of these ensemble techniques to be preferred.
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1.3 Accuracy and diversity

In the previous section, we emphasized the importance of ensembles. However, one ques-

tion that arises is how to select the component classifiers? It has been shown that an

ensemble with good generalisation performance should contain members which differ in

their predictions [21],[22]. Therefore, accuracy and diversity are main features to take into

account when building an ensemble.

It has also been shown that ensembles containing a large number of classifiers achieve a

good generalisation performance. However the computational time necessary to produce

the prediction is influenced by the number of models in the ensemble, therefore having a

large number of predictors is not always beneficial.

In this thesis, we will explore the effect that different diversity measures have on the

generalisation error of small ensembles. Our experiments show that the benefit of having

a larger ensemble is not significantly higher in terms of generalisation error, compared to

the one of a small ensemble. We have analysed diversity measures defined on the input or

output space. Diversity measures defined on the input space quantify differences amongst

the data selected to build the predictors. Whereas diversity measure defined on the output

space measure the differences between the models’ predictions.

There is no universal formula for diversity, therefore many types of diversities have been

introduced in the literature. Some studies could not support the influence that diversity

has on generalisation error, e.g. [23]. This aspect was explained in [1] which found that

different diversity measures have a different correlation level with the test error. The

authors found that there is a high correlation between diversity and generalisation error

when diversity is small, however the correlation decreases after diversity surpasses a certain

threshold.

A new diversity measure based on the ambiguity decomposition of regression ensembles

and the bias-variance decomposition was introduced in [21]. Based on this idea, we will

introduce new diversity measures, also called ambiguities. We will explore their theoretical

characteristics and evaluate their use empirically.

1.4 Research Questions

This thesis focuses on the effect that diversity has on reducing the generalisation error. We

have analysed the correlation of different diversity measures with the test error and have

introduced two new diversity measures based on the bias-variance decomposition, by using

the cross-entropy or hinge losses. We investigate the effect that the ambiguity obtained

from the cross-entropy (ambCE) has on reducing the generalisation error, with the aid of

an evolutionary algorithm. We have conducted our analysis in the case of random forests,

due to their high generalisation performance. Next, we suggest pruning methods that

involve the ambiguity based on the cross-entropy measure and study the effects on the

generalisation error. Finally, we inject diversity in a random forest by building trees with

different asymmetric impurities and investigate the impact that it has on the generalisation

error. Therefore, the research questions that the thesis focuses on are:

1. What is the correlation between various diversity measures and generalisation error?
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1. Introduction

2. Which diversity measure has the most impact on generalisation error reduction?

3. Does pruning according to diversity measures have a positive impact on generalisa-

tion error?

4. Does injecting diversity in a random forest by building trees with different impurities,

contribute to error reduction?

1.5 Contributions of the Thesis

This thesis includes the following contributions to the field of evolutionary optimisation

and machine learning.

1. The derivation of two new ambiguity measures, based on the bias-variance decom-

position by using the cross-entropy error or hinge loss

2. An analysis of the properties of the above mentioned ambiguities. Out of the three

ambiguity measures, only the one derived from the cross-entropy, ambCE , satisfies

all the desired properties (is always positive and zero if and only if the predictions of

all the constituent classifiers agree). We prove that the ambiguity obtained from the

hinge loss, ambHL does not satisfy the property if it is equal to 0, then all classifiers

predict the same.

3. An evolutionary algorithm is developed which favours ambiguous ensembles, which

empirically is shown to decrease the generalisation error for small ensembles over a

range of different classification problems

4. A series of ensemble pruning techniques that incorporate the ambCE diversity mea-

sure are introduced, which are shown to be efficient in reducing the generalisation

error.

5. An analysis of the effects of building trees with asymmetric impurities, as a method

of injecting diversity is provided. Impurity functions are used in building decision

trees, by determining the optimal split of a node. Asymmetric impurities bias the

predictions of a tree to a specific class and are used in the case of imbalanced datasets.

1.6 Outline of the thesis

This chapter briefly presents some basic knowledge for the subsequent chapters. We have

also presented the research questions that this thesis focuses on and the main contributions

of the thesis.

Chapter 2 reviews basic concepts from the literature. Section 2.1 describes the concepts

of supervised learning. The bias-variance decomposition is described in section 2.2 along

with some methods of reducing each of these components. In section 2.3 ensembles are

defined, whereas section 2.4 reviews some popular ensemble techniques such as bagging

and boosting. Section 2.4.4 presents a popular ensemble method, also used in our ex-

periments, random forests. The main factors in building successful ensembles, accuracy

and diversity are presented in section 2.5. Finally, since diversity and accuracy are key

features in designing ensembles, a multi-objective approach can be used. Techniques for

multi-objective optimisation are presented in section 2.6. Some state of the art algorithms
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which involve multi-objective optimisation are summarized in Section 2.7. Another impor-

tant aspect to consider when building ensembles, is computational costs. While in some

cases having a large ensemble would be beneficial in terms of accuracy, it would increase

the computational time and memory used. Ensemble reduction techniques, which aim to

reduce ensemble size without compromising too much on ensemble accuracy, are presented

in section 2.8.

Chapter 3 investigates the correlation between different diversity measures and the general-

isation error. We considered the following diversity measures: coincidence failure diversity

(CFD) [24], disagreement (DIS) [25], Kohavi-Wolpert (KW) [26], ambiguity [1]. We also

introduce a new diversity measure, called coherence, which measures the angle between

the predictions of each classifier and the ensemble prediction. Ensembles obtained by

using bagging are employed in this investigation. We analyse the relationship between

these diversity measures and the generalisation error in ensembles obtained by varying

features or patterns, in Section 3.3. Our results empirically demonstrate the superiority

of the ambiguity measure defined in [1], which has a negative correlation with the test er-

ror. In Section 3.6 we study the effect that different ambiguity based pruning techniques

have on the generalisation error. Pruning methods involve reducing the size of an model,

by discarding non-essential components which do not have a high impact on the model’s

performance. Our results show that pruning according to diversity does not yield better

generalisation errors than random ensembles.

In Chapter 4 we continue to investigate the correlation between ensemble generalisation

error and diversity. We introduce two new ambiguity measures derived from the log

loss or hinge loss. We analyse their properties. We characterize the trade off between

ensemble training ambiguity and generalisation error on ensembles of decision trees, by

using different sampling rates. The sampling rates represent the percentage of the training

data that is randomly selected in order to build models. We find that generalisation error

is negatively correlated with low diversity at high sampling rates; conversely generalisation

error is positively correlated with high diversity and low sampling rates. We performed

this experiment on multiple datasets and for each of them there was a different sampling

rate for which the lowest test error was achieved. Also, our experiments showed that it is

impossible to predict from the training data, the sampling rate that would yield the lowest

test error. As a result, we designed an evolutionary algorithm which maximises ambiguity

to obtain this rate. Our results show that the generalisation error decreases at the end of

the optimisation, which demonstrates empirically the positive effect that ambiguity has

on reducing ensemble error.

In the previous chapter our experiments were based on small ensembles, however in some

cases a higher number of predictors might make the ensemble more stable and robust to

variations in the training data or to noisy data. If individual members make errors on

specific patterns due to noise, ensembles having more predictors might overcome the issue.

A drawback of having big ensembles, is that a big number of predictors would increase

linearly the execution time. As a result, determining the right number of predictors

is not straightforward, therefore Chapter 5 focuses on pruning techniques, in order to

determine the optimal number of trees. We define pruning methods that favour ambiguity
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(the one derived from the log loss, ambCE). We have developed two methods, one that

starts with a forest of trees and at each iteration a tree is discarded according to different

criteria and one that has a fixed number of trees, m and tries to add and discard a tree

at each iteration. We have also designed a new evolutionary algorithm that randomly

selects m trees and keeps always the more ambiguous forest. We have compared all these

approaches and concluded that the techniques that favour ambiguous ensembles, along

with the evolutionary algorithms yielded the best generalisation errors.

Chapter 6 explores a different path of ensuring diversity in a forest. We investigate the

effect that building trees with the different impurities has on the ensemble error. We

analyse in the case of imbalanced datasets, where the minority class is of more interest.

It has been proven that asymmetric impurities that bias the prediction in the direction

of the minority class, are more beneficial in the case of imbalanced classes. We compare

the behaviour of trees built with asymmetric impurities against forests built with sym-

metric impurities. Our results show that there is no significant difference between the two

approaches.
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Chapter 2

Background and related work

This chapter summarizes the literature related to this thesis. Section 2.1 describes a

sub-class of machine learning, called supervised learning. Section 2.2 presents the bias-

variance trade off and its importance in the prediction process. Section 2.3 describes

into more detail the concept of ensembles, while Section 2.4 presents popular ensemble

methods. Section 2.5 reviews two key aspects in building successful ensembles, accuracy

and diversity. These two factors are successfully combined in multi-objective algorithms,

presented in Sections 2.6 and 2.7. Section 2.8 reviews ensemble reduction methods from

the literature.

2.1 Supervised learning

One of the aims of machine learning is to develop computer algorithms and techniques

“that are able to learn i.e. to improve automatically through experience” [2]. Any machine

learning technique is formed of two stages: it first selects a candidate model and then

in the second stage it estimates the parameters of the model with the aid of available

data and a learning algorithm [2]. A widely used type of machine learning is supervised

learning. The algorithms belonging to this class select a model that approximates the

mapping between the input and output data [2]. Supervised learning is divided into two

sub-categories: classification and regression. Both types of supervised learning can be

described mathematically as being able to train a machine F , such that:

F : x→ t

t = F(x,w)

where x is the input vector, t is the target vector and w are the parameters of the model

that can be adjusted to control the behaviour of F [27]. However, this is not always

possible, and F is just an approximation of the required mapping.

Classification problems are concerned with assigning the input vectors to a finite number of

discrete categories. On the other hand, in regression problems the output contains one or

more continuous variables [3]. Another difference between classification and regression is

the fact that they have different error functions. The regression error function is often the
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sum of squared errors [27], which is used in conjunction with the assumption of Gaussian

distributed noise:

LMSE(y) =
1

2σ2

N∑
n=1

(tn − y(xn))2 (2.1)

where tn are the targets, y the model, σ the standard deviation of the samples, xn the nth

pattern.

In the classification case where the targets are discrete, a suitable error function would have

to minimize the difference between the predicted values and the true classes. Therefore a

good candidate would be the cross entropy error (log loss). In this thesis we only consider

binary classification, in which case the output of the supervised machine, y(xn) is the

estimated probability of belonging to one class. The log loss in a binary classification case

would be defined as [27]:

Llog(y) = −
N∑
n=1

[tn log y(xn) + (1− tn) log(1− y(xn))] (2.2)

In this thesis we will focus on supervised learning, using classification.

Another goal of machine learning techniques is to ensure generalisation. Generalisation is

the ability of a learner to perform well when predicting on unseen data [28]. Learning the

exact mapping that would fit training data and recognize an unseen pattern is difficult in

practice, due to the noise present in the training data.

Since a learning algorithm receives only a subset of training data, the learning goal is to

create a statistical model that will fit as much as possible the training data, but at the

same time given another related data set (generated by the same process as the training

data), the error of the model will not become significantly different [28]. This statement

describes two important terms in machine learning: bias and variance, which are the

causes of prediction error.

Understanding these two sources of error is important, because by taking measures to

minimize them as much as possible, we would obtain more accurate models. However, by

trying to reduce one of them, it will increase the other one and vice-versa, also known as

the bias and variance trade-off. In the next section we will present these two sources of

errors into more detail and also suggest techniques to balance them.

2.2 Bias and variance trade off

The bias and variance decomposition was firstly introduced in [29]. These two quantities

were defined in the regression case, by using the mean squared error (see Eq 2.1). Let y
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2. Background and related work

be the approximated function and t the targets. From Equation 2.1 we will obtain:

MSE(y) = E[(y − t)2] = E[(y − E(y) + E(y)− t)2]

= E[(y − E(y))2 + 2(y − E(y))(E(y)− t) + (E(y)− t)2]

= E[(y − E(y))2] + E[2(y − E(y))(E(y)− t)] + E[(E(y)− t)2]

= E[(y − E(y))2] + 2(E(y)− t)E(y − E(y)) + (E(y)− t)2

= E[(y − E(y))2] + 2(E(y)− t)(E(y)− E(y)) + (E(y)− t)2

= E[(y − E(y))2] + (E(y)− t)2

where E is the expectation over all possible training sets. The above equality proves that

the mean squared error is can be expressed as the sum of two terms: the bias and the

variance.

The bias is the defined as:

Bias2 = (E(y)− t)2 (2.3)

The formula for variance is:

E[(y − E(y))2] (2.4)

The error due to bias is based on the difference between the model suggested by the

algorithm (on an average over all data sets and initial conditions) and the correct mapping

[28]. The simplifying assumptions made by a model to make the desired mapping easier

to learn are a source of bias [30].

If we consider a simple model F , which is independent of the data and differs from t, the

bias term will be very high. On the other hand, complex models have a low bias [28].

The variance error refers to the variability of the model for a given pattern, given all

possible weight initialization and choice of input parameters. The target function is de-

termined from the training data by a machine learning algorithm, therefore the algorithm

it is expected to have some variance. Ideally, the target function should not change too

much when switching from one dataset to another, meaning that the algorithm is good at

determining the hidden underlying mapping between the inputs and the output variables.

Machine learning algorithms with high variance are strongly influenced by the charac-

teristics of the training data. Therefore, the number and types of parameters used to

characterize the mapping function are influenced by the specifics of the training data [30].

For a simple model f , the variance will be zero (f being independent of the data), whereas

for a complex model the variance will be high [28].

As a result, algorithms that suggest small changes to the estimate of the target func-

tion with changes to the training dataset, have low variance. Conversely, algorithms that

suggest large changes to the estimate of the target function with changes to the training

dataset, have high variance [30].

Figure 2.1 illustrates the relationship between the complexity of the algorithm and the

error due to bias and variance.

Similar decompositions have been suggested in the classification case [31], [32], [33] how-
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Figure 2.1. Bias and variance relationship

ever none of them provided decompositions similar to the regression case, with the same

obvious interpretations (i.e loss = bias+variance) [1]. In our work we have also suggested

a series of decompositions by using different loss functions.

Methods of reducing bias and variance

Bias and variance can be reduced by several ensemble methods. For example, both of

them can be reduced by using boosting algorithms [34], whereas variance can be reduced

by using bagging or ensembles [35]. Next we will present the ensemble concept.

2.3 Ensembles

Ensemble methods are collections of predictors, that obtain better prediction performance

than a single predictor, by reducing the variance. The models are trained on the same

data and their predictions are combined for the final prediction of the ensemble. Figure

2.2 describes how an ensemble is built in the case of classification .

Figure 2.2. The figure on the left illustrates the ensemble prediction process, when subpatterns of
the data are selected when creating individual models. The figure on the right denotes the same
process when subfeatures are used.

In the next section we will present popular ensemble learning techniques, such as bagging

and boosting. We will consider M to be the number of base classifiers and N the total

number of patterns.

2.4 Ensemble learning techniques

2.4.1 Boosting

Boosting is an ensemble meta-algorithm that converts weak learners to strong ones. A

weak learner is considered a classifier that can label data better than random guessing
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[34].

Boosting algorithms contain weak classifiers that learn iteratively and these classifiers are

combined to form a strong classifier. After being added, they are weighted according to

their accuracy. After the addition of a weak learner, the data are given different weights:

the misclassified examples gain weight, whereas correctly classified examples lose weight.

As a result, the examples that were misclassified by previous learners will be used the

most by future weak learners [34]. In this way the ensemble corrects the errors made by

earlier models, reducing bias. Additionally by combining multiple weak learners into a

strong model, boosting can also help reduce variance.

A frequently used boosting algorithm is called ADABOOST. The pseudocode for AD-

ABOOST is presented in Algorithm 1, where I(true) = 1 and I(false) = 0 and yj(xi) is

the prediction of the jth classifier of the ith pattern, xi [36]. ADABOOST starts by assign-

ing equal weights to all examples in line 1. At each iteration, a new model is being built

according to the current weights. The total error of the current model is being calculated

in line 5. If the error is worse than random guessing, then the weights are reinitialised

from a uniform distribution and the process starts again (lines 7-9). If the error is less

than random guessing, then the amounts of say/importance of the predictor, αj is being

calculated, defined in line 10. After this step the new weights are being calculated (line

11). If a pattern was correctly classified by the model, then the new weights given to this

particular datapoint will be wj+1(i) = wj(i)e
αj and wj+1(i) = wj(i)e

−αj if it was miss-

classified. In this way, patterns that were correctly classified are given less importance

in the prediction process and the new model will focus more on more difficult to predict

examples. Finally, the model with the highest importance will be returned. The test

data will be passed to trained ensemble and the final prediction will be made according

to majority voting.
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Algorithm 1 ADABOOST

Input: X = {xi}Ni=1 . training data
Input: t = {ti}Ni=1 . targets
Input: NoTrials
Input: WeakLearner . a weak learner
Output: yf . ADABOOST classifier

1: w1(i) = 1
N ∀i . initially a uniform distribution

2: for j = 1→ NoTrials do

3: pj(i) =
wj(i)∑
i wj(i)

4: yj = WeakLearner(pj)
5: εj =

∑
i pj(i)I(yj(xi) 6= ti) . total error

6: if εj > 0.5 then
7: restart with uniform weights
8: wj(i) = 1

N
9: go to line 3

10: αj = 1
2 log

(
1−εj
εj

)
. amount of say/importance

11: wj+1(i) = wj(i)

{
eαj , if pattern i is correctly classified

e−αj , otherwise
. reinitialize weights

12: return yf (x) = argmaxy∈t
∑NoTrials

j=1 αjI(yj(X) = t)

2.4.2 Bagging (Bootstrap aggregating)

Bagging is an ensemble meta-algorithm used in statistical classification and regression.

Bagging as a technique splits the training set X of size N , into m training sets Xi of size

n by sampling from X uniformly with replacement. As a result, some observations can

appear several times in Xi. This type of sampling is called bootstrap sampling. Then

m models are generated by fitting the m bootstrap samples and their predictions are

combined by averaging the output (in the regression case) or by voting (in the classification

case) [35].

This technique improves the accuracy and stability of algorithms and it is used to prevent

overfitting and to reduce variance [35]. It reduces variance by making the model less sen-

sitive to fluctuations in the training data. This is achieved by training multiple diverse

models from bootstrap samples and averaging their predictions.

2.4.3 Negative correlation learning algorithm

A different type of ensemble learning algorithm, called negative correlation learning was

introduced in [13], [37]. This approach focuses on creating biased learners, whose errors

are negatively correlated and therefore tend to cancel when averaged in the ensemble. It

was developed for neural networks, the error of each neural network being defined as:

ei =
N∑
i=1

(yin − tn)2 + λpi (2.5)
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where yin is the prediction of ith network of the nth pattern, tn the corresponding target,

λ the weighting parameter of the correlation penalty term, given by:

pi = −
N∑
i=1

(yin − Yn)2 (2.6)

where Yn is the ensemble prediction for the nth pattern.

Rather than training individually all the ensemble members, which would produce uncor-

related errors, these learners are trained simultaneously, through the correlation penalty

term. The λ term controls the degree of correlation between the members, a value of λ = 0

would imply that the networks are trained individually and uncorrelated.

Brown et al [38] offered a statistical interpretation of the efficiency of this method and

also found an upper bound for the penalty term, by using the properties of the Hessian

matrix. In order for the errors of the networks to converge to a local minima and therefore

contribute to a potential decrease in ensemble error, the authors have shown that the

penalty term should satisfy the following inequality:

λ <
M

M − 1

where M is the number of predictors

2.4.4 Random forests

Another well-known example of ensembles is random forests. A random forest is an en-

semble of randomly trained decision trees, used in classification, regression and other tasks

[39], [40]. A decision tree is a binary tree, where each non-leaf node represents a binary

partition of the feature space.

A decision tree consists of a sequence of nodes, starting from the first node, called the

root. Nodes can be split into one or two branches, called the left or the right child or

cannot be split anymore, in which case they are called leaves.

A split consists of an attribute of the data and a value or threshold that determines the

split. For each pattern that will be evaluated by the tree, the value of its corresponding

attribute will be compared to the threshold, if it is lower, then the pattern will go down

the left branch and otherwise on the right.

In order to determine the best split, an impurity function is used.

The splitting process is repeated until a leaf is reached. In every leaf a final prediction

is stored. In the classification case each leaf contains the empirical distribution over

the classes associated with the training data that reached the leaf. The leaf prediction

model for the tth tree from the forest is: pt(c|X), where c ∈ ck represents the class. All

trees are trained independently in a forest. In the testing phase each pattern is pushed

simultaneously through all trees starting from root until it reaches the leaves [40]. The
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ensemble prediction will be the average over all leaf predictions:

p(c|X) =
1

M

M∑
t=1

pt(c|X)

for a forest formed of M trees. By averaging the predictions the effect of noise is reduced

[40].

The “randomness” refers to the fact that the trees from the forest are randomly different

from each other. This ensures de-correlation between tree predictions, leading to improved

generalisation. Randomness is ensured during the training phase and two of the most

popular methods are:

• bagging

• randomized node optimisation

Bagging (short form for bootstrapping aggregation learning) is an ensemble technique,

which involves providing each predictor a different training data, obtained by sampling

uniformly with replacement from the original data.

Randomized node optimisation for a specific node j is based on selecting a subset of

parameters, Tj , from the set of all possible parameters θ which we denote by T , and train

that specific node with those parameters. The optimisation is done by finding for each

split node j the parameters that maximise the information gain:

θ∗j = arg max
θj∈Tj

Ij

where Ij is the information gain. The information gain [41] is a metric to establish which

would be the best split for a decision tree in terms of class separation and predictabil-

ity performance. Other metrics can be used like Gini index [42] and different impurity

functions. Next we will present the concept of impurity functions, as the experiments in

Chapter 6 are based on these concepts.

2.4.5 Impurity functions

Definition 2.4.1. An impurity function, f : [0, 1]→ R, is a concave function, satisfying

the following properties [43]:

1. f is continuous on [0, 1] and C3 on (0, 1);

2. f ′′ < 0 on (0, 1)

3. f(0) = f(1)

where C3 means that the 3rd derivative of the function is continuous.

An impurity function can be used on all the attributes and for all possible thresholds, and

the pair that would yield the lowest value of the impurity will be chosen as the optimal

split. f maps the re-scaled data on the chosen attribute/feature to impurity.
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Figure 2.3. The values of the Gini index are plotted on the y-axis, whereas the corresponding
probabilities are shown on the x-axis.

The impurity functions can be divided into two categories: symmetric and asymmetric.

Next, we will present the two types of impurities into more detail.

2.4.6 Symmetric impurities

Symmetric impurities are given by symmetric functions on [0, 1] . A function f is sym-

metric if:

f(p) = f(1− p) (2.7)

One of the most used impurity functions in building decision trees is the Gini index,

defined as:

g(p) = 2p(1− p), p ∈ [0, 1] (2.8)

The Gini impurity evaluates how mixed the classes are from each of the groups, determined

by the split. A perfect separation would yield a score of 0, whereas in the worst case the

classes would be distributed equally in both groups, yielding a score of 0.5 [44].

The Gini function is plotted in Figure 2.3.

2.4.7 Asymmetric impurities

Asymmetric impurities as opposed to symmetric impurities do not satisfy Equation (2.7).

They are used in the case of imbalanced classes, where one class occurs much more fre-

quently than the other, the minority class usually being the one of interest. Asymmetric

impurities bias the predictions towards one class, which can be the minority class in the

case of imbalanced classes.

A family of asymmetric impurity functions was defined in [45], defined by the following

equation:

h(p) =
p(1− p)

(−2w + 1)p+ w2
(2.9)

where p is the probability of the minority class from the leaves and w is a parameter

specified by the user. The plot for this impurity can be found in Figure 2.4. Standard

decision trees would reach maximum uncertainty when the probability of a class is 0.5.

However, in the case of imbalanced datasets this scenario is rarely encountered, due to
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Figure 2.4. The values of the h impurity function from Equation 2.9 are plotted on the y-axis,
whereas the corresponding probabilities are shown on the x-axis. This plot was obtained for w = 0.8

the fact that the minority class appears in fewer samples. In such cases, since the focus

is on correctly predicting the minority class, the level of maximum uncertainty should be

decreased as much as possible. Marcellin et al [45] have defined parameter w as being

the value for which the maximum uncertainty would be achieved for the predictions. The

effect that these asymmetric functions would have in terms of recall and precision in

comparison with a symmetric impurity was analysed, by using different classifiers (C45

[46] and Random forests). The experiments showed that the most effective classifier was

the random forest with an asymmetric impurity. A similar analysis was done in [47], where

the performance of asymmetric versus symmetric impurities was compared by using ROC

curves, also in the case of imbalanced classes.

In [43] the authors characterize different impurity functions formally, providing different

theorems that aid the comparison between different impurity functions. First of all, they

introduce the notion of a preimpurity function, which is a function f : [0, 1]→ R, satisfying

the following conditions:

1. f is continuous on [0,1] and C3 on (0, 1)

2. f
′′
< 0 on (0,1)

If f(0) = f(1) = 0, then f is an impurity function. The authors use this notion of preim-

purity functions in order to have more flexibility in fixing the values of the end points.

They define the notion of positive prevalence of a node, as being the weighted proportion

of the positive class in that node, denoted by c, respectively a and b for the left and right

child.

The authors provide the following mathematical framework in order to characterize im-

purity functions.

Proposition 1. Given a node n, with positive prevalence c and total weight W , with left

and right positive prevalences a and b and weights Wl and Wr, then:

Wl = W
b− c
b− a

, Wr = W
c− a
b− a
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and the total impurity of the split given the preimpurity function f is:

W

(
b− c
b− a

f(a) +
c− a
b− a

)
f(b)

Definition 2.4.2. Let f, g be two preimpurity functions. f is equivalent to g if for every

node n and every set of possible splits, the optimal split with respect to f is the same as

the one for g. Mathematically, this condition can be written as:

f ⇔ g if ∀c ∈ (0, 1) ∀finite subsets S ⊆ ([0, c)× (c, 1]) ∪ (c, c)

we have

arg
(a,b)∈S

min

(
b− c
b− a

f(a) +
c− a
b− a

f(b)

)
= arg

(a,b)∈S
min

(
b− c
b− a

g(a) +
c− a
b− a

g(b)

)

Definition 2.4.3. Let f, g be two preimpurity functions. f splits more positively than

g if for every node n and every set of possible splits, there exist an optimal split with

respect to f that produces a rights child with positive prevalence greater than or equal to

the positive prevalence of every node produced by every optimal splits of n with respect to

g. Mathematically, this condition can be written as:

if ∀c ∈ (0, 1) ∀finite subsets S ⊆ ([0, c)× (c, 1]) ∪ (c, c)

we have

max

{
arg

(a,b)∈S
min

(
b− c
b− a

f(a) +
c− a
b− a

f(b)

)}
≥ max

{
arg

(a,b)∈S
min

(
b− c
b− a

g(a) +
c− a
b− a

g(b)

)}

Equivalently, g splits more negatively purely than f if :

min

{
arg

(a,b)∈S
min

(
b− c
b− a

g(a) +
c− a
b− a

g(b)

)}
≤ min

{
arg

(a,b)∈S
min

(
b− c
b− a

f(a) +
c− a
b− a

f(b)

)}

In [43] the authors have used class weighting as a technique to bias a tree’s prediction to-

wards one class. They show that the optimal splits given by weighting a class is equivalent

to applying a transformation to an impurity function.

Definition 2.4.4. Given w > 0, define the following function φw : [0, 1]→ [0, 1] by:

φw(p) =
wp

1 + (w − 1)p

Definition 2.4.5. Define the transformation Tw for w > 0 on a set of functions f defined

on [0,1] by:

(Twf)(p) = (1 + (w − 1)p)(f ◦ φw)(p)
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where ◦ denotes the function composition operator

Definition 2.4.6. Given f a preimpurity function, f respects class weighting if for all

w1, w2 > 0, we have:

w1 ≤ w2 → Tw1f splits more positively purely than Tw2f

Impurity functions like Gini and the entropy respect class weighting. Another example of

impurity function that respects the class weighting is f(p) = p − pα, α > 1 and f(p) =

pα − p, 0 < α < 1.

The authors define also the notion of cost-insensitive function as being a function insen-

sitive to class weighting, meaning that class weighting does not affect the optimal splits.

More formally: f is a cost insensitive if f is equivalent to Twf, ∀w > 0.

Another interesting result about a family of impurity functions is the following:

Theorem 1. Let f be an impurity function, which f ∈ C4 on (0,1). Then f is cost-

insensitive if and only if f is equal to a positive multiple one of the functions from the

family fα given by:

fα(p) = pα(1− p)1−α, α ∈ (0, 1)

Also, fα splits more positively purely than fβ if and only if α ≥ β.

Next we will present examples from the literature when asymmetric impurities were used

in conjunction with imbalanced datasets.

2.4.8 Applications of impurities

A frequent situation in real world problems is when the classes have different misclassi-

fication costs. For example in the case of cancer datasets, a false negative might result

in the death of a patient and would have much higher consequences than a false positive.

One method of dealing with these issues is the use of asymmetric impurity functions when

determining the splits, in the case of decision trees. These asymmetric impurities bias

the predictions to a specific class, as opposed to the symmetric impurities for which the

predictions are random.

Real world applications often exhibit class imbalance, when one class occurs much more

frequently than the other. In some cases the minority class is of great interest, in which

case the accuracy of a learner might not suffice in calculating its performance. In such situ-

ations, the best approach would be to evaluate the true positive rate and the false positive

rate and maximise the AUC (area under the receiver operating characteristic curve). The

positive class is considered to be the minority class. Class imbalance and asymmetric mis-

classification costs are connected to one another. Imbalance could be tackled by increasing

the cost of misclassifying the minority class, whereas one way to force an algorithm to be

cost sensitive could be done by deliberately imbalancing the classes during training [106].

In order to counteract imbalanced classes, approaches like under-sampling the majority

class (reducing its appearance) or over-sampling the minority class have been developed.

One way of doing this could be done by class weighting (the weights of the chosen class

for all examples is scaled by a factor) [43].
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In [48] the authors tackle the imbalanced datasets problem by combining external ap-

proaches with internal approaches and comparing their performances. External methods

of dealing with imbalanced classes imply under-sampling or oversampling. Numerous

methods to reduce the imbalance have been developed, for example for the oversampling

strategies, algorithms like SMOTE [49] and Borderline2-SMOTE [50] have been developed,

which involve selecting randomly a minority class instance and its k nearest minority class

neighbours. In the case of under-sampling clusters including the majority classes instances

could be built, and each cluster could be represented by its centroid. Internal methods

refer to learning methods that incorporate some bias towards the minority class. Also

some hybrid methods that combine the two approaches (internal and external) have been

developed. In the case of the decision trees, internal methods of dealing with imbalanced

class include:

1. Adapting the split criteria

2. Using a particular pruning scheme

3. The assignment rule of a class to each example

Guermazi et al considered adapting the split criteria by using three asymmetric impurity

functions:

1. The off-centered entropy, defined by: η(p) = −π log2(π)− (1− π) log2(1− π)

where π =


p
2w , if 0 ≤ p ≤ w
p+1−2w
2(1−w) , w ≤ p ≤ 1

and w is a parameter defined by the user, which

represents as before the maximum level of uncertainty

2. Weighted information entropy (IEW ), IEW (pw) = −pw log2 pw − (1− pw) log2(1−
pw)

where pw(Di) = qi|Di|∑|D|
i=1 qi|Di|

and qi is the weighted coefficient of the class Di, which

is defined as qi = |U |
|UDi |

, where U is the set of objects and UDi contains the elements

from the Di class

3. The asymmetric entropy defined in equation 2.9

Chaabane et al [48] also studied the particularities of the minority instances, by classifying

them into safe and unsafe minority patterns (which are also divided into borderline, rare

and outlier examples). Unsafe patterns represent the ones that are more likely to be mis-

classified [51]. Borderline examples represent the instances close to the decision boundary.

Outlier examples are considered to be single minority examples which are inside the ma-

jority class region, whereas rare examples are isolated few minority instances also located

in the majority class region [48]. The authors combined the three asymmetric impuri-

ties with the over-sampling, under-sampling techniques mentioned above and with hybrid

method SMOTE-ENN. SMOTE-ENN uses the techniques from the SMOTE method, but

after that performs a cleansing of the data, by using the ENN method. The ENN tech-

nique implies removing from the dataset any training example that is misclassified by its

three nearest neighbours [52]. In order to asses the performance of each method, the true
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positive rate, true negative rate and IBA (Index of Balanced Accuracy) metric were used

with the aid of statistical tests. The IBA metric is defined as:

IBA = (1 + 0.1× (TPR− TNR))× TPR× TNR

where TPR stands for true positive rate and TNR for true negative rate.

The authors’ findings include that the undersampling methods are more efficient when

dealing with unsafe data, however when IBA is used as a metric, this method is more

performant in the case of outlier data. In this case, there was not a significant improvement

in the case of oversampling techniques of hybrid methods. In the case of safe data sets,

non-sampling seemed to be the most effective.

After introducing the properties of some state-of-the-art ensemble methods, next we will

present two key factors in building successful ensembles.

2.5 Accuracy and diversity

When constructing ensembles two essential features should be taken into account, which

are accuracy and diversity. The more accurate the classifiers are, the more similar their

predictions are likely to be. Since ensembles are needed for better generalisation, similar

accurate ensembles would exclude the need for ensembles, therefore diversity between

members is needed. The more diverse the classifiers are, the more spread their predictions

will be around the desired output, ensuring that the mean value of their predictions will

be close to the target value. Diversity has also been shown to be effective in reducing

the variance of ensembles. In order for the outputs of the members to be around the

target value, accuracy is required. Therefore, in order for an ensemble to be performant

in generalising, the members have to be accurate and diverse. This aspect describes the

accuracy and diversity trade off [53]. Next we will present these two concepts.

2.5.1 Accuracy

Accuracy calculates the rate of correctly classified patterns. In order to calculate the

accuracy of an ensemble formed of M predictors, we first combined the predictions of the

base classifiers by majority voting :

Yn =

0 1
M

∑M
j=1 yjn ≤ 0.5

1 otherwise
(2.10)

where yjn is the prediction of the nth pattern by the jth base classifier

Then the training accuracy of the ensemble is calculated by using the following formula:

acc(Y) =

N∑
i=1

Yi(+)/N, (2.11)

where Yi(+) denotes if the ith pattern is correctly classified, Y the ensemble, N is the

total number of patterns [54].
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2.5.2 Diversity

In [55] there are presented four methods for creating diverse ensembles. Diversity can be

achieved by: using different learning algorithms, initializing learning models with different

structures or weights, supplying different training data [54].

Since a unique definition for diversity does not exist, many diversity measures have been

proposed. Next we will present a list of them.

1. Coincident failure diversity (CFD)

The coincident failure diversity is the property of different learners missclasifying

different patterns. This diversity measure uses the value pn which is the probability

that n classifiers predict incorrectly kn patterns. Therefore, we have:

pn = kn/N,

The formula of the CFD measure is :

divCFD =

0 if p0 = 1

1
1−p0

∑M
i=1

M−i
M−1pi if p0 < 1

(2.12)

This diversity measure ranges from 0 to 1. 0 corresponds to the least diverse ensemble

(when they simultaneously classify correctly or incorrectly the same patterns) and

1 to the most diverse (when the learners missclasify different patterns). The CFD is

a non-pairwise diversity measure on the objective space [54].

2. Disagreement measure (DIS)

DIS uses the elements of an oracle matrix, which is defined as:

oi,j =

+ if xi is correctly classified by hj ,

− otherwise.

Lets consider two base classifiers hi and hj , then let ni,j(a,b) be the number of patterns

on which the oracle output of hi and hj is a and b.

The DIS measure is defined as:

divDIS =
2

NM(M − 1)

M∑
i=1

M∑
j=i+1

ni,j(+,−) + ni,j(−,+) (2.13)

Basically this diversity measure calculates for each two classifiers how many times

their predictions differ and then averages over all pairs. It is a pairwise diversity

measure on the objective space. Its values also range from 0 to 1, 0 being the least

diverse ensemble and 1 corresponding to the maximum diversity.

3. Hamming distance diversity measure (HD)

The HD diversity measure is defined on the input space and it calculates how different
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every two features or pattern vectors are from each other. The formula is:

divHD =
2

NM(M − 1)

M∑
i=1

M∑
j=i+1

N∑
k=1

(x′i(k)⊕ x′j(k)) (2.14)

where x′i(k) is the kth element of the feature vector x′i and ⊕ is the logical exclusive

operator or [54]. Its values range also from 0 to 1.

4. Double fault measure

This measure, as the DIS measure, uses the term ni(a, b) and the idea behind it is

that two classifiers in order to be diverse, should perform differently. It was proposed

by Giacinto and Roli [56] and their idea was that two different classifiers will have

few coincident misclassifications between them. The formula is [57]:

DF =
2

NM(M − 1)

M∑
j=1

M∑
k=j+1

nj,k(−1,−1) (2.15)

5. Kohavi-Wolpert variance

This measure is based on the bias-variance decomposition of the error of a classifier.

The variability of the predicted class yi for a pattern xi is:

variancexi =
1

2

1−
C∑
j=1

P (y = ωj |xi)2


where C is the number of classes

Kuncheva and Whitaker elaborated a modified version of the above formula in [58]:

KW =
1

NM2

N∑
i=1

li(M − li)

where li is the product between the M classifiers and the sum of the weights of the

classifiers that misclassify the pattern xi. Formally, li can be written as:

li = M
∑

oi,j=−1
wj

where the oi,j is the oracle matrix that also the Disagreement diversity measure uses

and wj are the weights of the learners that misclassify pattern xi.

6. Generalised diversity

The assumption behind this diversity measure is that given two classifiers the maxi-

mum diversity is achieved when a misclassification of one classifier is followed by

a correct classification of the other classifier. Conversely, minimum diversity is

achieved when two classifiers fail simultaneously [57].

Let xi be a sample drawn randomly from the training set, Tj be the probability that
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li = j (li has the same meaning as for the Kohavi-Wolpert diversity measure), then

the formula for the generalised diversity is [57]:

GD = 1−
∑M

j=1
j(j−1)
M(M−1)Tj∑M
j=1 Tj

j
M

(2.16)

7. Measurement of inter-rater agreement

The idea behind this diversity measure is that in order to have a diverse ensemble,

the set of classifiers should disagree with each other. The formula is:

K = 1−
∑N

i=1(M − li)li
NM(M − 1)P (1− P )

(2.17)

where P denotes the average classification accuracy of the base classifiers on the

training data and li again is the product between the M classifiers and the sum of

the weights of the classifiers that misclassify the pattern xi [57].

8. Kappa statistics

Given two classifiers, yp and yq from a range of M classifiers and a dataset formed

of N patterns, a contingency matrix, T can be formed, where Tij represents the

number of examples x, for which yp(x) = i and yq(x) = j. Obviously, Tii will be the

number of examples for which the two classifiers agree.

Let Θ1 be:

Θ1 =

∑M
i=1 Tii
N

Θ1 can be seen as a probability of how much two classifiers agree [36]. A disadvan-

tage of this measure would appear in the case of imbalanced classes, where the two

classifiers will tend to agree on the dominant class.

In order to correct this issue, let Θ2 “be the probability that two classifies agree by

chance” [36]:

Θ2 =

M∑
i=1

 M∑
j=1

Tij
N
·
M∑
j=1

Tji
N


Hence, the k statistic can be defined as:

k =
Θ1 −Θ2

1−Θ2
(2.18)

k ranges between 0 and 1, a low values of k indicates low agreement, whereas a high

value represents high agreement.

9. Q statistics

Let’s define two classifiers yj and yq and zi,j = 1 if yj correctly classifies pattern i
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and 0 otherwise. Let N qp be the number of patterns for which zi,j = q and zi,q = p.

Then the Q-statistics between the classifiers yj and yq is defined as:

Qj,k =
N11N00 −N01N10

N11N00 +N01N10
(2.19)

The Q statistics measure ranges between -1 and 1. For classifiers that agree on many

examples, the value of the Q statistics will be positive, and negative otherwise.

10. Another type of diversity could be considered the penalty term from the NCL [13],

[37]:

pi = −
N∑
i=1

(yin − Yn)2 =
N∑
i=1

(yik − Yi)
[ N∑
j 6=k,j=1

(yij − Yi)
]

(2.20)

11. In [59] a new diversity formula was defined for neural networks. The diversity of the

ith network is calculated as:

Di =
∑
x

[σi(x)− σ̂(x)]2 (2.21)

where σ̂ =
∑

i∈N ci ·σi,
∑

i∈N ci = 1 and σi are the predicted outputs of the network .

This diversity measure was obtained as a results of the bias-variance decomposition

in the regression case, introduced by [21].

12. Ambiguity

In [1] the authors have defined another diversity measure, called ambiguity, by us-

ing the bias-variance decomposition from [21] and the 0-1 loss. Chen’s ambiguity

measure, amb01 is defined as:

amb01(Yn) =
1

2

M∑
i=1

(
1

M
Yn − ciyin

)
tn (2.22)

where Yn is the ensemble prediction of the nth pattern and Yn is the set of outputs

of the ensemble members.

In this section we have presented a range of diversity measures. Some are operating on the

feature space, like the Hamming distance or on the prediction space like the rest. Diversity

measures have been used in real-world applications such as cryptography (the Hamming

distance [60], [61]), social sciences and psychology (Kappa statistics [62], Q statistics [63],

Inter-rater agreement [64], medicine (Inter-rater agreement and Kappa statistics [65]),

DNA classification (Hamming distance [66], [67]). The coincidence failure measure can

be used in the field of reliability engineering and system safety analysis. The concept

of simultaneous failures has been discussed in the following papers [68],[69]. The CFD,

DIS, GD, Double fault measure, KW and Generalized diversity have also been employed in

studies to check their impact on the generalisation error. A comparison of their correlation

with the ensemble error has been conducted in [58] and [70]. In [58] the authors could

not empirically demonstrate a strict correlation between these diversity measures and

generalisation error, however the amb01 measure has been shown to have a positive impact
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on the generalisation error [70]. We will continue this analysis in Chapter 3.

Since an ensemble has to be accurate and diverse, we are faced with a multi-objective

optimisation problem. We will now introduce the basic concepts related to multi-objective

optimisation.

2.6 Multi-objective optimisation

As the name suggests, multi-objective optimisation deals with finding solutions that op-

timise more than one objective. Mathematically a multi-objective optimisation problem

can be formulated without loss of generality as [71]:

minF (z), F = {f1(z), f2(z), . . . fn(z)} (2.23)

where z = (z1 . . . zp) is the parameter vector in the decision space.

One method of dealing with multi-objective optimisation is by combining the objectives

into a scalar function. For example, in a 2-objective optimisation problem, we would have:

F = f1 + λf2,

where λ > 0 takes a value that has to be defined by the user.

This approach has been used in machine learning in regularizing neural networks, creat-

ing interpretable fuzzy rules and generating negatively correlated ensemble members [2].

However this method has some drawbacks. Firstly, it is not easy to determine the hy-

perparameter λ. Secondly, a single solution is obtained, from which little insight can be

gained [2]. Combining the objectives into a weighted sum, can lead to a loss of detailed

information about specific objectives. In some cases, the objectives can be conflicting

and by aggregating them into a sum, might oversimplify the trade-off and the complex

relationship between them.

An alternative approach to deal with multi-objective optimisation is to use the Pareto

approach. In this method the objective function is a vector. As an example, in the case

of a multi-objective optimisation minimisation problem (see Equation2.23), a solution z

dominates another solution y if fj(z) ≤ fj(y) ∀j = 1 . . . n and ∃i ∈ 1 . . . n such that

fi(z) < fj(y), which is denoted by z ≺ y.

A solution z is called Pareto-optimal if it is not dominated by any other feasible solution.

All Pareto-optimal solutions in decision space form the Pareto set. The set containing the

image of Pareto-optimal solutions in the objective space is called the Pareto front [2].

Multi-objective optimisation can be done with the aid of a genetic algorithm. In genetic

algorithms, a population of candidate solutions (called individuals) for an optimisation

problem is evolved to find better solutions. Each candidate solution is represented by a

set of properties (chromosomes) [72].

There are a number of operators used in genetic algorithms to help the algorithms to obtain

a solution. These operators are: mutation, crossover and selection. These operators are

usually used together, forming the so-called evolution strategies (ES) [73]. Let’s denote

by µ the number of parents and by λ the number of children involved in evolution, where
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µ < λ. We can distinguish two types of evolution strategies (ES):

• (µ+λ)-ES, where the parents for the next population can be selected from both the

parents and children population, also known as “plus” selection

• (µ, λ)-ES, where the parents for the next population can be chosen only from the

children population

Better solutions are given preference by the selection operator, allowing them to pass their

genes to the next generation. The solutions are ranked using a fitness function.

The crossover operator combines the genes of the parents to generate offsprings. By

combining parts of good solutions, it is more likely to generate a better solution [73].

The mutation operator changes the chromosomes encouraging genetic diversity amongst

solutions. By mutating the genes of a parent the new solution may be completely different

from the parent. Genes can be represented a string of 0s and 1s. There are different types

of mutations: bit mutation (modifies random bits in a binary string with low probability)

or more complex mutation methods which may use random values chosen from a uniform

or Gaussian distribution to replace the genes in the parent [73].

Evolutionary computation techniques are used to find the optimal or near optimal param-

eters which have unknown or complex mappings from parameters to objectives [74].

2.7 Multi-objective optimisation within ensembles

As mentioned in the previous sections, effective ensembles should be both accurate and di-

verse, suggesting the need of using multi-objective optimisation. Regardless of the method

used for ensuring diversity, the methods for constructing ensembles require two steps: first

multiple classifiers are trained and then a subset of them are selected for building the en-

semble.

Diversity should be evaluated for all ensemble members, which is difficult to achieve if the

ensemble members are selected one by one [54]. In order to overcome this issue, in [54]

the authors suggest a method that combines the generation and selection steps, ensuring

that all members are generated simultaneously with the aid of a MOEA(Multi-Objective

Evolutionary Algorithm). By using this method, the algorithm optimises the accuracies

of the base classifiers and finds subsets of them with maximum diversity. In this way,

the diversity of the final solution can be evaluated accurately and the trade-off between

diversity and accuracy can be taken into account in the ensemble generation stage [54].

The authors ensured diversity by selecting a subset of features or patterns and used the

CFD (Eq. 2.12), DIS (Eq. 2.13) and HD (Eq. 2.14) diversity measures.

The accuracy was calculated using majority voting and the formulae used are (2.10) and

(2.11). The learners used in this method are SVMs (support vector machines) [8] and

the evolutionary algorithm used is NSGA-II [75]. The authors have compared the testing

performance of the generated ensembles versus the generalisation error of a single classi-

fier. In most of the cases, the ensembles outperformed the single classifiers, however the

approach was only tested for one run/one split of the data. In order to provide a more
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general conclusion, the algorithm should have been tested on multiple splits of the data

and statistical tests should have been performed in order to validate the comparisons.

Another algorithm for creating diverse and accurate ensembles was presented in [53]. This

algorithm called DIVACE (Diverse and Accurate Ensemble learning algorithm) it is based

on the memetic Pareto ANN (MPANN) algorithm, but it uses the Pareto differential evo-

lution and the negative correlation algorithm (NCL). MPANN is used for the evolutionary

process and diversity is minimised by using the negative correlation penalty function of

NCL (see Equation 2.20).

The reason for choosing this diversity measure is due to its link to mutual information.

Mutual information is a measure of correlation between two random variables. Therefore,

by minimizing the mutual information between the outputs of two ensemble members, we

can obtain diversity. It has also been shown that NCL can minimize mutual information

between ensemble members (due to the use of this penalty function) [53]. The algorithm

was implemented using neural networks, but it can be adapted to any learner. The au-

thors have compared empirically the performance of the algorithm against the MPANN

algorithm, their results have shown an improvement in performance. However, the algo-

rithms were only tested on two small datasets from the UCI Machine learning repository,

Australian and Diabetes [76], therefore in order to properly assess its superiority more

datasets and algorithms should be compared.

Another method called ADDEMUP (Accurate and Diverse Ensemble-Maker giving United

Predictions) was suggested in [59] and it is implemented using neural networks. This

algorithm creates an initial population which is evolved using genetic operators (crossover

and mutation), creating in this way new networks. The main idea of this method is that

during the training step, a set of networks that are accurate are kept as long as they

disagree with each other as much as possible [77].

The fitness of each member is calculated in the following manner:

Fitnessi = acci + λ · divi

where acci is the network i’s validation set accuracy and the diversity of the ith network

is defined in Equation 2.21. At each iteration new networks are generated and the first

M are kept according to their fitness. If the ensemble error is not increasing and the

diversity is decreasing, then the λ value will be increased. Conversely, if the ensemble is

increasing, but the diversity is not, then λ will be decreased. Even though, the authors

have demonstrated empirically the algorithm’s superiority compared to other state-of-the

art algorithms, the fact that λ has to be defined beforehand and keeps changing, is a

disadvantage.

In [78] a new method was suggested, called MRNCL (multi-objective regularized negative

correlation learning). This algorithm is a multi-objective regularizer NCL algorithm that

contains an additional regularization term for the ensemble [78]. As in the previous two

algorithms the learners used were neural networks. In this algorithm a correlation penalty

term to the cost function of each network is added. Then each neural network minimizes
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the mean square error together with the correlation [78]. The algorithm has reduced the

overfitting of the ensemble, as opposed to other state-of-the-art algorithms, which is a

promising result.

In [79] another multi-objective problem is discussed which has as objectives to be opti-

mised, the reduction on the training set and the performance obtained after this reduction

with a given set of SVM hyper-parameters. By training an SVM a constrained quadratic

programming optimisation should be solved, which has a complexity of O(|N |3), where

|N | is the number of instances in the training set. As a result, when dealing with large

databases the computational cost might be an issue. This drawback induces the need of

finding ways of reducing the training size that would not affect the effectiveness of the

SVM. The effectiveness of the SVM is controlled by a set of hyper-parameters and the

choice of the kernel function. The authors have used as genetic algorithm the MOEA/D

[80] algorithm and as methods of reducing the training size, they used a filter or a wrapper.

They constructed ensembles from the solutions of the Pareto front in 5 different ways:

1. Global Pareto Ensemble (GPE)

2. Incremental Error Reduction Ensemble (IERE)

3. Complementary Incremental Ensemble (CIE)

4. Margin Distance-Based Ensemble (MDE)

5. Boosting

The GPE approach supposes combining all the solution from the Pareto front into one

ensemble.

The IERE approach builds the ensemble in an incremental manner. In the first step, the

solution with the lowest training error is included in the ensemble. In the next step, the

solution that minimizes the error of the partial ensemble is added to the ensemble and so

on.

In CIE, at each iteration the classifier with the performance the most complementary

to the partial ensemble is added. The first classifier included is the one with the lowest

training error, the next classifiers selected are the ones that have the lowest error rate on

the samples missclassified by the partial ensemble.

The MDE approach defines a signature vector c
(k)
i of a classifier k, which is equal to 1

if the classifier predicts correctly the ith instance or -1 otherwise. The average signature

vector is defined as:

c̄i =
1

M

M∑
k=1

c
(k)
i , ∀i ∈M

The condition for a pattern to be correctly classified by the ensemble is c̄i > 0. The aim

of this approach is to minimize the distance of the average signature vector to a positive

reference point.
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2. Background and related work

This results show that in terms of classification accuracy both the wrapper and filter

were similar. Also the type of ensemble that achieved the highest performance in both

objectives was the one obtained via boosting. The authors have compared the ensemble

generalisation errors against other state-of-the-art algorithms, such as random forests.

Statistical tests have shown the superiority of these approach, which is a promising result.

Another important aspect when building ensembles is computational costs. In some cases

it has been shown that the more predictors in an ensemble, the better its performance

will be [81]. However the amount of time needed for training such an ensemble, increases

linearly with the number of models. In [81] the authors have shown that the ensemble size

can be reduced substantially and still obtain a similar performance. In the next section

we will present a number of state of the art ensemble reduction methods, which are also

called ensemble pruning methods.

2.8 Ensemble pruning

The process of ensemble pruning refers to reducing the number of predictors, by discarding

those with little contribution and which will determine an accurate ensemble. Next we will

summarise a number of papers from the literature, in which the pruning techniques used

take into account diversity and have presented evidence to generate accurate ensembles.

Margineantu and Dietrich [36] suggest ensemble pruning as a method of reducing classifi-

cation time with the effect of obtaining similar performance to the unpruned ensemble, i.e.

a more parsimonious ensemble with equivalent performance. In their paper they suggest

5 pruning methods for ensembles produced by the ADABOOST algorithm (see Algorithm

1). The goal is to obtain an ensemble of M members, by using the following techniques:

1. Early stopping: In this method the first M classifiers generated by ADABOOST are

kept. The disadvantage of this approach is that the classifiers produced later could

be more useful and they will not be considered

2. KL-divergence pruning: This approach focuses on the diversity of the classifiers,

quantified by the KL (Kullback-Leibler) distance of the probability distributions

obtained from ADABOOST (see Algorithm 1, line 3). The KL-divergence is defined

as:

DKL(R||S) =
∑
x∈X

R(x) log

(
R(x)

S(x)

)

where R, S are probability distributions and X is the probability space.

A greedy algorithm is used in order to find the sub-ensemble (of M members) that

would maximise the summed pairwise KL divergence, given by:

J(Y) =
M∑
i,j

DKL(pi||qj) (2.24)

where pi and qj are the probability distributions of members yi, yj . The ensemble

contains at the beginning the first classifier generated by ADABOOST and at each
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2. Background and related work

iteration adds the member that would maximise the quantity from equation (2.24)

until M classifiers are found.

3. Kappa pruning: The Kappa pruning method orders the pairs of classifiers in increas-

ing order of their k value, where k is obtained by using the Kappa statistics (see

Equation (2.18)). The pairs are added until an ensemble of M classifiers is formed.

Kappa statistics measures the level of agreement of different classifiers and can be

considered a measure of diversity.

4. Kappa-error convex hull pruning: In this method the k value of each pair of classifiers

is plotted against the average error of the pair and the convex hull of the points is

considered as the pruned ensemble. A drawback to this method is that not always

the desired ensemble size can be kept (M). However, by using this method, the

convex hull will include the most accurate and most diverse classifiers.

5. Reduce-error pruning with backfitting: In this method, the data is divided into a

training set and a pruning set which will be used to select the ensemble that would

minimise the error. The algorithm starts by selecting the classifier with the lowest

error on the pruning set, y1. After that, the classifier y2 that along with y1 would

form the ensemble with the lowest error, is selected. In the next steps, each of the

previously chosen classifiers will be replaced by other classifiers that would minimize

the ensemble error on the pruning set. The algorithm will stop when the classifiers

will not be changed anymore or when a number of iterations, Q has been reached.

These methods were tested on 10 datasets, by using 10-fold cross validation. The results

showed that ensembles can be pruned up to 60-80% and achieve similar performance as the

unpruned ensemble. The best pruning approaches were Kappa pruning and Reduce-error

pruning with backfitting [81].

In [82] a pruning algorithm that takes into account both accuracy and diversity of classifiers

is considered (the Q statistics measure is used, see equation (2.19)). The algorithm, called

Accuracy-Diversity Pruning (dubbed ADP) at each iteration increases the ensemble size

by adding a pair of diverse classifiers, as long as the accuracy of the new formed ensemble

is higher than the previous one. In order to assess the performance of the algorithm, the

authors count how many times the ADP algorithm generates the optimal ensemble. Their

results show that in most cases the pruned ensembles are optimal and whenever this is not

the case, the loss of accuracy is not significant. This conclusion highlights the importance

that diversity has on improving the accuracy of an ensemble.

Another pruning algorithm which uses diversity was defined in [83] (called Forward En-

semble Selection, dubbed FES). The authors defined a diversity measure which focuses on

the strength of the decision of the current ensemble and takes into account the predictions

of individual members. The following quantities for the pair (xi, yi), where xi is the ith

pattern, yi the ith target, yki the prediction of the kth classifier of the ith pattern and Yi

the ensemble’s prediction of the ith pattern, have been defined:

1. NTi-the proportion of ensemble members that correctly classify the ith pattern.
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2. NFi-the proportion of ensemble members that misclassify the ith pattern.

3. For the kth classifier the following quantities are defined:

a) etfi: yi = yki and yi 6= Yi

b) efti: yi 6= yki and yi = Yi

c) etti: yi = yki and yi = Yi

d) effi: yi 6= yki and yi 6= Yi

The algorithm starts with an ensemble formed of all the possible members and gradually

removes the member that would minimise the following diversity measure:

fes(ht) =

N∑
i=1

(NTi · I(etfi)−NFi · I(efti) +NFi · I(etti)−NTi · I(effi))

where I(true) = 1 and I(false) = 0

If an example is misclassified by most of the ensemble members, then it could be a hard

example and it should not influence the ensemble selection. On the other hand, if the

pattern is misclassiffied by about half of the ensemble components, meaning that the result

of the ensemble is close to the decision boundary which might lead to a misclassification,

then it should strongly influence ensemble selection. For example, in the case of the event

etfi, if the number of classifiers that correctly classify example xi, NTi is small, then it

means that xi is a hard example. Since NTi is small, the contribution NTi · I(etfi) will

be small, therefore it will increase the chances of this classifier to be discarded. On the

other hand, if many predictors already classify this example correctly (NTi is large) and

the ensemble prediction is close to the decision boundary, then this potential member

might change the ensemble prediction into making the correct classification. As a result,

its contribution should be rewarded (NTi · I(etfi) will be larger) and decrease the chances

of this classifier being discarded.

The authors have chosen to use heterogeneous ensembles, formed of different models

(SVMs, decision trees, kNNs Näıve Bayes or decision trees) and have compared the per-

formance of their algorithm against other state of the art algorithms. Their results show

that the FES can reach competitive performances by reducing the ensemble size from 200

to 15 on average.

In [84] the authors consider bagging as an ensemble method and suggest 3 pruning meth-

ods.

1. Reduce error pruning, similar to [36] but without backfitting.

2. The complementariness method which gradually adds a model to an ensemble, in

order to improve the ensemble’s prediction. This is done by choosing the models

that correctly predict a pattern, when the ensemble is wrong. Mathematically it can
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be expressed as [85]:

COM(yk, Y) =
N∑
i=1

I(etfi). (2.25)

The model with the lowest error is considered at the first iteration. In the next

iterations the model that maximises the quantity from equation (2.25) will be added.

3. Margin Distance Minimization. In this method each model is assigned a signature

vector, defined as following:

(ct)i = yiyti, i ∈ 1 · · ·N.

In a binary classification, for classes ±1, the element on the ith position of the

signature vector will be 1, if the ith example is correctly classified by model yt and

−1 otherwise.

The method also requires defining a desired vector, o which would correspond to the

ideal case when all the examples are correctly classified.

The classifier that will be chosen at each iteration, would be the one that minimises

the following distance, called the margin:

MARD(yk;S) = d

(
o;

1

k
(ck +

k−1∑
i=1

ci)

)

where d is the Euclidian distance.

The authors generated bagging ensembles of 200 CART trees and pruned them according

to the above 3 methods. They compared these approaches and their results showed that

the best method was the Margin Distance Minimization, followed by Complementariness.

The last two methods could be considered as diversity measures, highlighting once more

the influence that diversity has on pruning ensembles and enhancing ensemble accuracy.

2.9 Conclusion

In this chapter we revise the main background information on which this thesis is based.

The main goal of machine learning is to build models which generalise well on unseen

data, meaning that their generalisation error is as low as possible. Our research is done

in the case of supervised learning which is presented in Section 2.1. The main causes of

error, bias and variance are discussed in Section 2.2. One of the most popular machine

learning techniques are ensembles. Ensembles are collection of predictors whose perfor-

mance has been shown to surpass the ones of individual models, the ensemble concepts

are presented in Section 2.3. We present ensemble models in Section 2.4. It has been

shown that ensemble error or the opposite of error, accuracy, is positively influence by

the diversity of the ensemble’s constituent classifiers. We present the notions of accuracy

and different diversity measures in Sections 2.5.1 and 2.5.2 respectively. One method of

building ensembles which are accurate and diverse at the same time is to optimise these

two factors at once. A general method of optimising multiple objectives at ones, is done
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via evolutionary algorithms which are presented in Section 2.6. We revise a number of

popular multi objective optimisation algorithms from the literature in Section 2.7. Along

with ensemble accuracy, another important aspect to consider when building ensembles is

computational costs. In section 2.8 we present ensemble pruning methods, which reduce

the number of ensemble models without compromising ensemble accuracy too much.

Optimising diversity and accuracy together has been shown to be beneficial for the ensem-

ble’s overall performance. However, since many authors have suggested different diversity

measures, it shows the difficulty of finding the right diversity measure. In the next chap-

ter we will investigate the impact that different diversity measures have on the ensemble’s

accuracy.
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Chapter 3

Correlation between test error and

different diversity measures

3.1 Introduction

A principal concern of supervised machine learning is to ensure a predictor demonstrates

good generalisation. A predictor is considered to have the ability to generalise, if it has a

good performance in predicting on unseen data drawn from the same process that it was

trained on [3, 6].

Ensembles are collections of predictors, each of which is trained on a different subset of

patterns or features. Some ensemble methods such as bagging [10] or boosting [11] have

been seen to be very successful in pattern classification tasks [22], due to their efficiency

in reducing ensemble variance and bias and consequently improving the generalisation

error. Random forests are one of the main applications of bagging, each of the component

trees are being trained on bootstrap samples of the data and their predictions are being

aggregated. Boosting has been successfully used in predictive analysis in medical research

[16], or in forecasting stock prices [18]. Ensembles have been shown in general to predict

better than a single predictor [86, 87].

In this chapter we consider classification of patterns xn, n = 1, . . . , N into two classes, the

positive and the negative class. Each of the M members of the ensemble yields a score

yin ≡ yi(xn), i = 1, . . . ,M indicating how likely it is that xn belongs to the positive class,

and the ensemble score Yn ≡ Y (xn), which may be converted to a decision by thresholding

is, in general, the weighted average of the constituent predictor scores [88]:

Yn ≡ Y (xn) =
M∑
i=1

ciyin (3.1)

where ci are the non-negative weights assigned to the constituent ensemble members,∑M
i ci = 1. Here we assume throughout that the ensemble members carry equal weight

so that ci = 1/M for all i. When the constituent classifiers produce a hard decision and

the weights are equal this amounts to the often used majority voting.
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3. Correlation between test error and different diversity measures

Clearly, an accurate ensemble requires accurate members. However, Krogh and Vedelsby

[21] have shown that an ensemble with good generalisation performance consists of mem-

bers which disagree in their predictions [89]. As a result, diversity and accuracy are key

factors in building successful ensembles.

Although the role of diversity has long been recognised, many ways of quantifying the

diversity of an ensemble have been proposed. Kuncheva and Whitaker [23] empirically

compared different diversity measures in order to assess the impact that diversity has on

an ensemble’s generalisation performance. However, their results could not support the

influence of diversity on the overall performance of the ensembles. This aspect was partially

explained in [1], which showed that different diversity measures have different degrees of

correlation with generalisation error. It was also shown that there tends only to be high

(negative) correlation between diversity and generalisation error when diversity is low and

generalisation error is high; as diversity increases the correlation with generalisation error

decreases [1]. We explore this aspect in more detail below.

In [21] Krogh and Vedelsby introduced a new diversity measure based on the ambiguity

decomposition of regression ensembles and the bias-variance decomposition. The ambi-

guity term is obtained by subtracting the ensemble error from the average error of the

predictors. The average error of the individual models has been proven to be greater than

the ensemble error [90],[21], as a result from the ambiguity decomposition we can conclude

that the ambiguity measure is always positive. The ambiguity measures how much the

predictions of the ensemble members differ from the ensemble prediction and as a result

can be considered a type of diversity. Chen [1] defined another ambiguity measure in

a similar fashion as to [21], but for classifiers and using the 0-1 loss. Chen’s ambiguity

measure, amb01 is defined as:

amb01(Yn) =
1

2

M∑
i=1

(
1

M
Yn − ciyin

)
tn (3.2)

where Yn is the ensemble prediction of the nth pattern and Yn is the set of outputs of the

ensemble members. In his work, Chen demonstrated that out of all the diversity mea-

sures tested (Q-statistics (Equation 2.19), Kappa statistics (Equation 2.18), Correlation

coefficient ([91]), Disagreement (Equation 2.13), Entropy [92], Kohavi-Wolpert variance

(Equation 5), the measure of difficulty [93], generalised diversity (Equation 2.16), coinci-

dent failure diversity (Equation 2.12), the ambiguity measure had the highest correlation

with the generalisation error [1]. We will use the term ambiguity to refer to a measure of

ensemble diversity.

In this chapter we will investigate the effect that different diversity measures have on

the test error. The diversity measures considered are the Coincidence Failure, Kohavi-

Wolpert, Disagreement, Generalised Diversity and the amb01 measure introduced in [1].

We also present a new diversity measure, called coherence in Section 3.2 which measures

the minimum angle between the predictions of one classifier and those of the rest of the

classifiers. The coherence measure is also included in our analysis of the effect that diversity

measures have on the test error, in Section 3.3. In Section 3.5 we write the bias-variance
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decomposition of the amb01 measure in a different manner, which leads to a series of

pruning methods based on this type of ambiguity. Section 3.7 presents the conclusions of

this chapter.

The main contributions of this chapter are the following:

1. The definition of a new diversity measure, called coherence, which quantifies the

minimum angle between the predictions of one classifier and those of the rest of the

classifiers

2. The analysis of the correlation between diversity and generalisation error across the

following cases: when varying the features of the trees, when setting the bootstrap-

ping to false or when varying the ensemble or data size

3. The analysis of the correlation between diversity and the area under the curve

4. The derivation of different pruning techniques which involve ambiguity or coherence

3.2 Coherence diversity measure

Since there is no universal definition for diversity, many ways of quantifying diversity

have been introduced. One possible way of quantifying diversity in an ensemble, is to

calculate how different the vectors of predictions of each classifier are. We can quantify

this difference as the angle between the vector of predictions of each classifiers. We would

like these angles to be as big as possible (the prediction vectors to be far away/different

from each other). The prediction vectors would be in a N dimensional space, hence these

angles could be represented in a N -sphere. However, for illustration purposes, we present

an example of ”diverse predictions” on a sphere, as seen in Figure 3.1. As such, we can

start by measuring the minimum angle between the prediction of a classifier and the rest

of the predictions:

div(yi) = min
j
θi,j = α (3.3)

where θi,j is the angle between the vectors yi and yj of the predictions of the ith and jth

classifiers on N test cases.

One way of determining the angle between vectors would be by using dot products, ob-

taining:

cos θi,j =
yTi yj
‖yi‖‖yj‖

=
yTi yj
N

(3.4)

where N is the number of patterns. In the case of binary classification, we will consider

the targets to be ±1 , therefore we will have ‖yi‖2 = N .

In order for the rest of the vectors to be spread out, the minimum angles of the rest of

the predictions should be greater than α, as such we are aiming to maximise those angles.

Next, lets define the coherence function as being:
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Figure 3.1. Example of diverse predictions in a 3-dimensional space

Γ(yi) = max
j
yTi yj (3.5)

By applying equations (3.4), (3.5) we obtain

Γ(yi)

N
= max(cos(θi,j)) = cos(min(θi,j)) = cos(div(yi)) (3.6)

As a result the coherence is the inverse of diversity. Since the coherence decreases as

the ensemble members become more diverse, in a multi-objective setting, we will need to

minimise the coherence and maximise accuracy for all the classifiers from the ensemble.

One equivalent way to do this is to minimise both coherence and the error of each classifier.

However, it is impossible to obtain a Pareto front of classifiers using this definition, because

there will always be two classifiers with the same minimum angle (being the angle from

one to another). As a result, we add the angle between a classifier’s prediction and

the prediction of the ensemble containing all the classifiers. Therefore the definition of

coherence becomes :

Definition 3.2.1. Given an ensemble of M classifiers, where Y represents the ensemble

outputs and yi, i = 1..M , denote the individual classifier predictions. Then, the coherence

of the ith classifier can be defined as:

COH(yi) = max(yTi yj) +
yTi Y

N
(3.7)
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Datasets Patterns Features Feature Type Positive samples

Australian 690 14 Categorical, Integer, Real 44%
Cancer 569 30 Real 35%
Heart 270 13 Categorical, Real 44%
Sonar 208 60 Real 53%

Ionosphere 351 34 Integer, Real 64%

Table 3.1. Dataset characteristics

Hence, we can define the coherence of the ensemble as being:

COH(Y) =
1

M

M∑
i=1

COH(yi) =
1

M

M∑
i=1

max(yTi yj) +
yTi Y

N
(3.8)

We would like to note that the coherence diversity measure is not sensitive to data scaling.

Even though we considered the case, yi ∈ {±1}, the coherence measure maximizes the

scalar product between vectors, which could be of any magnitude or range.

3.3 Correlation between diversity and test error

Inspired by Chen’s work [1], we investigate the correlation of different diversity measures

with the test error. In addition, we will also assess the correlation of these diversity

measures with the area under the curve.

We generate ensembles of decision trees, by using bagging with a sampling rate ranging

between [0.1, 1] with the interval 0.05. For each sampling rate a forest of 100 trees is

generated. We use 5 fold cross validation and the training set for fitting the models and

the test set is used to asses the error and the diversity of the ensembles. We generate

100 ensembles and the average test error and test diversity over these runs were used to

measure the correlation. The experiment was conducted twice, once for bootstrapping

with replacement and once without (Chen [1] used bootstrapping without replacement).

The datasets used in these experiments were Australian credit card [94], Wisconsin Breast

Cancer [95], Heart disease [96], Sonar [97] and Ionosphere [98] from the UCI Machine

learning repository [76]. The characteristis of these datasets can be found in Table 3.1.

The decision trees can be formed by varying the number of patterns selected (in such a

manner that the sampling rate is kept) and at the same time considering all the features,

as in [1]. Equivalently, another way of building trees could be, by varying the number of

features.

We ran the experiment described above in both cases, when considering all features or

just a random number of them. We will present the results of these cases in the following

two sections.

3.3.1 All features considered

The first case analysed is the one when all the features are considered and subsets of

patterns are selected for each tree. We plot for each diversity measure the test error

versus the test diversity per dataset. Since we usually do not have access to the testing

data, we tried to assess the correlation between the training diversity and the test error,

to see if we can predict from the training data how the test error would be, see Figures 3.2,
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3.3. The first row of panels corresponds to the results obtained by having bootstrapping

with replacement, whereas the bootstrapping without replacement plots are on the second

row. In the first column the test error versus test diversity is plotted, whereas in the

second column the test error versus training diversity is shown.
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Figure 3.2. Correlation of the training or test amb01 with the test error, evaluated on different
datasets. The first row from the panel corresponds to the values obtained by having bootstrapping
with replacement, whereas bootstrapping without replacement in the second row respectively. The
relationship between test amb01 and test error is shown in the first column, whereas training amb01

and test error in the second column. The points on the curves represent the sampling rates used
for selecting portions of data for training the decision trees.

For each dataset we tried to determine the threshold values up to which diversity was

negatively correlated with the test error. However, these thresholds varied per dataset.

Therefore it is difficult to determine the threshold after which the correlation ceases to

exist. However, for all these datasets considered, the curves generated displayed an ap-

proximate correlation of the test error with the diversity measure, emphasized by the knee

of the curve. The variation in actual test errors across datasets can be justified by the fact

that each dataset may have a different Bayes error. The Bayes error is the lowest possible

error that any classifier can achieve for a given classification problem. These plots show

that in general, at low diversity there is negative correlation between diversity and test

error. The same behaviour can be noticed also from the plots of the training diversity

versus the test error.

We have also compared the performance of bootstrapping with or without replacement

on the test error in Figure 3.4. We can observe from these plots that in the case of the

training error, the bootstrapping with no replacement achieves the lowest error. When the
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Figure 3.3. Correlation of the training or test COH with the test error, evaluated on different
datasets. The first row from the panel corresponds to the values obtained by having bootstrapping
with replacement, whereas bootstrapping without replacement in the second row respectively. The
relationship between test COH and test error is shown in the first column, whereas training COH
and test error in the second column. The points on the curves represent the sampling rates used
for selecting portions of data for training the decision trees.

sampling rate is the highest, r = 1, therefore the whole data is used in fitting the trees,

the training error is 0, which makes sense. However, in the case of the test error, the two

types of bootstrapping have similar behaviour for most of the sampling rates, except the

high ones.
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Figure 3.4. Comparison between bootstrapping with and without replacement. The left plot in the
panel shows the training error versus the sampling rates for the two types of bootstrapping. The
right panel presents the relationship between the sampling rates and the test error. The results
for the bootstrapping without replacement are presented in green and blue for bootstrapping with
replacement, respectively. These results were obtained for the Sonar dataset.

In order to check the previous results, we calculated the correlation levels of these diversity
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measures with the test error. We used non-parametric Spearman’s rank correlation [99] in

order to assess the correlation. Spearman’s correlation is used to assess the monotonicity

between two pairs of observations, X, Y . These observations are ranked from lowest to

highest and in the case there are no ties in the ranking, the formula for the Spearman’s

rank correlation is the following:

ρ = 1−
6
∑N

i=1 d
2
i

n(n2 − 1)
(3.9)

where di = R(Xi)−R(Yi) and R(Xi) is the rank of the ith value of observation X.

In the case there are ties in the ranking, the following formula is being used:

ρ =

∑
(Xi − X̄)(Yi − Ȳ )√∑
(Xi − X̄)2(Yi − Ȳ )2

(3.10)

where X̄ is the mean value of all the observations from X. The rank rs ∈ [−1, 1], positive

values showing a positive correlation, negative a negative one and 0 no correlation. The

correlation between test diversity and test error was calculated on all the datasets from

Table 3.1. The values were then averaged across all datasets and the results are presented

in Table 3.2. The same experiments were done in the case of training diversity and test

error; the results are presented in Table 3.3.

Test diversity
Ensemble test error

Without replacement With replacement

amb01 -0.52 -0.03

CFD -0.65 -0.08

DIS -0.51 -0.001

KW -0.51 -0.001

GD -0.55 -0.07

COH 0.55 0.04

Table 3.2. Mean correlation between different diversity measures and test error, across all datasets
from Table 3.1. The diversity was measured on the test data. The correlation was evaluated
using the non-parametric Spearman’s rank method. The first column displays the results for
bootstrapping without replacement, whereas the second for bootstrapping with replacement.

Training diversity
Ensemble test error

Without replacement With replacement

amb01 -0.47 0.065

CFD 0.23 0.0003

DIS -0.51 -0.0003

KW -0.51 -0.0003

GD 0.44 0.0008

COH 0.55 0.0017

Table 3.3. Mean correlation between different diversity measures and test error, across all datasets
from Table 3.1. The diversity was measured on the training data. The correlation was evaluated
using the non-parametric Spearman’s rank method. The first column displays the results for
bootstrapping without replacement, whereas the second for bootstrapping with replacement.

By analysing these two tables, we can observe that the amb01 has a one of the strongest

correlations with the test error, in the case of bootstrapping without replacement. It is
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3. Correlation between test error and different diversity measures

not well understood why this diversity measure has the strongest correlation with the

generalisation error, one possible empirical justification could be found in [1]. The au-

thors have generated a vector of 181 sampling rates, generated ensembles and for each of

them, calculated the ensemble diversity and test error. The diversity measures considered

were the same ones as in Table 3.2, except for the COH measure. They have projected

these 181 element vectors in a two dimensional plane, by using the multidimensional scal-

ing technique [100]. In general the amb01 measure was the closest in the plane to the

generalisation error, than the other diversity measures, showing a stronger correlation.

There is a strong negative correlation between the diversity measures and the test error for

the bootstrapping without replacement. However this correlation decreases significantly

for the bootstrapping with replacement. This phenomenon could be explained by the fact

that bootstrapping with replacement can allow some data points to be selected multiple

times, leading to a decrease in diversity and an increase in the bias of the model. In con-

trast, bootstrapping without replacement enhances diversity in the ensemble and reduces

the bias, contributing to a better generalisation performance. It has lower variance being

more similar to the original dataset than bootstrapping with replacement and ensures

greater stability by giving robust models.

Next we will present the results obtained by selecting a random subset of features.

3.3.2 Varying the subfeatures

More diverse decision trees can be created by selecting a random subsets of features. There-

fore, we repeated the experiment in the case of a random number of features. However,

the results were similar, as shown in Figures 3.5, 3.6.

In our experiments the number M of trees was fixed, therefore a natural question could be

“is M = 100 a representative number for this analysis?”. In the next section, we varied the

number of trees in the forest and analysed the effect on the correlation between diversity

and test error.

3.3.3 Varying the size of the forest

We repeated the experiments described in Section 3.3.1, by varying the number of clas-

sifiers. We ran the experiment for M ∈ {10, 100, 1000}, results are presented in Figure

3.7.

The first row of panels shows the relationship between test diversity and test error for all

the datasets considered before. The second row illustrates the relation between training

diversity and test error across all datasets. The first column presents the results for

M = 10 trees, the middle for M = 100, whereas the last for M = 1000.

The results showed that there was a stronger correlation between diversities and test

error for ensembles of 100 or 1000 trees and also the lowest ensemble test errors were

obtained for the forests of 100 or 1000 trees. Increasing the number of trees and combining

their predictions can contribute to reducing overfitting and variance, which will make the

ensemble’s predictions more robust and reduce generalisation error. At the same time,

increasing the number of trees in the forest might lead to a better coverage of the feature

space. The ensemble can capture the relationship between different features and patterns
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Figure 3.5. Correlation of the training or test amb01 with the test error, evaluated on different
datasets. The forests were obtained from varying the subset of features. The first row from
the panel corresponds to the values obtained by having bootstrapping with replacement, whereas
bootstrapping without replacement in the second row respectively. The relationship between test
amb01 and test error is shown in the first column, whereas training amb01 and test error in the
second column. The points on the curves represent the sampling rates used for selecting portions
of data for training the decision trees.

combinations, making it more sensitive to capturing the diversity of the data, which can

lead to a stronger correlation between diversity and predictions.

Our results showed that diversity was correlated with the test error only up to a threshold

as in [1]. An alternative metric of performance for a classifier could be the AUC (area under

the Receiver Operating Characteristic curve, which is a measure of how well a classifier is

able to separate the classes over the full range of misclassification costs [101]), therefore in

the next section we analysed the relationship between diversity and area under the curve,

to check if there was a different behaviour.

3.3.4 Diversity versus AUC

The receiver operating characteristic curve (ROC) connects the points of the true positive

rates versus the false positive rate of a classifier, obtained for a range of thresholds. The

AUC measures the area under the ROC curve. A classifier that has a good classification

rate will have the AUC close to 1, whereas an AUC= 0.5 denotes a behaviour similar to

random guessing. An example of ROC curve with its corresponding AUC is displayed in

Figure 3.8. The ROC curve obtained for a forest fitted on the GMM5 dataset is denoted

in blue, whereas random guessing is displayed in red with an AUC of 0.5.
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Figure 3.6. Correlation of the training or test CFD with the test error, evaluated on different
datasets. The forests were obtained from varying the subset of features. The first row from
the panel corresponds to the values obtained by having bootstrapping with replacement, whereas
bootstrapping without replacement in the second row respectively. The relationship between test
CFD and test error is shown in the first column, whereas training CFD and test error in the
second column. The points on the curves represent the sampling rates used for selecting portions
of data for training the decision trees.

We plot the test diversity versus the test AUC and the training diversity versus test AUC

in Figures 3.9, 3.10. However the behaviour encountered was similar to the previous case,

when using test error.

3.4 Diversity zones

In [1] the author presented the following relationship between the ensemble generalisation

error, test ambiguity and average test error of the classifiers.

L01(Yntn) =
M∑
i=1

ciL01(yintn)− tn
2

M∑
i=1

(
1

M
Yn − ciyin) (3.11)

where L01 is the 0-1 loss, M is the number of trees/classifiers, Yn the ensemble prediction

for the data point xn and ci are the weights of the classifiers. In [1] the authors have com-

pared the ensemble error with the average error of the classifiers and ensemble diversity.

Their analysis was conducted in the case of training and test data and for a variety of

ranges. We have repeated the experiment. For 20 sampling rates ranging between 0.05

and 1, we generated ensembles of 100 trees. By using 5-fold cross validation, we evaluated

the ensemble ambiguity and error and the average error of the trees, evaluated on the

train or test data. This process was repeated 20 times. The average for each sampling
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Figure 3.7. Correlation of the training or test amb01 with the test error, evaluated on different
datasets. The test ambiguity is plotted in the first row, whereas the training ambiguity on the
second row. The first column displays the relationship between ambiguity and test error for 10
trees, the middle for 100 trees and the last one for 1000 trees. The points on the curves represent
the sampling rates used for selecting portions of data for training the decision trees.
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Figure 3.8. ROC curve of a forest of 3 trees obtained on the GMM5 dataset.
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Figure 3.9. Correlation of the training or test ambiguity with the test AUC, evaluated on different
datasets. The forests were obtained from varying the subset of features. The first row from
the panel corresponds to the values obtained by having bootstrapping with replacement, whereas
bootstrapping without replacement in the second row respectively. The relationship between test
ambiguity and test AUC is shown in the first column, whereas training ambiguity and test AUC
in the second column. The points on the curves represent the sampling rates used for selecting
portions of data for training the decision trees.

rate of these three quantities versus the sampling rates are plotted in Figure 3.11. We

have analyzed how diversity changes according to different sampling rates and divided

the space into different diversity zones (similar to the ones in [1]). Taking into account

Equation (3.11) (how diversity evolves along with ensemble error and average error), we

obtained the following conclusions:

• Low diversity zone -when the sampling rate is high (r ∈ [0.9, 1]). The generalisation

error decreases when changing the rate from 1 to 0.9, because the average error will

not change too much whereas the diversity of the trees will increase.

• Medium diversity zone, which corresponds to medium sampling rates (r ∈ [0.2, 0.9]).

The generalisation error will not change too much, as the average error and diversity

will change at the same speed.

• High diversity zone, corresponding to low sampling rates (r < 0.2). In this zone

the generalisation error will increase the most, because the average error will change

faster than diversity.

Since the generalisation error decreases when the sampling rate is high, it suggests that
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Figure 3.10. Correlation of the training or test CFD with the test AUC, evaluated on different
datasets. The forests were obtained from varying the subset of features. The first row from
the panel corresponds to the values obtained by having bootstrapping with replacement, whereas
bootstrapping without replacement in the second row respectively. The relationship between test
CFD and test AUC is shown in the first column, whereas training CFD and test AUC in the second
column. The points on the curves represent the sampling rates used for selecting portions of data
for training the decision trees.
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Figure 3.11. These plots present the behavior of the ensemble ambiguity, average error of the
classifiers and ensemble error versus different sampling rates. In the first plot the training data
was used in order to evaluate these quantities, whereas the test data in the second plot. These
results were obtained for the Australian dataset.

the more data that are given, the more the error will decrease. In order to test this

hypothesis, we split the training data into different slices and evaluated the ensemble

error and ambiguity. We generated forests of 100 trees, trees that were fitted on one

sixteenth of the data, one eighth, one quarter, one half and the whole data. The whole

test data was used. We plot the ensemble test error versus the ensemble test ambiguity, the
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test error versus the training ambiguity and finally the training error versus the training

ambiguity in Figure 3.12. The reason why we produced these three plots was to see if

it’s possible to predict from the training data the point (the knee of the curve) where the

negative correlation between ambiguity and error ceases to exist. Also on the plots are

the sampling rates for which the specific values for ambiguity and error were obtained.

The results confirmed the hypothesis, the more data is given the more the error will

decrease. However, these experiments show that it is very difficult to reliably predict from

the training data the position of the knee for the test data, for both of them the knee

being found for different values:
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Figure 3.12. The figure in the left represents the test ambiguity versus test error of forests obtained
by fitting a proportion of the data. The plot in the middle shows for the same forests their training
ambiguity versus test error. The right presents the relationship between the training error and the
training ambiguity of the same forests. These results were obtained for the GMM5 dataset

In this section we analyzed the effect that different diversity measures have on the gen-

eralisation error. The diversity measure that had the strongest negative correlation with

the test error, was the ambiguity. We have generated ensembles by using bagging with

different sampling rates. Our results show that ensemble test error is negatively correlated

with diversity, when diversity is low. We have tried to determine the threshold up to which

ensemble error is negatively correlated with diversity. We have generated ensembles by

varying the features or the patterns considered. For both these experiments, we plotted

the ensemble training error versus generalisation error, in order to determine that specific

threshold. Our results showed that it is impossible to determine from the training data,

what would this threshold be. We have repeated the experiment in the case of AUC,

however the conclusion remained the same. Another conclusion of our experiments was

that test error decreases at high sampling rates, implying that the more data is given,

the lower the error will become. Therefore, we varied the ensemble size and evaluated the

ensemble error on ensembles of different sizes. Our empirical results showed that larger

ensembles yielded lower test errors.

In our experiments we fixed number of M = 100 trees. It has been shown that decreasing

the number of trees can induce similar performance as well as decreasing the computational

time when training models or predicting new data. Next we will present a number of

pruning methods which involve ambiguity.

3.5 Pruning methods

In our next set of experiments we start with large ensembles and remove trees one by one

with the goal of maintaining generalisation accuracy. Based on the decomposition from

equation (3.11) we derive pruning methods which involve ambiguity. Next we will present
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a mathematical relation between classifier error and ambiguity, which we will use in our

pruning methods.

Equation (3.11) can be modified by adding a summation over all the patterns and obtaining

the following equation:

L01(Y ) =
1

N

N∑
n=1

M∑
i=1

ciL01(yintn)− 1

N

N∑
n=1

tn
2

M∑
i=1

( 1

M
Yn − ciyin

)
(3.12)

where M is the number of classifiers (trees) and N the total number of patterns

By swapping the two summations, we obtain:

L01(Y) =
M∑
i=1

ci
1

N

N∑
n=1

L01(yintn)−
M∑
i=1

1

N

N∑
n=1

tn
2

( 1

M
Yn − ciyin

)
(3.13)

This equation can be interpreted that the ensemble error is equal to the average error of

all the classifiers minus the sum of individual ambiguities for each classifier. As a result,

we obtained:

L01(yi) =
1

N

N∑
n=1

L01(yintn) (3.14)

where i ∈ 1..n

amb01(yi) =
1

N ·M

N∑
n=1

tn
2

(Yn − yin) (3.15)

In our experiments all classifiers have equal weights, ci = 1
M .

Based on Equation (3.11), we can hypothesise that by removing the classifier with the

higher difference between its individual error and its ambiguity, the ensemble error will be

reduced. To investigate this we plotted the individual error of each classifier versus their

individual ambiguity in Figure 3.13.
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Figure 3.13. Cloud of classifier error vs classifier ambiguity

The square at the top of the line corresponds to the classifier with the highest difference

between its individual error and its ambiguity. We investigated the reason why all the

points were situated on a straight line and found the following result:
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3. Correlation between test error and different diversity measures

Theorem 2. Given an ensemble of M classifiers, where Y represents the ensemble outputs

and yi, i = 1..M , denote individual classifier outputs. Let L01 denote the 0-1 loss function

and amb01 represent the ambiguity derived from this loss. Then, the following statement

holds:

L01(yi)−M · amb01(yi) = L01(Y ) (3.16)

Proof. If we define the error function as in [1]:

L01(x) =


1 ifx = −1

0.5 ifx = 0

0 ifx = 1

where x = 0 means the classifiers gave equal votes for both classes

Following the above definition of L01(x), we find that:

L01(x) = −1

2
(x− 1)⇒ 2 · L01(x) + x = 1 (3.17)

Using Equations (3.14), (3.15) in (3.16), we obtain:

L01(yi)−M · amb01(yi) =
1

N

N∑
n=1

L01(yintn)− tn
2
Yn +

tn
2
yin| · 2

2L01(yi)− 2M · amb01(yi) =
1

N

N∑
n=1

2 · L01(yintn) + tnyin︸ ︷︷ ︸
1

− tnYn︸︷︷︸
1− 2 · L01(tnYn)

| · 2

2L01(yi)− 2M · amb01(yi) =
1

N

N∑
n=1

2 · L01(tnYn)︸ ︷︷ ︸
2 · L01(Y )

| : 2

L01(yi)−M · amb01(yi) = L01(Y )

In our experiments we used forests of M = 100 trees, however is has been shown in [81]

that a similar performance in a forest can be achieved with a smaller number of trees, via

pruning. Generalisation error is very important in machine learning, but also the compu-

tational time for training/predicting new data is important, which increases proportionally

with the number of models. Therefore finding the optimal number of classifiers is impor-

tant in the classification process. In the next section, we will analyse different ambiguity

based pruning techniques.

3.6 Ambiguity pruning methods

Large ensembles increase the computational time, when making new classifications or

when building the model. Therefore, smaller ensembles would be preferred as long as the

generalisation error is not severely affected. Smaller ensembles are also preferred due to

the memory footprint.

In order to minimise the computational time and to achieve similar classification per-
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3. Correlation between test error and different diversity measures

formance we have developed a series of pruning techniques. We will use the following

notations. Let Ym = {yi}mi=1 be a collection of m classifiers, where 2 ≤ m ≤ M and M is

the number of classifiers from the unpruned ensemble. A new ensemble Ym−1 is formed

by removing one of the classifiers. We define different approaches to select the classifier

to be removed from Ym:

• Remove successive worse. Inspired by the previous hypothesis, the trees that have the

highest difference between individual error and individual ambiguity are removed,

in order to reduce ensemble error. Mathematically, this approach can be expressed

as

Ym−1 = Ym \ argmaxy∈Ym (L01(y)− amb01(y))

• Linear random. At each iteration a random tree is removed. Formally, this method

can be defined as

Ym−1 = Ym \RandomChoice(Ym)

• Remove successive best. Opposite to the first method, it removes the tree with the

smallest difference between individual error and individual ambiguity. In the previ-

ous method, the hypothesis was that removing the trees with the smallest difference

between individual error and ambiguity would decrease the ensemble training er-

ror. This approach tests the opposite effect in order to determine if the previous

method overfits and if the current one would have a more significant impact on the

generalisation error. Mathematically, this method can be described as :

Ym−1 = Ym \ agminy∈Ym (L01(y)− amb01(y))

We have pruned a forest of 100 trees according to these methods and evaluated the training

and test error of the new formed ensembles.

We have used 5-fold cross validation and repeated the process 20 times. We have plotted

the mean test error, along with the 25th and 75th quartile versus the number of trees.

Our results showed a large variability between the two quartiles. Therefore, in order to

determine if the variability was due to the change in the data used to fit the models, we

repeated the experiment in two scenarios: when the same data was used for building the

models, or when different data was used. By using the same data we mean, that the same

training and test data was used, 4/5th for training and 1/5th for testing of the original

data, (we chose the last fold of the 5-fold cross validation). In this case the variability

was given by the ensembles created, which we term conditional variability, because it’s

conditioned on knowing the data set. The different data scenario implied using the training

and test data of each fold, to fit and evaluate the models.

The evolution of the average ensemble error versus the number of trees is presented in

Figures 3.14-3.17.

We chose to investigate the effect of providing more or less data has, when applying the

pruning methods, therefore, we run the experiment for initial forests generated using low
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Figure 3.14. Comparisons of the pruning approaches for the Gmm5test dataset, for sampling rates
0.1 and 0.75. The results for the 0.1 sampling rate are presented in the first column, whereas the
0.75 sampling rate in the second column. The top figure of each column displays the results when
the same data was used, whereas the bottom plot when different data was used.
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Figure 3.15. Comparisons of the pruning approaches for the Heart dataset, for sampling rates 0.1
and 0.75. The results for the 0.1 sampling rate are presented in the first column, whereas the 0.75
sampling rate in the second column. The top figure of each column displays the results when the
same data was used, whereas the bottom plot when different data was used.
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Figure 3.16. Comparisons of the pruning approaches for the Sonar dataset, for sampling rates 0.1
and 0.75. The results for the 0.1 sampling rate are presented in the first column, whereas the 0.75
sampling rate in the second column. The top figure of each column displays the results when the
same data was used, whereas the bottom plot when different data was used.
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Figure 3.17. Comparisons of the pruning approaches for the Ionosphere dataset, for sampling rates
0.1 and 0.75. The results for the 0.1 sampling rate are presented in the first column, whereas the
0.75 sampling rate in the second column. The top figure of each column displays the results when
the same data was used, whereas the bottom plot when different data was used.

and high sampling rates (0.1 and 0.75).

In the left hand side of each panel, we have plotted the results obtained for the 0.1 sampling

rate. The results for the 0.75 sampling rate are presented in the right side of the figures.

The first row of each panel, displays the results when the same data was used to build

ensembles. The results obtained when different data was used, are presented on the second

row.

For the 0.75 sampling rate the number of trees needed seems to be generally fewer than

about 40 (although different in exact number for different data sets). So all the errors

with more than this number of trees are about the same, regardless of how you remove

the trees. Presumably this is because the high sampling rate means that with about 20

or 40 trees the ensemble has effectively seen all the data.

With the 0.1 sampling rate, the “remove successive best” is always worse on the test data

than the other methods. This could be explained by the fact that if you remove the tree

with the smallest error then the remaining ensemble is made of trees with larger errors,

so the resulting ensemble error is larger. Note that removing the tree with the largest

difference between individual error and individual ambiguity is equivalent to removing

the tree with the largest individual error because the individual error and ambiguity are

proportional to each other (see Equation (3.16)).

With the 0.1 sampling rate, “remove successive worse” (the blue line) is better than the

other methods in some cases (for the same data case and for small ensembles), but at high

sampling rates there is not a statistical difference.

The variability in both cases seems to be smaller for higher sampling rates, due to the fact

that higher sampling rates imply providing more data to the models, therefore having a

better view of the data and being able to make a better classification.

Overall the average test errors are similar for all cases, however in the case of smaller
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3. Correlation between test error and different diversity measures

sampling rates, you need more trees — which makes sense because you need more trees

to “see” the entire dataset and there is more diversity in the ensemble because the trees

see more different slices of the data. In general, the two approaches (using the same or

different data) seem to provide similar results, in terms of the effect on ensemble test error

across the three pruning methods discussed.

We have repeated the same experiment in the case of the coherence diversity measure

(see equation 3.8). The pruning approaches considered were the same, with the only

differences that the ”remove successive best” and ”remove successive worst” methods

involved coherence instead of ambiguity. These approaches are defined as follows:

• Remove successive worse:

Ym−1 = Ym \ argmaxy∈Ym (L01(y)− COH(y))

• Remove successive best:

Ym−1 = Ym \ agminy∈Ym (L01(y)− COH(y))

The results of the experiment for the Ionosphere dataset are displayed in Figure 3.18.

These plots show that the same conclusions as before hold, that there is no statistical

difference between the random approach and the ones involving a diversity measure (co-

herence or ambiguity). Even though Figure 3.18 displays the results in the case of the

Ionosphere dataset, similar results were obtained for the other datasets considered (the

remaining plots are presented in the Appendix A.1).

0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45

En
se

m
bl

e 
te

st
 e

rr

Same data

0 20 40 60 80 100
Number trees

0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45

En
se

m
bl

e 
te

st
 e

rr

Different data
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18

En
se

m
bl

e 
te

st
 e

rr

Same data
remove successive worse
linear random
remove succesive best

0 20 40 60 80 100
Number trees

0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18

En
se

m
bl

e 
te

st
 e

rr

Different data

Figure 3.18. Comparisons of the pruning approaches involving the coherence diversity measure for
the Ionosphere dataset, for sampling rates 0.1 and 0.75. The results for the 0.1 sampling rate are
presented in the first column, whereas the 0.75 sampling rate in the second column. The top figure
of each column displays the results when the same data was used, whereas the bottom plot when
different data was used.

In this section, we have defined a series of pruning techniques that involved removing either

random classifiers, either the ones with the highest/smallest difference between individual

error and ambiguity/coherence. We have investigated the effect of these techniques in two

scenarios: when the same training/test data was provided to the models or when different
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3. Correlation between test error and different diversity measures

data was used. We have compared the results obtained, when more data was provided

(0.75 sampling rate) or when less data was used (0.1 sampling rate).

Our results have shown that in the case of the higher sampling rates, the approaches

are not statistically different, whereas when less data was used, the ”remove successive

worse” approach was slightly better than the other approaches. However, in general

the pruning approaches that favour diverse ensembles, are not statistically different than

random ensembles.

3.7 Conclusion

We have investigated the correlation that different diversity measures have on the gen-

eralisation error. The diversity measures considered were: ambiguity, coincident failure,

disagreement, Kohavi-Wolpert and a new measure, called coherence. The coherence mea-

sures the angle between the prediction of a classifier and the ensemble’s prediction. Our

results show that the diversity measure that had the strongest negative correlation with

the generalisation error was Chen’s ambiguity, followed by the DIS and KW. Another con-

clusion of these experiments was that at high diversity there is little consistent correlation

with the test error.

We have compared these correlations in the case of ensembles formed by bootstrapping

with or without replacement. Our results show that at low diversity there is a negative

correlation between diversity and test error, particularly for ensembles with bootstrap

without replacement. Another conclusion was that bootstrapping with replacement leads

to ensembles for which the test error is not correlated with diversity. On the whole

bootstrapping without replacement generates ensembles with lower test error. We have

also investigated the effect that providing more data has on the generalisation error. The

conclusion was that by increasing the size of the dataset the generalisation error will

decrease.

Our next set of experiments focused on analysing the effect of different pruning techniques

on the generalisation error. The pruning methods considered involved either discarding

random trees or selecting trees based on the lowest or highest difference between individual

error and ambiguity/coherence. Our results show that, in general, there is no significant

difference between removing random trees and the approaches involving ambiguity or

coherence.
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Chapter 4

Optimising diversity in ensembles

of classification trees

4.1 Introduction

In the previous chapter we examined the relationship between the 0-1 loss ambiguity

measure defined by Chen (equation 3.2, [1]) and the generalisation error.

In this chapter we further explore the connection between ensemble diversity and gen-

eralisation error. Following [21, 1], we define and characterise new ambiguity measures

appropriate for the log loss and hinge loss. We investigate empirically the relationship

between these ambiguities and the generalisation error. This leads to an evolutionary

algorithm for the direct maximisation of the ensemble ambiguity, and indirectly the gen-

eralisation error, by optimisation of the patterns that each ensemble member is trained

on.

The principal contributions of this chapter are as follows:

1. the derivation of a cross-entropy-based ambiguity measure for ensemble diversity;

2. the derivation of a hinge-loss-based ambiguity measure for ensemble diversity;

3. the empirical assessment of the ambiguity/generalisation error trade-off on a number

of widely used classification data sets, using decision trees ensembles;

4. the exploration of the effect of ensemble sampling rates on this trade-off;

5. the exploration of the direct maximisation of ensemble ambiguity via an evolu-

tionary optimisation of the training patterns as a way to maximise generalisation

performance.

In the next section we present different diversity measures for ensembles using log and

hinge losses and establish some of their properties. Section 4.3 analyses the correlation

between the ambiguity measures presented and ensemble test error. Section 4.4 presents

an evolutionary algorithm for the optimisation of the cross-entropy diversity. Section
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4. Optimising diversity in ensembles of classification trees

4.5 illustrates the performance of the evolutionary optimiser on a range of classification

problems. Section 4.6 presents the conclusions.

4.2 Ambiguity measures

Extending the idea of quantifying diversity in regression ensembles [21], Chen [1] by using

the 0-1 loss defined a new classifier ensemble diversity measure in terms of how diverse the

outputs of the constituent classifiers are compared with the ensemble prediction. Following

this line, by employing the log and hinge loss we define new diversity measures as the

difference between the average error of the individual classifiers forming the ensemble and

the ensemble error; that is we define the ambiguity through the simple relation:

Ensemble error = Average error − Ambiguity (4.1)

In line with [1], we call these measures of diversity ambiguity measures. We define new

ambiguities for the log loss and hinge loss and present their properties in the following

sections.

4.2.1 Ambiguity measure for log loss

The cross-entropy error or log loss measures the discrepancy between the output of the

classifier and the true class when the classifier produces an output between 0 and 1 which

may be interpreted as a posterior probability; for convenience we denote the classes as 0

and 1, tn ∈ {0, 1}.

Definition 4.2.1. The ambiguity measure derived from the log loss has the following

formula:

ambCE(Yn) , tn log

(∑M
i=1 ciyin∏M
i=1 y

ci
in

)
+ (1− tn) log

(∑M
i=1 ci(1− yin)∏M
i=1(1− yin)ci

)
. (4.2)

Note that for any tn only one of the terms will not be zero, so ambCE(Yn) is the logarithm

of the ratio between the arithmetic and geometric means of the proximity of the classifiers’

outputs to the desired targets. The cross entropy ambiguity for many patterns is just the

ambiguity averaged over patterns (4.3):

amb(Y) =
1

N

N∑
n=1

amb(Yn) (4.3)

We note Woodhouse [102] shows that the ratio of the arithmetic mean to the geometric

mean is equivalent to a cross-entropy quantifying the amount of information added in an

image processing problem. In addition in [103], [104] the ratio of the arithmetic to geomet-

ric mean is used to measure homogeneity. A ratio close to 1 might indicate homogeneity

between the samples, whereas a value greater than 1 indicates heterogeneity.

Next we will enumerate and prove the properties of the ambCE ambiguity.

Theorem 3. The log loss ambiguity, ambCE, has the following properties:
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4. Optimising diversity in ensembles of classification trees

1. ambCE(Yn) ≥ 0,∀n ∈ 1, N

2. ambCE(Yn) = 0, ⇔ yin = yjn∀i, j ∈ 1,M

In conclusion, we can see that the ambCE ambiguity has the desirable property of always

being non-negative in contrast to amb01 which, as mentioned in [105] can be negative if the

ensemble prediction is incorrect. The proofs for Theorem 3 can be found in the Appendix,

section A.2.1.

4.2.2 Ambiguity measure for hinge loss

Following the same route, an ambiguity measure can be obtained appropriate for the hinge

loss. The hinge-loss is defined as:

LH(yin, tn) = max(0, 1− tnyin). (4.4)

Here yin is the ith classifier score for the nth pattern and tn is the target, where it is

convenient to label the targets as {±1}. From straightforward substitution we obtain the

following formula for the ambiguity measure derived from the hinge loss.

Definition 4.2.2. The ambiguity measure obtained for the hinge loss is defined as:

ambHL(Yn) =
M∑
i=1

ci max(0, 1− tnyin)−max

(
0,

M∑
i=1

ci(1− tnyin)

)
. (4.5)

Theorem 4.

The hinge loss diversity has the following properties:

1. ambHL(Yn) ≥ 0 ∀n ∈ {1 . . . N}

2. If for the pattern xn we have ∀ i, j ∈ {1 . . .M}, yin = yjn ⇒ ambHL(Yn) = 0

3. If for the pattern xn we have ambHL(Yn) = 0 6=⇒ that all the classifiers predict the

same class.

We provide an example of the last case, illustrating that ambHL(Yn) = 0 does not imply

that all the classifiers predict the same class. Consider one pattern x1 belonging to class

1, so t1 = 1 and 3 classifiers of equal weights, having the following scores: y11 = −2, y21 =

0.5, y31 = 1. Then, we have :

ambHL(Y1) =
1

3

3∑
i=1

max(0, 1− t1yi1)−max

(
0,

1

3

3∑
i=1

(1− t1yi1)

)
.

The first term is:

1

3

3∑
i=1

max(0, 1− t1yi1) =
1

3
max(0, 1− 1 · (−2)) +

1

3
max(0, 1− 1 · 0.5) +

1

3
max(0, 1− 1 · 1)

=
1

3
max(0, 3) +

1

3
max(0, 0.5) +

1

3
· 0 =

3.5

3
.
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The second term is:

max

(
0,

1

3

3∑
i=1

(1− t1yi1)

)
= max

(
0,

1

3
(3 + 0.5 + 0)

)
= max

(
0,

3.5

3

)
=

3.5

3
.

As a result, we have ambHL(Y1) = 0 even though the first classifier predicts the negative

class and the other two predict the positive class.

In this section we have analysed the properties of the three ambiguity measures presented.

We can conclude that out of all of them, the ambCE measure satisfies all the desired

properties of a diversity measure (being always positive and 0 if and only if all the classifiers

predict the same class). Not all of these properties are satisfied by the other two ambiguity

measures. While the amb01 ambiguity is 0 if and only if all the classifiers predict the

same, it can be negative when the ensemble classifies incorrectly a pattern [105]. On the

other hand the ambHL ambiguity is always positive, but if the ambiguity is 0 it doesn’t

necessarily imply that all the classifiers predict the same. The proofs for Theorem 4 are

presented in the Appendix, section A.2.2.

4.3 Correlation between ambiguity and generalisation error

Previous studies have investigated the relationship between diversity (measured in a va-

riety of ways) and the error/loss, see Chapter 3, [23, 1]. However, although a negative

correlation between generalisation error and ambiguity has been reported [1], it is clear

that this cannot be true for all ambiguities. We therefore empirically investigate the rela-

tionship between the ambiguity measured on a training data set and the error/loss on a

test data set (approximating the generalisation error).

Bagging was used in order to control the diversity by sampling different independent

samples to train the classifiers in the ensemble. We use 30 sampling rates in the range

[0.01, 1]. For each sampling rate an ensemble of decision trees, forming a random forest

[10], was trained on the sampled patterns. From the 2000 available observations, 1000 were

drawn at random and used for training, while the remaining 1000 were used for evaluating

the generalisation error; the roles of the training and testing sets were then swapped and

the corresponding ambiguities and losses calculated. This process was repeated 50 times

and the ambiguities and errors averaged over the resulting 100 instances.

We used the GMM5 dataset [106] which comprises two-dimensional features generated by

a Gaussian mixture model with 5 components (an extension of the 4-component model of

[107]) allowing a large quantity of data to be synthesised and the Bayes error rate to be

calculated exactly. The Bayes error is the lowest possible error that can be achieved for a

specific problem and it can be calculated by using the following formula:

LBayes = 1−
C∑
i=1

∫
Ci

P (ti)P (x|ti) [108]

where C is the number of classes, P (ti) is the a priori class probability of class i, P (x|ti) is

the class likelihood and Ci is the region where class i has the highest posterior probability.

Figure 4.1 show the variation of the generalisation error with the diversity of the ensemble
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Figure 4.1. Curves of the three types of ambiguities versus the corresponding losses that were
derived from these. The test error versus the training ambiguity was plotted for different sampling
rates for ensembles formed of 5 trees (left column) and 100 tress (right column) for the GMM5
dataset. The first row shows the behaviour of the test cross entropy versus the training cross
entropy ambiguity, in the second row the test 0-1 loss versus its corresponding training ambiguity
is plotted, respectively the behaviour of the hinge loss is presented in the third row of panels. The
optimal sampling rate is indicated in red.

measured on the training dataset for each of the ambiguity measures discussed. The first

column of panels in Figure 4.1 corresponds to a small ensemble of M = 5 trees the second

column shows the variation for a large ensemble of M = 100 trees. Although there is

considerable variation between the curves for the different ambiguity measures, they all

display common characteristics. At high sampling rates the ambiguity and test error are

negatively correlated, as also reported by [1]. In this regime, as the sampling rate increases

member classifiers are trained on increasingly similar views of the data and therefore di-

versity decreases. Since the average error per classifier is approximately constant (because

adding more data does not appreciably increase their accuracy), equation (4.1) shows that

the ensemble error increases.

Decreasing the sampling rate means that the members of the ensemble are trained on dif-

ferent views of the data, leading to increasing diversity/ambiguity and therefore a smaller

ensemble error, c.f. (4.1). However, as the sampling rate is reduced to even lower levels,

each component classifier is trained on a very small number of patterns and therefore starts

to become inaccurate. In (4.1) the average error increases more rapidly than the diversity

and the result is that the ensemble error begins to rise again. Unfortunately, determin-
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ing the sampling rate that yields the optimum generalisation error is not straightforward

or susceptible to a priori analysis. In section 4.4 we therefore describe an evolutionary

algorithm to determine this rate.

The same pattern is apparent for both small (M = 5, Figure 4.1 left column) and large

(M = 100, Figure 4.1 right column) ensembles, although the larger ensemble achieves a

lower generalisation error. This generalisation error is very close to the Bayes error (0.11

misclassification rate) for this data set. It might be expected that the optimum sampling

rate would be at least 1/M , so that each classifier in the ensemble is trained on N/M

examples and each example is used on average in the training of at least one classifier.

However, as the panels in Figure 4.1 show, the optimum sampling rate is well below 1/M ,

meaning that some of the data is not used at all by the ensemble. This indicates the

significant role played by diversity: to achieve best generalisation performance it is better

to ensure diversity by exposing classifiers to very different views of the data than to better

train them individually by providing more data.

Although only shown here for the GMM5 dataset we emphasise that very similar relation-

ships between ambiguity and generalisation error were observed on a number of additional

datasets (Table 4.1, see Appendix, section A.3).

In our next set of experiments we investigated the variation of generalisation error with

the number of classifiers forming the ensemble. This was achieved by generating ensembles

with 2 to 100 members and training them, as before, with samples at a given rate. This

was repeated 20 times for each ensemble size and sampling rate. The average (test) cross

entropy error plotted against size of ensemble and sampling rate is shown in the panel

of Figure 4.2 for the Sonar data set (Table 4.1, [109, 110]). This figure plainly shows

the benefit of a large ensemble: the optimum generalisation error with a large ensemble

is obtained over a wide range of sampling rates. The average training cross entropy

ambiguity is plotted against size of ensemble and sampling rate in the right panel of

Figure 4.2. These two figures together show the relationship between generalisation error

and training ambiguity; high ambiguities yield lower test errors, provided the sampling

rate is not too small. However, these two plots show the difficulty of predicting from the

training ambiguity the optimal rate that will yield the lowest generalisation error.

4.4 An Evolutionary Algorithm to Optimise Ambiguity

As we have shown, provided that the sampling rate is not too low, the generalisation error

is reduced for ensembles with high diversity. We therefore use an evolutionary algorithm

to maximise the ambiguity of an ensemble of classifiers by selecting the patterns; i.e the

particular training examples on which the constituent optimisers are trained. Pseudocode

for the algorithm is presented in Algorithm 2.

We use ensembles of M classifiers, each of which is trained on a fraction ρ of the N available

training patterns. In common with standard bagging ensembles, each of the classifiers is

trained on all the available features. The patterns on which each classifier is trained

are represented by a string of N 0s and 1s, where a 1 indicates that the corresponding

pattern is used to train the classifier, so that there are exactly [ρN ] 1s in each string

and [·] indicates rounding to the nearest integer. The strings representing the training
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Figure 4.2. The figure in the left of the panel represents the cross entropy generalisation error versus
the size of the ensemble and the sampling rate. On the right hand side the training ambiguity
derived from the cross entropy versus the size of the ensemble and the sampling rate is plotted.
The plots were obtained for the Sonar data.

patterns are initialised using stratified random sampling without replacement so that the

class ratios are preserved.

A single ensemble is evolved through mutation. Between 1 and M strings are mutated

in one of two ways, chosen with equal probability (line 3 in Algorithm 2). Then a type

of mutation is chosen with equal probability (line 5, U(0, 1) generates a random number

between 0 and 1):

1. A proportion up to N
2 of 1s and 0s are flipped at random. This is performed in a

stratified manner to preserve the class ratio and so as to maintain the sampling rate

as ρ (line 6).

2. The current string is discarded and replaced with a new string chosen in the same

way as the initialisation, preserving the class ratio and the sampling rate (line 8).

Following mutation the Npop members with the largest ambiguity are retained to proceed

into the next generation. In case of equality, the forest with the lower error will be preferred

(line 9).

4.5 Experiments

We ran our algorithm on six standard classification datasets from the UCI Machine Learn-

ing Repository: Australian, Cancer, Liver, Heart, Sonar, Ionosphere [76] and an additional

synthetic dataset GMM5 [107, 111]. Table 4.1 summarises the dataset characteristics.

Since the results in Fig. 4.2 show that for large ensembles, the generalisation error is small

for sufficiently low sampling rates, we concentrate on small ensembles. We used ensembles

of M = 5 trees, which were implemented by using the DecisionTreeClassifier function

from the sklearn library [112] in Python and the ambiguity measure ambCE(·) derived

from the log loss (4.2).
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Algorithm 2 Evolutionary algorithm for evolving a diverse ensemble

Input: X = {xn}Nn=1 . training data
Input: t = {tn}Nn=1 . targets
Input: M . number of trees
Input: g . number of generations
Input: ρ . sampling rate
Output: T . evolved forest

1: T ← initialize(X, t,M) . generate a random ensemble/forest
2: for i = 1→ g do
3: m← random(1,M) . choose m trees to be changed
4: indices← indicesToChange(M,m) . choose the indices of the m trees
5: if U(0, 1) < 0.5 then
6: T ′ ← mutate(T , indices, ρ) . mutation type 1
7: else
8: T ′ ← genNewTrees(T , indices, ρ) . mutation type 2

9: if (ambCE(T ′) > ambCE(T )) or

(ambCE(T ′) = ambCE(T ) andLlog(T ′, t) < Llog(T , t)) then
10: T ← T ′
11: return T

Table 4.1. Dataset characteristics

Datasets Patterns Features

GMM5 1000 2
Australian 690 14

Cancer 569 10
Liver 345 6
Heart 270 75
Sonar 208 60

Ionosphere 351 34
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Figure 4.3. Example results on the Liver dataset, using an evolutionary algorithm to optimise the
cross-entropy ambiguity.

Evolutionary algorithm

Data was partitioned into the following stratified parts as follows: one half for the test data,

a quarter of the data for the training and the remaining quarter for the validation data.

The evolutionary algorithm was run using the training data and the resulting ensemble

evaluated on the validation data. The forest with the sampling rate that yields the lowest

validation error was evaluated on the test data to assess the algorithm’s performance.

Figure 4.3 shows example results obtained on the Liver dataset. The optimisation was

repeated 30 times for each sampling rate and the figure shows the mean and interquartile

range of the cross entropy generalisation error. We have run the experiment for 30 times, 30

being a standard number used in statistical testing, in order for calculating a meaningful

statistics. Having a smaller number of repeats might not provide meaningful results,

whereas a higher number would provide similar results.

We compared the ensemble’s validation error for the initial generation with the optimised

ensemble’s validation error, for the following sampling rates: 0.05, 0.1, 0.2, 0.3, 0.5.

The green dashed line in Figure 4.3 corresponds to the mean of the 30 runs for the initial

population, whereas the purple dashed line represents the mean for the final population.

Shading indicates the interquartile range. The blue box plot corresponds to the test error

for the initial populations, whereas the red box plots represents the test error for the

corresponding final populations. These box plots were generated just for the sampling

rate that yielded the lowest average validation error.

We also performed non-parametric statistical tests to assess the significance of the results.

We used the Wilcoxon signed rank two-tailed test, p = 0.05. In Table 4.2 the mean test

error of the initial ensemble for the sampling rate that yielded the smallest validation error
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Table 4.2. Results on datasets, mean over 30 runs given (lower and upper quartile in brackets).
Bold mean value indicates significant difference (Wilcoxon signed rank two-tailed test, p = 0.05).

Datasets Initial cross entropy Final cross entropy

GMM5 1.32 (0.82, 1.75) 0.73 (0.6003, 0.852)

Australian 1.35 (1.11, 1.52) 1.26 (0.92, 1.39)

Cancer 0.63 (0.35, 0.74) 0.421 (0.32, 0.45)

Liver 2.41 (1.91, 2.92) 1.37 (0.98, 1.61)

Heart 1.76 (1.195, 2.17) 1.32 (0.94, 1.55 )

Sonar 2.19 (1.52, 2.953) 1.21 (0.91, 1.52)

Ionosphere 1.32 (0.97, 1.57) 1.01 (0.83, 1.195)

is shown, along with the mean test error of the corresponding final evolved ensemble. The

values in the parenthesis correspond to the 25th quartile and 75th quartiles. These results

show that, in general, the EA performs significantly better than the random sampling

from the initial population, and never worse. The ambiguity optimised ensembles have

lower test errors on average than the initial ensemble across all test problems.

What patterns are selected?

In our evolutionary algorithm we evolved the patterns that were selected in each tree. As

such it would be interesting to see which patterns were actually chosen, and if they have

any particular properties. In order to gain an understanding of which are the selected

patterns, we analyse a two dimensional case.

A preliminary experiment was to plot the evolved patterns from the final generations

of the evolutionary algorithm with their frequency of appearance. We performed this

experiment just for the GMM5 dataset, because the distribution of these data are known

and we have access to the posterior probabilities. We characterised the patterns according

to their distance from the decision boundary. In order to determine how far a pattern

is from the decision boundary, we calculated the maximum posterior probability of the

pattern belonging to each of the two classes. The patterns belonging to the decision

boundary have a minimum maximum posterior probability of 0.5. We averaged the number

of appearances for the patterns from the final generation throughout the 30 runs. On

the x-axis of Figure 4.4 the maximum of the posterior probability for both classes for

each pattern is represented in 20 bins. On the y-axis, the proportion of occurrences is

plotted. The green horizontal lines represent the medians of the number of occurrences

for the patterns belonging to each of the 20 bins. This plot was obtained from the results

of the evolutionary algorithm for the ρ = 0.1 sampling rate. Our results suggest that

for this particular problem there is no preference for choosing some patterns during the

optimisation, and that there is no correlation between whether a pattern is selected and

its proximity to the decision boundary. This is contrary to what might be expected a

priori — that is that points closer to the class boundary might be preferred as they give

more information for bracketing the boundary. The results also reveal a high density of

points on the right-hand side of the figure, which can be explained by the fact that these

patterns are well classified. The errors obtained by the evolutionary algorithm are close

to the Bayes error; therefore, these patterns would have high posterior probabilities.
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Figure 4.4. Frequency of patterns selected by the evolutionary algorithm at the final generation for
the GMM5 dataset, for the 0.1 sampling rate. On the x-axis is the maximum posterior probability
of a pattern belonging to each of the two classes. The y-axis represents the average proportion
each pattern was selected over the 30 runs of the evolutionary algorithm. The values from the
x-axis have been divided into 20 equally-sized bins. The green lines represent the medians of the
number of occurrences of the patterns belonging to each bin.

Weight optimisation

Our previous results showed the positive effect that maximising ambiguity has on the test

error. In our experiments the weights ci of the classifiers were equal, but another way

of maximising ambiguity would be by optimising the weights. We tried to optimise the

ambiguity obtained from the cross entropy, ambCE , from equation 4.2. Since ambCE is

not a quadratic function, Quasi-Newton methods are used, which are iterative methods

for solving unconstrained nonlinear optimisation problems [113]. These methods use the

Jacobian of the function to approximate the Hessian of the function, which is used to

determine the step for each iteration.

In our experiments we defined the weights via a softmax function, so each weight ci was

of the form ci = eθi∑M
j=1 e

θj
, where M is the number of classifiers and θi, i ∈ 1 . . .M were

chosen from a normal distribution. This definition of the weights was necessary in order

to ensure that they are all positive and their sum is equal to 1.

The Jacobian of the ambCE function is defined as:

JambCE =

[
∂ ambCE
∂θ1

· · · ∂ ambCE
∂θM

]

67



4. Optimising diversity in ensembles of classification trees

Let

S =

M∑
j=1

eθj

S1 =
M∑
j=1

yjn
eθj

S

S2 =
M∑
j=1

(1− yjn)
eθj

S

eθi+θj

S2
= ψi,j

eθi

S
= φi

Then

∂ ambCE
∂θi

=
1

N

N∑
n=1

tn

yin φi
S1
− φi − ln(yin)(φi − φ2i ) +

∑
i 6=j

ln(yjn)ψij


+(1− tn)

(1− yin)
φi
S2
− φi − ln(1− yin)(φi − φ2i ) +

∑
i 6=j

ln(1− yjn)ψij

 (4.6)

We used the minimize library from SciPy.optimize from Python and minimized the

negative of the ambiguity.

We split the data into two stratified halves, one used for testing and the other half was

divided as well into two stratified halves, one for training and the other for validation

data . We initialised random values from a normal distribution (with zero mean and unit

variance) for the values θi, i ∈ 1 . . .M . We generated random forests of M = 5 decision

trees and used sampling rates (representing the proportion of data used for each tree)

in the range [0.05, 0.1, 0.2, 0.3, 0.4, 0.5]. We have fitted the ensembles on the training

data and optimised the weights on the validation data. We repeated this experiment 20

times and computed the box plots for the training ambCE and test error, see Figure 4.5.

The top left plot compares the validation ambiguity of the ensembles with unoptimised

weights (blue box plots) versus the validation ambiguity of the ensembles with optimised

weights (red box plots) over 20 runs. We can see that the ambiguity was maximised in the

case of optimised weights. The top right plot shows the test errors of the corresponding

ensembles (blue with unoptimised weights and red with optimised weights). Unfortunately,

the ensemble with optimised weights (with the highest ambiguity respectively), in general

had a higher test error than the initial ensemble. We suspect that a possible reason could

be that during the optimisation process, the ambiguity exceeded the level at which it was

negatively correlated with the test error.

The bottom plots shows the curve of the average ensemble test error versus average val-

idation ambiguity over 20 runs and for all sampling rates. The blue box plot shows the

results when unoptimised weights were used, whereas red denotes the case when the op-
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timised weights were used. This figure confirms the results obtained in the first two plots

(generated for the 0.05 sampling rate), indicating that the use of optimised weights leads

to increased ensemble ambiguity and test error compared to when unoptimised weights

are used. The plots for the other sampling rates show a similar behaviour.
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Figure 4.5. Optimised weights for the GMM5 dataset, obtained by using a sampling rate of 0.05.
The first plot corresponds to the box plots of the validation ambiguity, the blue box plots for the
validation ambiguity with initial weights whereas the red box plots with optimised weights. The
second plot represents the box plots for the test error, the colors having the same meaning. The
third plot represents the average behaviour of the validation ambiguity versus the test error for all
sampling rates, blue denotes the case when unoptimised weights were used, whereas red when the
optimised weights were used.

4.6 Conclusion

In this chapter we introduced two ambiguity measures using the bias-variance decompo-

sition and the cross-entropy error or the hinge loss. Together with the ambiguity corre-

sponding to the 0-1 loss, we established the properties of these new diversity measures. We

evolved the training patterns of the classifiers in order to maximise the ambiguity obtained

from the cross-entropy (ambCE) and our results show that the evolved ensemble generally

has a better generalisation error than the initial ensemble. Hence, our results support the

influence that the diversity has on minimising generalisation error. Also the ambiguity

measure obtained by using the cross-entropy error satisfies all the required properties of

a diversity measure (being always positive and being zero if and only if the predictions

of the classifiers are all the same). This property of being always positive is not present

in the ambiguity obtained by using the 0-1 loss (see [1]), which can be negative if the
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ensemble prediction is wrong [105].

Our results show that if random sampling is used to select patterns on which ensemble

members are trained, we find that generalisation error is negatively correlated with diver-

sity at high sampling rates; conversely generalisation error is positively correlated with

diversity when the sampling rate is low and the diversity high.

Our experiments have shown that evolving the patterns that determine the trees of a

forest, in order to maximise ambiguity, has a positive effect on the testing error of the

ensemble.

Also, we found that there is no correlation between whether a pattern is selected and

its proximity to the decision boundary (at least for the problem we considered where we

had direct access to the posterior probabilities and therefore could determine the ‘true’

decision boundary precisely).

Our results were obtained when all the weights of classifiers were equal, as a result our

last set of experiments analysed the effect of varying the weights has on the ensemble test

error. We have optimised the weights by using BFGS, in order to maximise ambiguity and

investigated the impact on generalisation error. Even though in the previous experiments

maximising ambiguity improved the ensemble generalisation error, our results show that

by optimising the weights the same conclusion does not stand. A possible explanation

could be that the threshold up to which the ambiguity is negative correlated with the

ensemble error, is exceeded by the optimisation. Also, by analysing the last plot in Figure

4.5 the relationship between sampling rates, test error and ambiguity is not as clear as the

one obtained by maximising the ambiguity with equal weights, where there was a negative

correlation when sampling rates were low and positive for higher sampling rates, as seen

in Figure 4.1 .

In this chapter the main results were obtained by optimising a subset of patterns of fixed

trees. Hence, our next set of experiments will focus on selecting a subset of trees from a

set of trees in order to optimise ambiguity and analyse its effect on ensemble generalisation

error.
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Chapter 5

Optimising diversity by tree

selection

5.1 Introduction

In the previous chapter the focus was on optimising the patterns on which the trees were

built, trees which formed small ensembles. In some cases it has been shown that the more

trees in an ensemble, the better its performance will be [81]. However the amount of

time needed for training such an ensemble, increases linearly with the number of trees.

In [81] the authors have shown that the ensemble size can be reduced substantially and

still obtain a similar performance. In this chapter we investigate different tree selection

methods in order to find the best performance for a given number of trees. In section 5.2

we present pruning algorithms that reduce ensemble size by discarding either the classifiers

that would minimize or maximise ensemble diversity or error, either the classifiers with

the highest or lowest error. Section 5.3 presents tree selection methods for a fixed number

of trees. In section 5.4 an evolutionary algorithm is presented, which optimises different

subsets of trees, in order to maximise diversity. This section is followed by a comparison

of all the methods presented in this chapter with the results of the evolutionary algorithm

that selected patterns, presented in Section 4.4.

The main contributions of this chapter are the following:

1. The definition of various pruning techniques, a number of which promote ambiguity

or ensemble accuracy

2. The exploration of the direct maximisation of ensemble ambiguity, via an evolution-

ary optimisation algorithm for selecting trees, as a way to maximise generalisation

performance

3. The comparison of the above approaches in order to determine the most effective

ones in reducing generalisation error
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5.2 Pruning methods

In this section we will present novel pruning techniques that take into account the ambCE

of an ensemble. We will use the following notations. Let t be the target vector and

Ym = {yi}mi=1 be a collection of m classifiers, where 2 ≤ m ≤ M , where M is the number

of classifiers from the unpruned ensemble. We will denote the ambiguity of the ensemble

by ambCE(Ym). A new ensemble Ym−1 is formed by removing one of the classifiers. We

define different schemes to select the classifier to be removed from Ym:

1. Keep most ambiguous ensemble. At each iteration the tree that would yield the

most ambiguous ensemble (evaluated on the training data) is removed. Formally,

this approach could be defined as:

Ym−1 = arg max
y∈Ym

ambCE(Ym \ y).

2. Keep least ambiguous ensemble. At each iteration the tree that would yield the least

ambiguous ensemble, evaluated on the training data, will be removed. Mathemati-

cally, this method can be expressed as:

Ym−1 = arg min
y∈Ym

ambCE(Ym \ y).

3. Random. At each iteration a random tree is removed:

Ym−1 = Ym \RandomChoice(Ym).

4. Remove tree highest error. The tree with the highest training error is removed :

Ym−1 = Ym \ arg max
y∈Ym

(Llog(y, t)).

5. Remove tree lowest error. Conversely, the tree with the smallest training error is

removed :

Ym−1 = Ym \ arg min
y∈Ym

(Llog(y, t)).

6. Keep ensemble highest error. The next approach discards the tree that would yield

the ensemble with the highest training error:

Ym−1 = arg max
y∈Ym

Llog(Ym \ y, t).

7. Keep ensemble lowest error. Conversely, the last approach discards the tree that

would yield the smallest training error respectively :

Ym−1 = arg min
y∈Ym

Llog(Ym \ y, t).
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In our experiments we used M = 100 trees and at each iteration a tree is discarded,

according to the above methods.

The function getAmbEns (see below) at each iteration receives an ensemble of size m (m

decreases after every iteration) and discards each tree in turn to form subsets of m − 1

trees and evaluates the ambiguity of all these m ensembles. It returns the list contain-

ing the ambiguities of all the m subsets. Then according to the pruning scheme chosen

(“Keep most ambiguous ensemble” or “Keep least ambiguous ensemble”), the algorithm

will discard the tree of the index that is either the arg max or arg min.

1: procedure getAmbsEns(Ym)
2: amb list← list()
3: for y ∈ Ym do
4: Y ′ ← Ym \ y
5: amb← ambCE(Y ′)
6: add(amb list, amb)

7: return amb list

Similarly the function getErrEns (see below) calculates the training error of the m

subensembles. At each iteration, these approaches make m comparisons, which makes

the method expensive in terms of time.

1: procedure getErrsEns(Ym,t)
2: err list← list()
3: for y ∈ Ym do
4: Y ′ ← Ym \ y
5: err ← Llog(Y

′, t)
6: add(err list, err)

7: return err list

The trees were obtained via bagging for sampling rates ρ ∈ [0.05, 0.1, 0.2, 0.3, 0.4, 0.5].

We evaluate the performance of the pruning over 50 runs and produce the medians and

the interquartile ranges for each of the 7 approaches, the results are displayed in Figure

5.1. The top plot from the panel shows the variation of the test cross entropy with the

ensemble size across all 7 methods. The figure in the middle corresponds to the training

cross entropy, whereas the bottom figure displays the behaviour of the training ambCE .

By analysing the plot of the test cross entropy from Figure 5.1, we can see that the best

approaches are “Keep most ambiguous ensemble”, “Remove tree lowest error” and “Keep

ensemble lowest error”. We suspect that the reason for this similar behaviour between the

first two approaches, is that by removing the tree with the lowest cross entropy the average

cross entropy of the remaining classifiers increases much faster than the ensemble cross

entropy, leading to an increase of the ensemble ambiguity, as seen in Figure 5.2. Figure

5.2 also shows the average tree training/test cross entropy versus ensemble training/test

cross entropy and ensemble training/test ambCE for three approaches “Remove tree lowest

error”, “Remove tree highest error”, and “Random”. The first row of each set of figures

represents the results for the training data, the second shows results for the test data.

We can see from these plots that the average tree cross entropy is increasing for the
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“Remove tree lowest error” method, decreasing for the “Remove tree highest error” and

almost constant for the “Random” scheme. Also, in the “Random” case the ensemble

cross entropy increases slightly faster (as trees are removed) than removing the lowest

error trees.

Another explanation for why the “Remove tree lowest error” approach has such a good

generalisation performance, could be that the lowest error trees are overfitted to the train-

ing data and so removing them from the ensemble leaves an ensemble of “less overfitted”

trees, that are therefore better able to generalise. Conversely, we could argue that remov-

ing the tree with the highest error is actually removing the tree that is least overfitted to

the training data.

The first plot from Figure 5.1 also reveals that amongst the worst approaches is “Keep

least ambiguous ensemble”. These results demonstrate empirically once more the influence

that diversity has on reducing test error.

We have compared the “Keep most ambigous ensemble” approach with the algorithms

presented in Section 2.8. Since some algorithms either start from from 2 or 3 classifiers,

either from a fixed number M of classifiers and eliminate one classifier at a time, we

have ran the algorithms on the same set of trees and have used the same training and

test data. We have plotted the test error versus the number of trees for all the algorithms

presented in Section 2.8 versus the “Keep most ambiguous ensemble” method. The results

are presented in Figure 5.3. The “Keep most ambiguous ensemble” method is presented

in dark blue, the “Complementary” and “Margin distance” from [84] in red and green

respectively, the “FES” method is highlighted in turqoise, whereas the “Kappa pruning”

and “Reduce error with backfitting” methods from [81] in yellow and black respectively.

These plots were obtained for the Australian dataset, the results for the sampling rates

0.1 and 0.5 are presented in Figure 5.3. Even though these results were obtained for the

Australian dataset, the behaviour seen is consistent for the other datasets.

A similar pattern has been observed throughout the plots. The “Complementary” method

is the least successfull, followed by “Kappa statistics”, “Backfitting” approach. The “FES”

approach seems to be sucessfull for smaller sampling rates since at each generation it prefers

the ensemble with the lowest training error, however for higher sampling rate its effect on

the test error seems to decrease. This could be explained by overfitting. Overall the most

successful methods seem to be “Margin distance” and “Keep most ambiguous ensemble”.

We have not included in our analysis the “ADP” method, because the algorithm at each

iteration checks if the accuracy of the pruned ensemble is higher than the one of from the

previous iteration. If the accuracy is not higher, then the algorithm stops and returns the

ensemble from the previous iteration, which in most cases led to only one iteration.

In terms of computational complexity, the most time consuming is the “Backfitting” ap-

proach, with a complexity of θ(M2Q), where Q is the number of iterations in order to

determine which classifier to be selected per iteration. The other approaches have a com-

putation complexity of θ(M2).
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Figure 5.1. The top set of curves displays the variation of the test error with the ensemble size for
each of the mentioned pruning approaches. The middle figure shows the variation of the training
error, whereas the bottom plot shows for the training ambiguity. The results displayed are for the
German dataset and for the 0.05 sampling rate

5.3 One in, One Out approach

The pruning method described in the previous subsection (5.2) — that starts from M trees

and reduces the ensemble size down to two trees — has the disadvantage of being costly

in terms of time. Let mn be the size of the ensemble at iteration n. Then for the pruning
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Figure 5.2. Curves of the average tree training/test error versus ensemble training/test error and
ensemble training/test ambiguity. These plots were obtained for the German dataset and the 0.05
sampling rate.

schemes that keep at each iteration an ensemble that satisfies a certain criteria (“Keep

most ambiguous ensemble”,“Keep least ambiguous ensemble”, etc), at the nth iteration

there will be mn comparisons made. Obviously m1 = M , m2 = M − 1, as a result the

program will finish after making M(M+1)
2 − 3 comparisons, which increases quadratically

with the initial size of the ensemble, M .

An alternative to this method would be to keep at each iteration a fixed number of trees,

m, selected a priori, m�M . At each iteration a random tree would be added from a pool

of remaining trees, and a tree will also be discarded according to the approaches presented

in Section 5.2 (it is possible for the discarded tree to be the new entrant). Hence, we

have named this method the “One In, One Out (OIOO)” approach. The total number

of comparisons made by the OIOO method will be (m + 1)(M − m). For m = 5 and

M = 100, the total number of comparisons made is 570, whereas the pruning algorithm

when reaching 5 trees, it would have made M(M+1)
2 − 4 − 3 − 2 − 1 = 5040 comparisons,

almost 9 times more calculations.

As before, we will consider Yn = {yi}mi=1 to be the collection of m classifiers, where

2 ≤ m ≤ M and n denotes the nth iteration. We try to form a new ensemble Y ′ by

considering ensembles formed by adding a new randomly generated classifier y′ to the

ensemble

Y ′ = Yn ∪ {y′}

and then removing one of the classifiers from Y ′ to form Yn+1. One important aspect to

remark, is that as opposed to the previous method, the index n from Yn does not denote

the size of the ensemble (because the size of the ensemble, m, is fixed), it denotes the

current iteration.

We will consider in our experiments the same type of approaches as in the previous section,

but with the following definitions:
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Figure 5.3. These set of curves displays the variation of the test error with the ensemble size for
each of the mentioned pruning approaches. The top plots shows the rsults for the 0.1 sampling
rate, whereas the bottom plot for the 0.5 sampling rate, both for the Australian dataset.
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1. Keep the most ambiguous ensemble:

Yn+1 = arg max
y∈Y ′

ambCE(Y ′ \ y).

2. Keep the least ambiguous ensemble :

Yn+1 = arg min
y∈Y ′

ambCE(Y ′ \ y).

3. Remove a random classifier:

Yn+1 = Y ′ \RandomChoice(Y ′).

4. Remove the classifier with the largest training error:

Yn+1 = Y ′ \ arg max
y∈Y ′

(Llog(y, t)).

5. Remove the classifier with the lowest training error:

Yn+1 = Y ′ \ arg min
y∈Y ′

(Llog(y, t)).

6. Keep ensemble with the highest training error:

Yn+1 = arg max
y∈Y ′

Llog(Y
′ \ y, t).

7. Keep ensemble with the lowest training error:

Yn+1 = arg min
y∈Y ′

Llog(Y
′ \ y, t).

We have tested this approach on forests formed of m ∈ {5, 10, 20, 50} trees which were

randomly chosen from the same pool of M = 100 trees as in Section 5.2. We ran the

algorithm 50 times and produced box plots of the test data, see Figure 5.4. The same

training and test data as in the previous experiments were used, but with different random

startup ensembles for each run.

5.4 Evolving ensemble membership

Building on the ideas from the last two sections, we define an evolutionary algorithm

which maximises the training ambiguity, by selecting a fixed number of trees, m, at each

generation, see Algorithm 3. The trees selected are represented via a string of 0s and 1s,

where 1 on the ith position signifies that the ith tree is selected and 0 that is not. At

each generation we mutate the current string according to mutation rate µ. For each bit

of the string a random number between 0 and 1 is generated, if the value is less than µ,

then the current bit is mutated. If the total number of trees selected after the mutation

is different than m, then random trees will be either added or removed in order to have
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the same total number of trees, line 4 from Algorithm 3. The training ambiguity of the

new formed ensemble is calculated, if it is higher than that of the previous ensemble the

current ensemble will be kept and the old one discarded. In case of equality, the ensemble

with the lower training error is kept.

Algorithm 3 Evolutionary algorithm for selecting trees by optimising diversity

Input: X = {xn}Nn=1 . training data
Input: t = {tn}Nn=1 . targets
Input: m . number of trees desired
Input: tree list . list of all possible trees
Input: g . number of generations
Input: µ. . mutation rate
Output: T . evolved forest

1: M ← len(tree list)
2: T ← initialize(X, t,M) . generate a random ensemble/forest
3: for i = 1→ g do
4: T ′ ← mutate(T ,m, µ)
5: if (ambCE(T ′) > ambCE(T )) or

(ambCE(T ′) = ambCE(T ) andLlog(T ′, t) < Llog(T , t)) then
6: T ← T ′
7: return T

To evaluate its performance the evolutionary algorithm was run for g = 25000 generations

50 times, and for the sampling rates {0.05, 0.1, 0.2, 0.3, 0.5}. The pool of trees from which

the ensemble is composed at each generation is the same as the one used in Sections 5.2

and 5.3.

We compared the performance of the evolutionary algorithm with the approaches described

in Sections 5.2 and 5.3 and with the evolutionary algorithm from Section 4.4. Box plots of

the test errors for all the approaches over the 50 runs are shown in Figure 5.4. The results

for 5 trees are displayed in the top left panel, for 10 trees in the top right, for 20 in the

bottom left and 50 in the bottom right. We have grouped the box plots according to the

tree selection method used. For example, in each group of a similar colour, the first box

plot will always denote one of the tree selection methods that start with an ensemble of M

trees and discard a tree at each iteration, according to the pruning approaches mentioned

in section 5.2. The second box plot from the group (the darker colour) will always the be

the corresponding method, but by using the OIOO approach from section 5.3 . We have

labelled the box plots of similar approaches with the same letter, the ones representing the

methods from Section 5.2 by 1 and the corresponding OIOO approach by 2. For example,

the first group of box plots shown (coloured in navy) represent the test cross entropy values

for the “Keep most ambiguous ensemble” method. The first box plot, A1 represents the

values for the “Keep most ambiguous” ensemble method presented in Section 5.2. The

second box plot A2, displays the results for the “Keep most ambiguous ensemble OIOO”,

presented in section 5.3. The meanings of these labels are presented in Table 5.1. The

black vertical line separates the tree selection algorithms from the evolutionary algorithm

that selects patterns (from Section 4.4). These boxplots were obtained for the German

dataset and for ρ = 0.05.
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We can see from these plots that in general the best approaches are “Keep most ambiguous

ensemble”,“Keep most ambiguous ensemble OIOO”,“Remove tree lowest error”,“Remove

tree lowest error OIOO” and the evolutionary algorithms, followed by “Keep ensemble

lowest error”,“Keep ensemble lowest error OIOO”,“Random”,“Random OIOO”. Another

aspect which is visible from these plots is that as we increase the number of trees, the test

errors given by the best approaches get closer to the unpruned ensemble.

Figure 5.4. Box plots of the test CE for the tree selection approaches versus the pattern selection
approach (the evolutionary algorithm from Section 4.4) on the German dataset for the 0.05 sam-
pling rate. The first plot in the panel displays the results for 5 trees, the second plot for 10 trees,
the third of 20 trees, whereas the last one of 50 trees. The symbols from the x-axis correspond
to the tree selection methods and pattern selection approaches and their meaning is displayed in
Table 5.1.

In order to correctly rank all these schemes, we performed statistical tests. We used the

Wilcoxon signed rank two-tailed test [114] along with the Holm–Bonferroni correction

method [115] for a p-value of 0.05. The results of the statistical tests are displayed in

Table 5.2. This table contains two analyses. First it determines the best approach and all

those approaches which are statistically indistinguishable from it out of the tree selection

approaches. The best one is underlined in red, whereas the statistically similar ones are

underlined in blue. The second analysis compares all approaches, i.e. the tree selection

approaches with the pattern selection one (the evolutionary algorithm from Section 4.4).

The best performing approach is shaded with a dark grey, whereas the statistically similar

ones are highlighted in lighter grey.

We also present a visual comparison, by using critical difference diagrams, as in [116]. In

these diagrams the best classifiers are ranked in an ascending order and they are connected

with each other if they are statistically similar, see Figures 5.5–5.7 for these for the German

dataset.

Even though these comparisons are just for the German dataset and for the ρ ∈ {0.05, 0.3, 0.5}
sampling rates, the ranking of the approaches is similar across all datasets (see the rest of
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Table 5.1. Symbols denoting the tree selection methods from Figure 5.4

Approach Symbol

Keep most ambiguous ensemble A1
One In, One out A2

Keep least ambiguous ensemble B1
One In, One out B2

Random C1
One In, One out C2

Remove tree highest error D1
One In, One out D2

Remove tree lowest error E1
One In, One out E2

Keep ensemble highest error F1
One In, One out F2

Keep ensemble lowest error G1
One In, One out G2

Unprunned ensemble H

EA select trees I

EA select patterns J

123456789101112131415

13.7500max_err_ens
13.7400lst_amb_OIOO
13.5600max_err_ens_OIOO
12.5900lst_amb
10.5400tree_max_err_OIOO
10.5400tree_max_err

7.6000rand_OIOO
6.9400rand

6.3500 tree_min_err_OIOO
6.3500 tree_min_err
4.9800 min_err_ens
4.3000 min_err_ens_OIOO
3.3700 most_amb
2.9900 most_amb_OIOO
2.4000 EA_sel_trees

Test CE

12345678910111213141516

14.7500max_err_ens
14.7400lst_amb_OIOO
14.5600max_err_ens_OIOO
13.5900lst_amb
11.5400tree_max_err_OIOO
11.5400tree_max_err

8.5400rand_OIOO
7.8200rand 7.1700 tree_min_err_OIOO

7.1700 tree_min_err
5.7400 min_err_ens
5.0600 min_err_ens_OIOO
3.9500 most_amb
3.5800 EA_sel_patt
3.4500 most_amb_OIOO
2.8000 EA_sel_trees

Test CE

Figure 5.5. Comparisons of the tree selection approaches versus the pattern selection approach (the
evolutionary algorithm from Section 4.4) on the German dataset for the 0.05 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Sampling
rate

Number
trees

+
most
amb

ensemble

+ least
amb

ensemble

Random - tree
max
error

- tree
min
error

+ max
error

ensemble

+ min
error

ensemble

EA
sel

trees

EA
sel

patterns

0.05 5 1.11 1.04 5.99 7.09 1.76 2.12 4.32 4.32 1.57 1.57 6.98 6.97 1.28 1.22 1.00 1.02
0.1 5 1.29 1.18 3.73 4.36 1.88 1.81 3.12 3.12 1.49 1.49 4.29 4.50 1.67 1.60 1.29 1.13
0.2 5 1.48 1.46 2.98 3.13 1.88 1.89 2.63 2.63 1.60 1.60 2.64 2.86 1.91 1.87 1.51 1.39
0.3 5 1.59 1.55 2.76 2.93 1.96 1.96 2.58 2.58 1.57 1.57 2.32 2.58 2.14 2.19 1.65 1.36
0.4 5 1.67 1.61 2.68 2.71 2.16 2.12 2.67 2.63 1.76 1.76 2.14 2.26 2.33 2.41 1.86 1.50
0.5 5 1.90 1.91 2.71 2.70 2.17 2.25 2.63 2.63 1.92 1.92 2.44 2.55 2.44 2.50 1.98 1.75

0.05 10 0.70 0.69 3.77 4.36 0.82 0.78 2.51 2.51 0.71 0.71 4.21 4.15 0.83 0.84 0.66 0.92
0.1 10 0.66 0.66 1.99 2.10 0.87 0.85 1.82 1.82 0.66 0.66 1.90 1.89 0.99 0.99 0.66 0.75
0.2 10 0.71 0.71 1.61 1.63 0.88 0.86 1.45 1.45 0.72 0.72 0.97 1.27 1.05 1.05 0.72 0.66
0.3 10 0.78 0.78 1.43 1.42 0.99 0.97 1.44 1.46 0.76 0.76 1.01 1.12 1.22 1.17 0.82 0.68
0.4 10 0.86 0.86 1.43 1.41 1.06 1.08 1.44 1.44 0.86 0.86 1.03 1.09 1.28 1.28 0.91 0.71
0.5 10 1.00 1.00 1.49 1.53 1.17 1.24 1.48 1.48 1.00 1.00 1.15 1.22 1.31 1.31 1.05 0.87

0.05 20 0.63 0.63 1.80 1.91 0.59 0.59 1.39 1.39 0.63 0.63 2.19 1.93 0.58 0.59 0.59 0.77
0.1 20 0.60 0.60 1.02 1.07 0.59 0.58 0.95 0.95 0.60 0.60 0.78 0.80 0.66 0.67 0.57 0.67
0.2 20 0.56 0.56 0.91 0.92 0.61 0.60 0.88 0.88 0.57 0.57 0.62 0.62 0.75 0.73 0.57 0.60
0.3 20 0.59 0.59 0.86 0.89 0.65 0.66 0.85 0.85 0.58 0.59 0.65 0.65 0.75 0.73 0.59 0.57
0.4 20 0.62 0.62 0.92 0.92 0.72 0.78 0.90 0.90 0.64 0.64 0.68 0.69 0.83 0.83 0.65 0.57
0.5 20 0.69 0.69 0.97 0.97 0.83 0.80 0.96 0.96 0.68 0.68 0.75 0.74 0.86 0.85 0.72 0.61

0.05 50 0.57 0.57 0.62 0.62 0.55 0.55 0.62 0.62 0.57 0.57 0.62 0.62 0.53 0.53 0.56 0.68
0.1 50 0.55 0.55 0.57 0.57 0.53 0.53 0.57 0.57 0.55 0.55 0.56 0.56 0.53 0.53 0.54 0.61
0.2 50 0.53 0.53 0.57 0.57 0.52 0.52 0.57 0.57 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.56
0.3 50 0.52 0.52 0.58 0.58 0.53 0.53 0.58 0.58 0.52 0.52 0.53 0.53 0.53 0.53 0.53 0.54
0.4 50 0.54 0.54 0.60 0.60 0.58 0.57 0.60 0.60 0.55 0.55 0.56 0.56 0.59 0.59 0.55 0.53
0.5 50 0.60 0.60 0.64 0.64 0.61 0.61 0.64 0.64 0.60 0.60 0.60 0.60 0.62 0.62 0.59 0.53

Table 5.2. Statistical comparisons of the tree selection schemes and the evolutionary algorithm
that selects patterns from Section 4.4. For each method the median of the test cross entropy over
the 50 runs is displayed. The columns of the tree selection methods from Sections 5.2, 5.3 have two
values, with the following meaning: the first one denotes the median of the test cross entropy for
the pruning method, whereas the second the value indicates the median of the corresponding OIOO
approach. Dark shading indicates the best approach across all methods, whereas the lighter grey
the ones statistically indistinguishable. The blue underlining denotes the best approach across the
tree selection methods, whereas the red underlining indicates the approaches statistically similar.
The results shown are for the German dataset.
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123456789101112131415

13.1200tree_max_err_OIOO
13.1000tree_max_err
12.9000lst_amb_OIOO
12.8600lst_amb

9.4600min_err_ens_OIOO
9.3000min_err_ens
9.3000max_err_ens_OIOO
7.9800rand

7.3200 max_err_ens
7.2600 rand_OIOO
4.5400 EA_sel_trees
3.3100 most_amb
3.2900 most_amb_OIOO
3.1500 tree_min_err
3.1100 tree_min_err_OIOO

Test CE

12345678910111213141516

14.1200tree_max_err_OIOO
14.1000tree_max_err
13.9000lst_amb_OIOO
13.8600lst_amb
10.4600min_err_ens_OIOO
10.2600min_err_ens
10.2400max_err_ens_OIOO

8.8800rand 8.2400 max_err_ens
8.1800 rand_OIOO
5.4200 EA_sel_trees
3.9500 most_amb
3.9300 most_amb_OIOO
3.7700 tree_min_err
3.7300 tree_min_err_OIOO
2.9600 EA_sel_patt

Test CE

Figure 5.6. Comparisons of the tree selection approaches versus the pattern selection approach (the
evolutionary algorithm from Section 4.4) on the German dataset for the 0.3 sampling rate, for 10
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.

123456789101112131415

12.3400lst_amb_OIOO
12.2800lst_amb
11.7700tree_max_err
11.7300tree_max_err_OIOO

9.8400min_err_ens
9.7400min_err_ens_OIOO
8.1000rand_OIOO
8.0800rand

6.6500 max_err_ens
6.3900 max_err_ens_OIOO
5.3200 EA_sel_trees
4.5800 tree_min_err_OIOO
4.5200 tree_min_err
4.3500 most_amb_OIOO
4.3100 most_amb

Test CE

12345678910111213141516

13.3400lst_amb_OIOO
13.2800lst_amb
12.7700tree_max_err
12.7100tree_max_err_OIOO
10.8400min_err_ens
10.7400min_err_ens_OIOO

9.0200rand_OIOO
8.8800rand 7.5300 max_err_ens

7.2700 max_err_ens_OIOO
6.1000 EA_sel_trees
5.3400 tree_min_err_OIOO
5.2800 tree_min_err
5.1100 most_amb_OIOO
5.0700 most_amb
2.7200 EA_sel_patt

Test CE

Figure 5.7. Comparisons of the tree selection approaches versus the pattern selection approach( the
evolutionary algorithm from Section 4.4) on the German dataset for the 0.5 sampling rate, for 20
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.

83



5. Optimising diversity by tree selection

the figures in Appendix, Section A.4). In general the best approaches are the evolutionary

algorithms (since they explore more the space of solutions). The evolutionary algorithms

are statistically similar to the “Keep most ambiguous ensemble”,“Keep most ambigu-

ous ensemble OIOO”, “Remove tree lowest error”,“Remove tree lowest error OIOO” ap-

proaches. Since the evolutionary algorithms are expensive (they have a computational

cost of O(ρN), where ρ = 25000 is the number of generations and N the population size)

and also the pruning approaches (O(M2)), arguably the best approaches would be “Keep

most ambiguous ensemble OIOO” and “Remove tree lowest error OIOO”, since their com-

putational cost is O((m+ 1)(M −m)) and is less than the costs of the other approaches

considered (O((m+ 1)(M −m)) ≈ O(mM) < O(M2) < O(ρN), since m << M).
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5.5 Conclusion

We have defined different methods of tree selection, some that favoured ambiguous/accurate

ensembles and some that promoted less ambiguous/accurate ensembles. We compared the

performance of these methods with the results of the evolutionary algorithm from Section

5.4 and from Chapter 4, Section 4.4. Our main findings are the following:

• In general the evolutionary algorithms yield the lowest generalisation errors, however

they are the most computational expensive.

• The results of the ”Keep most ambiguous ensemble”,”Keep most ambiguous ensem-

ble OIOO”, ”Remove tree lowest error” and ”Remove tree lowest error OIOO” are

statistically similar to the results of the evolutionary algorithms.

• The results of the approaches that favour ambiguity or remove the trees with the

lowest errors, are statistically similar to the results of the evolutionary algorithms.

• Our results demonstrate once more the usefulness of ambiguity in error reduction,

since the approaches that favour ambiguity are amongst the most successful ones

(being also similar in performance to the evolutionary algorithms and less expensive).
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Chapter 6

Asymmetric impurities

6.1 Introduction

In previous chapters our experiments were based on forests of trees built with the same

impurity function and diversity was based on the classifiers’ predictions. In this chapter

we explore a different path of ensuring diversity in a forest. We will define diverse forests

by building trees that employ different impurities. Our experiments investigate the effect

that building trees with different impurities has on the generalisation error. We will focus

the investigation in the case of imbalanced datasets, where asymmetric impurities are of

interest. In section 6.2 we will investigate the effect that different asymmetric impurities

have on the generalisation error, in contrast to symmetric impurities and then continue

by varying the asymmetric impurities used in building the trees from a forest.

The principal contributions of this chapter are as follows:

1. The empirical comparison of the effect of different asymmetric impurities versus

symmetric impurities on the generalisation error

2. The empirical assessment of the effect of building trees from a forest with different

asymmetric impurities on the generalisation error, as a way of injecting diversity

3. The numerical explanation of why symmetric and asymmetric impurities might yield

similar splits, particularly within a specific family of impurity measures.

6.2 Experiments

In machine learning the focus is to generate models that would minimise a certain loss

and would achieve a good generalisation performance. In practice, we are interested not

just in optimising one loss/objective, but to optimise multiple losses/objectives at the

same time, which can be conflicting. For example, one would like to have ensembles

formed of accurate members, but also diverse. A common strategy is to compose linearly

these losses/objectives, by using different weights and parameters and determine those

that would minimise their combination. This can be achieved by training for each set of

parameters or weights an individual model and store it in the memory, in order to analyse

it later.
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More formally, given a training distribution of pairs x, y ∼ Px,y with x ∈ X ⊂ RdX ;

y ∈ Y ⊂ RdY and a loss function L(·, ·) : Y × Y → R, the aim is to learn a model

F : X → Y , with parameters θ, such that its predictions ŷ = F (x; θ) minimize the

expected value of the loss L(y, ŷ) over the dataset.

This approach can severely affect the time of execution, as a result in [117] the authors

suggest a method which would train a model just once, not on a certain parameter, but

on distribution of parameters.

As opposed to the previous example when one loss function is considered L(·; ·) in this

case a family of losses is considered L(·; ·;λ), parameterised by a vector λ ∈ Λ ∈ Rdλ .

In general, such a family of losses are represented by a weighted sum of several loss terms:

L(·, ·, λ) =
∑
i

λiL
i(·, ·, λi)

Instead of having a fixed λ, an optimisation problem is considered where the parameters

λ are sampled from a distribution Pλ.

The parameter θ can be determined in this way:

θ∗ = arg
θ
min

n∑
i=1

L(yi, F (xi, θ, λi), λi), λi ∼ Pλ

In [117] the models considered were convolutional neural networks (CNN). Inspired by

this approach, we investigated the extension of this method to decision trees.

As an equivalent to the family of losses, we defined a family of impurities, characterised

by different parameters. To reiterate, an impurity function, f : [0, 1] → R, is a concave

function, which is continuous on [0,1] and for which the values at the end points coincide.

Inspired by the code from [44], we built decision trees by using different impurity functions.

6.2.1 Beta distribution

The first impurity used in our experiments was the beta function, defined as:

b(p) = pα−1(1− p)β−1 , α, β > 0 (6.1)

In order for the beta distribution to have a bell shape, or to be concave, the necessary and

sufficient conditions are 1 < α < 2 and 1 < β < 2. The beta distribution is symmetric

when α = β and asymmetric when α 6= β.

The beta distribution obtained for the parameters α = 1.2, β = 1.8 is displayed in Figure

6.1.

Our initial experiment was to compare the behaviour of forests built with symmetric

impurities versus asymmetric impurities, in the case of imbalanced classes. As mentioned

earlier, when dealing with imbalanced datasets sometimes of more importance is considered
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Figure 6.1. The values of the beta distribution are plotted on the y-axis, whereas the corresponding
probabilities are shown on the x-axis.

the minority class and calculating the accuracy is not considered to be the best metric of

performance. Instead, the true positive rate and false positive rate are of more interest,

since they quantify much better the algorithm’s capability of predicting the minority

class. As a result we compared these values and the ROC curves of the forests built with

symmetric impurities with the forests built with asymmetric impurities.

We built forests of 100 trees, each tree having the same values for the α and β values.

We used 2-fold stratified cross validation, so that a stratified half of the data was used for

the training and the remaining part was used for the test. We modified the data, so that

there was an imbalance of 10% for the positive class. We ran the experiment 30 times and

plotted the box plots of the forests’ true positive rate, false positive rate, true negative

rate and true positive rate and the mean ROC curve. The values from the box plots were

obtained for the test data and are presented in Figure 6.2. These plots were obtained

for parameters α = β = 1.5 for the symmetric case and α = 1.9 and β = 1.1 for the

asymmetric case. We can see from these pictures that the behaviour is very similar in the

symmetric and asymmetric case. As a result, we changed the parameters and produced

the same box plots but for α = β = 1.6 for the symmetric case and α = 1.2 and β = 1.8,

results shown in Figure 6.3.

Since these sets of parameters did not show the desired result, we tried to determine

which ones would be the best parameters. We generated two evenly spaced array of values

ranging between 1 and 2, one for the α values and one for β. For each of them, we

generated forests of 100 trees in the symmetric case when α = β.

In the asymmetric case, we investigated for a range of α and β. We used the same technique

as before in dividing the data into two stratified halves, representing the training and test

data. We ran the experiment 30 times and produced the box plots of the corresponding

true positive, true negative, false positive and false negative rates which resulted from

applying the test data, results shown in Figure 6.4. The blue box plots correspond to the

symmetric case, whereas the red ones to the asymmetric case. The values from the red

box plots were obtained for α values equal to the ones from the symmetric case and the β

parameters were equal to the values shown on the x-axis. On the y-axis the true positive

88



6. Asymmetric impurities

0.91

0.92

0.93

0.94

0.95

0.96

Tru
e p

osit
ive

 rat
e

symmetric case
asymmetric case

0.80

0.82

0.84

0.86

0.88

Tru
e n

ega
tive

 rat
e

symmetric case
asymmetric case

0.12

0.14

0.16

0.18

0.20

Fal
se 

pos
itiv

e ra
te

symmetric case
asymmetric case

0.04

0.05

0.06

0.07

0.08

0.09

Fal
se 

neg
ativ

e ra
te

symmetric case
asymmetric case

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

Comparison ROC curves 

Chance
Mean ROC symmetric case (AUC = 0.96 ± 0.01)
Mean ROC asymmetric case (AUC = 0.95 ± 0.01)
± 1 std. dev.
± 1 std. dev.

Figure 6.2. Results obtained on the Gmm5test dataset. The ROC plots for the symmetric and
the asymmetric case are presented in blue, respectively green. The parameters used for the beta
distribution were α = β = 1.5 for the symmetric case and α = 1.9 and β = 1.1 for the asymmetric
case.
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Figure 6.3. Results obtained on the Gmm5test dataset.The parameters used for the beta distri-
bution were α = β = 1.6 for the symmetric case and α = 1.1 and β = 1.8 for the asymmetric
case.

rate is displayed.

As we can see from these plots, in general the error bars are large, leading to the AUCs

being similar for all ranges of β for fixed α and for different α. The most significant

difference between the symmetric and asymmetric case was achieved for the end points

α = 1 and and β = 2 . However, for these values the concavity of the function is not

satisfied. Similar behavior has been seen for the true negative rate, false positive or false

negative rate and for all datasets considered.

Our empirical results can be justified by a theoretical finding from [43]. Zimmerman

states that applying an asymmetric impurity to decision trees is equivalent to setting a
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Figure 6.4. Results obtained on the Australian dataset for the true positive rate.

cost for each of the classes. Also, he proves mathematically that functions equal to a scalar

multiplied to a function of the form f(p) = pα(1− p)1−α are cost-insensitive. A function
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Figure 6.5. The values of the hm distribution are plotted on the y-axis, whereas the corresponding
probabilities are shown on the x-axis. This plot was obtained for m = 0.8

Table 6.1. Dataset characteristics

Datasets Patterns Features Imbalance of positive class

Hepatitis 155 19 21%
Satimage 6435 36 10%

Hypothyroid 3772 28 8%
Segment 2310 19 14%
Breast 699 9 34%

that is cost-insensitive is not affected by the class weighting and therefore it will not bias

any of the classes. Although the ROC curves are the “same”, the same (TP, FP) point on

each curve is obtained for different costs or equivalently for different parameterisations of

the beta distribution.

6.2.2 hm impurity

We continue our study with a different impurity function, defined as:

hm(p) =
p(1− p)

(−2m+ 1)p+m2
, m ∈ (0, 1) (6.2)

The curve of this function is displayed in Figure 6.5.

We repeated the initial experiments from the previous section with the beta distribution

on the datasets displayed in Table 6.1.

The box plots of the true positive, true negative, false positive and false negative rates

and the ROC curves of the forests are displayed in Figures 6.6 and 6.7. Even though the

box plots show significant difference, they only represent the values for the 0.5 threshold.

The ROC curves corresponding to several thresholds show similar behaviour between the

symmetric and asymmetric case.

A justification for this behavior can be found in [43]. The authors have shown that the

impurity function hm from Equation (6.2) can be written as a transformation applied to
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Figure 6.6. Results obtained on the Hepatitis dataset. The ROC plots for the symmetric and
the asymmetric case are presented in blue, respectively green. These results were obtained for
m = 0.12.

the Gini impurity and therefore produce similar results:

hm(p) =
1

2(1−m)2
Twg (6.3)

where w =
(
1
m − 1

)2
and g is the Gini function.

Using this result, we tried to analyze the effect that varying the weights, has on the ROC

curves. Since some asymmetric impurities produce the same splits as a tree built with

the Gini index but with different weights, we built forests of trees having different sample

weights and compared them with the forests having weight one (obtained by using the

Gini index). The ROC curves obtained are presented in Figure 6.8.

The line in orange denotes the forest for which the weights were uniformly distributed

between 10−3 and 103. The other forests were formed of samples of equal weights: 0

denoted by the blue curve, -3 by the green and 3 by the red.

The ROC curves for the equal sample weights and the random sample weights are essen-

tially the same. The ROC curves for the extremely asymmetric weights are similiar, but if

the weights are biased away from the positive class (the “-3” case) then part of the ROC

curve is not accessible, because there are no trees that can classify the positive examples

as positive. The results show that for these particular weights there is not much significant

difference between symmetric and asymmetric weights, therefore could be a question of
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Figure 6.7. Results obtained on the Satimage dataset. The ROC plots for the symmetric and
the asymmetric case are presented in blue, respectively green. These results were obtained for
m = 0.12.

Figure 6.8. Comparison of the ROC curves of the forests obtained for different sample weight
ranges. The line in orange denotes the case when the weights were uniformly distributed between
10−3 and 103. The other ROC curves were obtained when the weights were equal. We have
compared for the following weight values: 0 denoted by the blue curve, -3 by the green line and 3
by the red line. The results are obtained on the GMM5 dataset.

choosing the right weights.

Since these results were obtained for specific weights and for a specific threshold fixed

(0.5), next we tried to optimise the sample weights and threshold. We optimised them
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in a bi-objective problem of minimising the false positive rate and the complement of

the true positive rate (1-TPR, where TPR stands for true positive rate). The weights,

wi, i = 1 . . .M were represented as a softmax:

wi =
eθi∑M
i=1 e

θi
(6.4)

Figure 6.9. Comparison of the ROC curves of the forests obtained for equal weights (denoted in
red), random weights (orange), optimised random weights (blue), optimised equal weights (green),
optimised random weights and threshold (purple) and optimised equal weights and threshold
(brown). The results are obtained on the GMM5 dataset.

Figure 6.9 essentially shows that the optimisation of the weights within the forest works

better for the forest with the randomly weighted samples (equivalently, randomly asym-

metric impurity functions) as a greater range of the ROC curve is accessible. However,

each of the forests with unoptimised tree-weights has an ROC curve that appears to be

equivalent to the optimised curves.

This figure shows that by optimising the threshold along with the weights, a better

TPR/FPR trade-off is obtained. However, having variable weights for the samples (equiv-

alently, asymmetric impurity) doesn’t give any benefit in this case. By analysing the

curves we can see that there is no significant difference between the symmetric forests or

forests built with asymmetric impurities equivalent to a reweighting of the Gini function.

6.2.3 p− pα impurity

An impurity function that does not fall in any of the previous mentioned categories (being

equivalent to a transformation applied to a symmetric function or being of the form apα(1−
p)1−α, α ∈ (0, 1), where a is positive constant) is the following:

f(p) = p− pα, α ≥ 3 (6.5)

The curve of this impurity function is displayed in Figure 6.10.

We generated for values of α ∈ [3, 4, 5, 6] forests formed of 100 trees and produced the
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Figure 6.10. The values of the p− pα are plotted on the y-axis, whereas the corresponding proba-
bilities are shown on the x-axis. This plot was obtained for α = 9.

corresponding ROC curves from Figure 6.11. The green ROC curve represents the asym-

metric case, whereas the blue one represents the symmetric case. The plots were obtained

by averaging over 10 folds, the bold line corresponds to the mean, and the upper and

lower bound represent the values of the mean ± the standard deviation. The yellow stars

represent the number of times the true positive rate for the asymmetric case was higher

than the true positive rate of the symmetric case.
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Figure 6.11. Hepatitis dataset

Again, there was no significant difference in behaviour between the symmetric and asym-
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metric case. Next, we tried to compare the behaviour of the impurities when the pa-

rameters α are varied for each tree, which can be considered a way of ensuring diversity.

In these experiments we generated the ROC curves for forests of 100 trees, in which the

impurity function was either the Gini index for the symmetric case and p − pα for the

symmetric case.

Each tree was built with a randomly chosen α ∈ [3, 4, 5, 6, 7, 8, 9]. These plots were ob-

tained for the 0.1 threshold. We investigated the influence that each α value has on the

true positive or false positive rates. We conducted this analysis per α value and also

grouped sub-ensembles of trees that were built with the same α value. The left figure in

the panel from Figure 6.12 shows the mean and interquartile ranges for the ROC curves

obtained for the ensemble with mixed α values in blue and for the sub-ensembles formed

with the same α in the remaining colours. The right plot from the same figure, shows the

average true positive and false positive rate of the sub-ensembles for the 0.1 threshold, per

α. These results were obtained for the Satimage dataset. For the Hepatitis dataset, the

corresponding plots are presented in Figures 6.14.

By comparing these two set of plots, we can conclude that varying the alpha per tree, does

not have a significant impact on the ROC curve. Also by comparing the right figures of

the average FPR and TPR for each sub-ensemble, we cannot see a pattern for a specific α

positively influencing the prediction. We compared the behaviour of the forest built with

different values of α with the forests obtained in the previous experiments. Figure 6.13

presents a comparison of the ROC curves for the symmetric case, the asymmetric cases,

where α was the same for all trees, versus the asymmetric case when α was randomly

selected, in the case of the Satimage dataset. For the Hepatitis dataset, the corresponding

plots are presented in Figure 6.15. These plots do not show a significant difference between

the behaviour of the three approaches.

Figure 6.12. The left plot shows the mean ROC curves for the ensemble build with different values
of α and for the sub-ensembles built with the same values of α. The values for α ranged between
[3,4,5,6,7,8,9]. The right figure presents the average FPR vs TPR for each ensemble built with a
specific α. These results were obtained for the Satimage dataset.

We could not express the impurity function f as being the result of a transformation

Tω applied to a symmetric function, as in Definition 2.4.5. Therefore, in order to justify

the similarity in performance of the symmetric impurity and the p − pα impurity, by
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Figure 6.13. Comparison ROC curves for ensembles built with random α in turquoise, Gini index
in blue or α = 7 in green. There results were obtained for the Satimage dataset.

Figure 6.14. The left plot shows the mean ROC curves for the ensemble build with different values
of α and for the sub-ensembles built with the same values of α. The values for α ranged between
[3,4,5,6,7,8,9]. The right figure presents the average FPR vs TPR for each ensemble built with a
specific α. These results were obtained for the Hepatitis dataset

0.0 0.2 0.4 0.6 0.8 1.0
FPR

0.0

0.2

0.4

0.6

0.8

1.0

TP
R

Chance
sym = 0.85 
asym = 0.86 ± 0.09
± 1 std. dev.
asym rand  = 0.85 ± 0.09
± 1 std. dev.

Figure 6.15. Comparison ROC curves for ensembles built with random α in turquoise, Gini index
in blue or α = 7 in green. There results were obtained for the Hepatitis dataset.

the aid of numerical experiments we found functions that are a result of a transformation

applied to symmetric functions, which bound the impurity f . With the aid of optimisation

much closer bounds can be found, so that the distance between the target function, f
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Figure 6.16. Bracketing of the impurity f = p− pα, where α = 8

and the bounds to be close to an ε > 0. Taking into account the result from Equation

(6.3), that function h can be defined as a transformation applied to the Gini function, a

transformation applied to it, will be another transformation applied to the Gini function.

By applying sequentially the transformation, we define the following functions:

L(p, ω,m) = (1 + (ω − 1)p)h(Φ(p, ω),m) (6.6)

where h is the function from Equation 6.2 and Φ from Definition 2.4.4.

LL(p, ω,m) = (1 + (ωL − 1)p)L(Φ(p, ωLL), ω,m) (6.7)

LLL(p, ω,m) = (1 + (ωLL − 1)p)LL(Φ(p, ωll), ω,m) (6.8)

LLLL(p, ω,m) = (1 + (ω − 1)p)LLL(Φ(p, ωll), ω,m) (6.9)

U(p, ω,m) = (1 + (ω − 1)p)h(Φ(p, ω),m) (6.10)

A possible bracketing of the function f = p−pα, where α = 8 can be seen in Figure 6.16.

In this section we have compared the results of forests built with a symmetric impurity

versus an asymmetric impurity p− pα. We have compared the behaviour for ensembles of

trees built with the same value of α or when each tree was built with a different value of

α. Our results have shown that there is not a statistical difference in performance between

the impurities used, on the particular problems we considered.
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The impurity function p − pα cannot be written as a transformation applied to a sym-

metric function, as in Equation 6.3. Therefore, in order to justify the similarity between

the predictions, we have shown numerically that this function can be bracketed by func-

tions which are a transformation of the Gini index and therefore produce similar results.

However, we could not find analytically functions to bound this impurity function. One

possible way of dealing with this problem would be to define analytically functions which

can be written as a transformation applied to the Gini index and which bracket the func-

tion p − pα. In this way their splits will be similar and it can justify why there was

no significant difference between the results of the Gini index and the impurity function

p− pα. More details are presented in chapter 7.

6.3 Conclusion

Imbalanced datasets often occur in real world problems, where the minority class is of

greater interest. In such scenarios asymmetric impurities have been used in order to

predict the minority class. In our experiments we have tried to asses how well a series

of asymmetric impurities performs on predicting the minority class. We have compared

the predictions of forests build with symmetric impurities versus ensembles formed with

asymmetric impurities, however in the case of asymmetric impurities there was no signifi-

cant bias towards the minority class and the behaviour was statistically indistinguishable

to the case of symmetric impurities. Amongst the impurities considered, most of them

were proven to be equivalent to a symmetric impurity [43]. In the case of the impurity

function f = p − pα we have showed numerically that it can be bracketed by a series of

impurity functions obtained by applying a transformation to a symmetric impurity, hence

the similar prediction performance. However, we could not establish the bounds of this

function analytically. Even though our results could not demonstrate the benefit of using

asymmetric impurities, it might still be a question of choosing the right impurity function.
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Chapter 7

Conclusion and future work

This chapter summarizes the results in the previous chapters and presents the main results

obtained in this thesis. Also a number of ideas which could be explored in future work

are presented.

Ensembles are important models used in machine learning, because of their prediction

capabilities which surpass those of individual classifiers. In Chapter 2 we present methods

for reducing ensemble error, including the bias and variance trade-off. It has been shown

that the prediction performance (accuracy) is positively influenced by diversity. We present

a number of state-of-the-art algorithms that optimise accuracy and diversity.

However there is a question about which diversity measure to use. In Chapter 3, we investi-

gate empirically the effect that different diversity measures have on ensemble performance.

The diversity measures considered were: ambiguity [1], coincident failure (CFD) [24], dis-

agreement (DIS) [25], Kohavi-Wolpert (KW) [26] and a new measure, called coherence.

The coherence measures the angle between the prediction of a classifier and the ensemble’s

prediction. The diversity measures that had the strongest negative correlation with the

generalisation error were the ambiguity, followed by the DIS and KW. Our experiments

have shown that at high diversity there is little consistent correlation with the test error.

We have analysed the effect that bootstrapping with or without replacement has on the

the generalisation error. Our empirical results showed that at low diversity there is a

negative correlation between diversity and test error, in the case of bootstrapping with-

out replacement. Another conclusion was that the ensembles generated by bootstrapping

with replacement had test errors which were not correlated with diversity. On the whole

bootstrapping without replacement generated ensembles with lower generalisation error.

We have also investigated the effect that providing more data has on the generalisation

error. The conclusion was that by increasing the size of the dataset the prediction perfor-

mance will increase. Since providing more data will decrease the computational speed on

fitting new models and predicting on unseen data, pruning techniques have been used in

the literature.

In our next set of experiments we have defined a series of pruning techniques: “Remove
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successive best” (trees that have the highest difference between individual error and indi-

vidual ambiguity/coherence are removed), “Remove successive worst” (the opposite of the

previous one) and “Linear random” (at the n + 1th iteration the same n trees from the

previous iteration are removed, plus a random new one). Our experiments revealed that

generalisation error was not considerably better when pruning according to diversity than

when choosing random ensembles. Hence, in the experiments in the following chapter we

focused on small ensembles.

Based on the bias-variance decomposition, in Chapter 4 we introduced two new ambiguity

measures, obtained by using the cross-entropy error or the hinge loss. We have analysed

the properties of these new diversity measures and found that only the ambiguity derived

from the cross-entropy error satisfies all the properties of a diversity measure, being always

positive and zero if and only if all the classifiers’ predictions agree.

We presented an evolutionary algorithm which evolves the training patterns of the classi-

fiers, in order to maximise the ambiguity obtained from the cross-entropy (ambCE). Our

experiments have shown that in general, the evolved ensemble has a better generalisation

error than the initial ensemble. Hence, our results support the influence that the diver-

sity has on minimising generalisation error. We also investigated the influence that using

random sampling on selecting patterns on which ensemble members are trained has on

the generalisation error. We found that generalisation error is negatively correlated with

diversity at high sampling rates; conversely generalisation error is positively correlated

with diversity when the sampling rate is low and the diversity high.

We have used in our experiments decision trees, therefore a possible extension of our

work would be to use different learners. Deep neural networks have achieved a high

predictability performance, however they are expensive to train. Since our experiments

were designed in the case of small ensembles, deep neural networks seem to be a good

candidate for a possible extension. A possible route could be to analyse the influence that

diverse/ambiguous ensembles of deep neural networks have on the generalisation error, by

using the ambCE measure. One starting point could be to evolve ambiguous ensembles of

deep neural networks, with the aim of achieving low generalisation error. We can start

from a set pool of M deep neural networks and evolve the ensemble membership, by

selecting a fixed subset of them of size m throughout the generations. The deep neural

networks selected can be represented via a string of 0s and 1s, where 1 on the ith position

signifies that the ith neural network is selected and 0 that is not. At each generation the

current string can be mutated according to mutation rate µ. One approach could be to

keep the most ambiguous ensemble at each generation and in case of equality the one with

the lowest training error to be preferred. The pseudocode of this approach is presented in

Algorithm 4:

Our experiments were performed in the classification case, another possible extension

could be to determine different ambiguity measures in the regression case and examine

their impact on the ensemble error. In [21] an ambiguity measure was defined by using the

bias-variance decomposition and the quadratic error Lquadratic =
∑N

i=1(tn − Yn)2. Other

possible losses that can be used in the regression case in order to obtain new diversity
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Algorithm 4 Evolutionary algorithm for selecting deep neural networks by optimising
diversity

Require: X = {xn}Nn=1 . training data
Require: t = {tn}Nn=1 . targets
Require: m . number of deep neural networks desired
Require: NN list . list of all possible deep neural networks
Require: g . number of generations
Require: µ. . mutation rate
Ensure: NN . evolved ensemble

1: M ← len(NN list)
2: NN ← initialize(X, t,M) . generate a random ensemble
3: for i = 1→ g do
4: NN ′ ← mutate(NN ,m, µ)
5: if (ambCE(NN ′) > ambCE(NN )) or

(ambCE(NN ′) = ambCE(NN ) andLlog(NN ′, t) < Llog(NN , t)) then

6: NN ← NN ′
7: return NN

measures are: the log− cosh loss (which can be used in robust statistics) and the quantile

loss [118].

The log− cosh loss for the nth target and ith classifier is defined as:

Lcosh(yin, tn) = log(cosh(yin − tn)) (7.1)

By using equation 4.1, the ambiguity derived from the log− cosh loss of an ensemble Yn
for the nth pattern is:

amblog− cosh(Yn, tn) = log

(∏M
i=1 coshci(yin − tn)

cosh(
∑M

i=1 ciyin − tn)

)
(7.2)

The quantile loss for the qth quantile, the nth target and ith classifier is defined as follows:

LQL(yin, tn) = max
[
q(yin − tn), (q − 1)(yin − tn)

]
(7.3)

As before, we can define the ambiguity derived from the quantile loss, of ensemble Yn, on

the nth target as:

ambQL(Yn, tn) =

M∑
i=1

ci max
[
q(yin − tn), (q − 1)(yin − tn)

]
−max[q(

M∑
j=1

cjyjn − tn),

(7.4)

(q − 1)(

M∑
j=1

cjyjn − tn)]

(7.5)

These new types of ambiguities can be employed in evolutionary algorithms, like the ones

suggested in Algorithm 2 from Chapter 4 and Algorithm 3 from Chapter 5.
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Since in Chapter 4 we focused on small ensembles, in Chapter 5 we present pruning tech-

niques and investigate their impact on reducing generalisation error. We have defined

different methods of tree selection, a number of them that favoured ambiguous/accurate

ensembles and others that promoted less ambiguous/accurate ensembles. We compared

the performance of these methods with the results of the evolutionary algorithm from

Section 5.4 and from Chapter 4, Section 4.4. Our results show that in general the evo-

lutionary algorithm achieves good performance, however its performance is similar to the

pruning approaches that take into account ambiguity, which are also faster in terms of

computational speed, hence being preferred. This result shows once more the usefulness

of ambiguity in error reduction.

In the previous chapters our results were based on forests of trees, built with the same

impurity, where diversity was quantified based on the predictions of the individual trees. In

Chapter 6 we inject diversity in the forests by building trees with different impurities. We

built our experiments by choosing different families of impurities which are characterized

by different parameters and analysed their impact on the generalisation performance. By

tuning the parameters we can define symmetric or asymmetric impurities. Asymmetric

impurities have been proven to be beneficial in the case of imbalanced datasets, where

the minority class is usually of greater importance. We compare the behaviour of the

forests by using symmetric and asymmetric impurities with forests of trees built with

different impurities (different parameters). Our experiments have shown that in the case

of asymmetric impurities there was no significant bias towards the minority class and the

behaviour was very similar to the case of symmetric impurities. Amongst the impurities

considered, most of them were proven to be equivalent to a symmetric impurity [43], hence

the similar behaviour with the symmetric impurities. In the case of the impurity function

f = p − pα, in order to justify the similarity in predictions with the symmetric case, we

have showed empirically that it can be bracketed by a series of impurity functions obtained

by applying a transformation to a symmetric impurity. Even though our results could not

present evidence of the benefit of using asymmetric impurities, it might still be a question

of choosing the right impurity function.

As further avenue for future work, it would be useful to find an analytical explanation of

why the asymmetric impurity f = p−pα has a similar behaviour to the symmetric impurity.

One possible approach to addressing this problem would be to identify functions that can

be expressed as transformations applied to the Gini index and which bound the function

p− pα. In this way their splits will be similar and it can prove the similarity between the

results of the Gini index and the impurity function. In [43] the authors have defined the

transformation of a function f : [0, 1]→ R as

Tωf(p) = (1 + (ω − 1)p) (f ◦ Φω) (p) (7.6)

where ω > 0 and Φω : [0, 1]→ [0, 1] is defined as :

Φω(p) =
ωp

1 + (ω − 1)p
(7.7)

103



7. Conclusion and future work

The next step would be to find symmetric impurities whose transformation will bracket

the function f(p) = p− pα. We are looking for functions of the form

G(p) = a(Tωg)(p) = a(1 + (ω − 1)p) (g ◦ Φω) (p) (7.8)

where g is a symmetric function and a a constant.

We will consider the Gini impurity g(p) = 2p(1− p). As a result from Equation (7.8), we

will have :

G(p) = a(1 + (ω − 1)p)2Φω(p)(1− Φω(p)) = 2a(1 + (ω − 1)p)
ωp

1 + (ω − 1)p

(
1− ωp

1 + (ω − 1)p

)
= 2a(1 + (ω − 1)p)

1 + (ω − 1)p− ωp
1 + (ω − 1)p

=
2aωp(1− p)
1 + (ω − 1)p

We will define two functions U and L to be the upper bound function and lower bound,

respectively, of the function f(p) = p − pα. In order for a function to be bounded by

another, we can impose a set of conditions on the tangents of the functions in some

points, for example 0 and 1. For the case of L, which we want to serve as the lower bound,

we can impose that its tangent’s values at 0 and 1 be smaller than f ’s tangents at 0 and

1, ensuring that the curve of L lies below that of f . Similarly, for the upper bound, where

we would like the tangents of U to be greater than the ones of f . Mathematically this can

be expressed via the following conditions :

• ∂L
∂p (0) ≤ ∂f

∂p (0) = 1

• ∂L
∂p (1) ≤ ∂f

∂p (1) = 1− α

• ∂U
∂p (0) ≥ ∂f

∂p (0) = 1

• ∂U
∂p (1) ≥ ∂f

∂p (1) = 1− α

Next steps would involve optimising the parameters a and w in order to find closer bounds

of function f .

104



Appendices

105



Appendix A

A.1 Pruning plots involving the coherence diversity measure
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Figure A.1. Comparisons of the pruning approaches involving the coherence diversity measure
for the Heart dataset, for sampling rates 0.1 and 0.75. The results for the 0.1 sampling rate are
presented in the first column, whereas the 0.75 sampling rate in the second column. The top figure
of each column displays the results when the same data was used, whereas the bottom plot when
different data was used.

A.2 Ambiguity measures

Let us consider the ensemble prediction to be:

Yn ≡ Y (xn) =
M∑
i=1

ciyin (A.1)

where M is the number of classifiers, xn the nth pattern, yin is the ith classifier’s prediction

for the nth pattern and ci the non-negative weights which have the following property∑M
i=1 ci = 1.

We denote the outputs of the ensemble members when classifying patterns xn by

Yn = {yin}Mi=1.

Also we denote the targets as tn, where n ∈ {1 . . . N} and N is the total number of
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Figure A.2. Comparisons of the pruning approaches involving the coherence diversity measure for
the GMM5 dataset, for sampling rates 0.1 and 0.75. The results for the 0.1 sampling rate are
presented in the first column, whereas the 0.75 sampling rate in the second column. The top figure
of each column displays the results when the same data was used, whereas the bottom plot when
different data was used.
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Figure A.3. Comparisons of the pruning approaches involving the coherence diversity measure
for the Sonar dataset, for sampling rates 0.1 and 0.75. The results for the 0.1 sampling rate are
presented in the first column, whereas the 0.75 sampling rate in the second column. The top figure
of each column displays the results when the same data was used, whereas the bottom plot when
different data was used.

patterns.

A.2.1 Ambiguity measure obtained from the cross-entropy

Lemma 1. The formula for the diversity measure obtained from the cross entropy error

is :

ambCE(Yn) , tn log

(∑M
i=1 ciyin∏M
i=1 y

ci
in

)
+ (1− tn) log

(∑M
i=1 ci(1− yin)∏M
i=1(1− yin)ci

)
. (A.2)

Proof. The cross-entropy error is defined as:

Llog(yin, tn) = − [tn log(yin) + (1− tn) log(1− yin)] . (A.3)

In this case, yin is the ith classifier’s probability prediction that the nth pattern belongs

107



A.

to class 1. From equation (A.3), we could express the average error of the classifiers as:

M∑
i=1

ciLlog(yin, tn) = −
M∑
i=1

ci[tn log(yin) + (1− tn) log(1− yin)]. (A.4)

Then from (A.3) we can define the ensemble error as being:

Llog(Yn) = −[tn log(Yn) + (1− tn) log(1− Yn)]. (A.5)

From equations (A.1) and (A.5) we can define the ensemble error as:

Llog(Yn) = −

[
tn log

(
M∑
i=1

ciyin

)
+ (1− tn) log

(
1−

M∑
i=1

ciyin

)]
. (A.6)

Using the above equations, the difference between the average error of the classifiers and

the ensemble error can be expressed as:

M∑
i=1

ciLlog(yin, tn)− Llog(Yn) =−
M∑
i=1

ci[tn log(yin) + (1− tn) log(1− yin)]

+ tn log

(
M∑
i=1

ciyin

)
+ (1− tn) log

(
1−

M∑
i=1

ciyin

)
.

(A.7)

Taking into account the logarithm’s properties:

1. log(a · b) = log(a) + log(b)

2. log(ab ) = log(a)− log(b)

3. x log(a) = log(ax)

we obtain:

M∑
i=1

ciLlog(yin, tn)− Llog(Yn) = tn log

(∑M
i=1 ciyin∏M
i=1 y

ci
in

)
+ (1− tn) log

(
1−

∑M
i=1 ciyin∏M

i=1 (1− yin)ci

)
.

(A.8)

Since
∑M

i=1 ci = 1 we can rewrite the second logarithm as:

log

(
1−

∑M
i=1 ciyin∏M

i=1 (1− yin)ci

)
= log

(∑M
i=1 ci(1− yin)∏M
i=1 (1− yin)ci

)
. (A.9)

As a result the ambiguity in xn be defined as:

ambCE(Yn) = tn log

(∑M
i=1 ciyin∏M
i=1 y

ci
in

)
+ (1− tn) log

(∑M
i=1 ci(1− yin)∏M
i=1 (1− yin)ci

)
. (A.10)

Taking into account equation A.10, the formula of the diversity for all the patterns is:

ambCE(Y) =
1

N

N∑
n=1

tn log

(∑M
i=1 ciyin∏M
i=1 y

ci
in

)
+ (1− tn) log

(∑M
i=1 ci(1− yin)∏M
i=1 (1− yin)ci

)
. (A.11)
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Theorem 5. The log loss ambiguity, ambCE, has the following properties:

1. ambCE(Yn) ≥ 0,∀n ∈ 1, N

2. ambCE(Yn) = 0, ⇔ yin = yjn∀i, j ∈ 1,M

Proof. First we show that ambCE(Yn) ≥ 0, ∀n ∈ 1, N .

Let us consider the following inequality:

λ1x1 + λ2x2 + . . .+ λnxn
λ

≥ λ

√
xλ11 x

λ2
2 · . . . · x

λn
n [119] (A.12)

where
∑N

i=1 λi = λ,∀i ∈ {1 . . . n}, λi ≥ 0. The equality holds if and only if all the xi are

equal.

In our case λi = ci and
∑M

i=1 ci = 1, as a result the arguments of both logarithms from

the formula are greater then one and then the logarithms are positive. Since tn ∈ {0, 1}
the diversity is the sum of two positive numbers.

We now show that ambCE(Yn) = 0, ⇔ yin = yjn∀i, j ∈ 1,M . If we have yin = yjn =

ȳ ∀i, j ∈ {1...N}, then: ∑M
i=1 ciyin∏M
i=1 y

ci
in

=
ȳ ·
∑M

i=1 ci

ȳ
∑M
i ci

=
ȳ

ȳ
= 1.

The same principle may be applied to the argument of the second logarithm, as a result:

ambCE(Yn) = tn log(1) + (1− tn) log(1) = 0.

For the reverse case, ambCE = 0 ⇒ yin = yjn∀i, j ∈ {1...N}, we distinguish two cases:

tn = 1 and tn = 0. When tn = 1, then:

ambCE(Yn) = log

(∑M
i=1 ciyin∏M
i=1 y

ci
in

)
= 0⇔

∑M
i=1 ciyin∏M
i=1 y

ci
in

= 1
(A.12)⇔ yin = yjn∀i, j ∈ {1...N}.

The proof is similar for the case tn = 0.

A.2.2 Ambiguity measure obtained from the hinge loss

Lemma 2. The formula for the diversity measure obtained from the hinge loss error is :

ambHL(Yn) =
M∑
i=1

ci max(0, 1− tnyin)−max

(
0,

M∑
i=1

ci(1− tnyin)

)
.

Proof. The hinge loss is defined as:

LH(yin, tn) = max(0, 1− tnyin) (A.13)
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where yin is the ith classifier score and tn is the target, tn ∈ {±1}.

Using equations (A.1) and (A.13) we obtain the error of the ensemble prediction in xn:

LH(Yn) = max

(
0, 1− tn

M∑
i=1

ciyin

)
. (A.14)

The weighted average error of the classifiers be:
∑M

i=1 ciLH(yin, tn) =
∑M

i=1 ci max(0, 1−
tnyin).

Using the decomposition equation we obtain:

ambHL(Yn) =

M∑
i=1

ci max(0, 1− tnyin)−max

(
0, 1− tn

M∑
i=1

ciyin

)
. (A.15)

Since
∑M

i=1 ci = 1 we can rewrite the previous equation as:

ambHL(Yn) =
M∑
i=1

ci max(0, 1− tnyin)−max

(
0,

M∑
i=1

ci(1− tnyin)

)
. (A.16)

Theorem 6.

The hinge loss diversity has the following properties:

1. ambHL(Yn) ≥ 0 ∀n ∈ {1 . . . N}

2. If for the pattern xn we have ∀ i, j ∈ {1 . . .M}, yin = yjn ⇒ ambHL(Yn) = 0

3. If for the pattern xn we have ambHL(Yn) = 0 6=⇒ that all the classifiers predict the

same class.

Proof.

1. We first show that ambHL(Yn) ≥ 0 ∀n ∈ {1 . . . N}.

We can distinguish two sub-cases:

a) If max(0,
∑M

i=1 ci(1− tnyin)) = 0 then from (4.5):

ambHL(Yn) =
M∑
i=1

ci max(0, 1− tnyin) ≥ 0. (A.17)

b) If max(0,
∑M

i=1 ci(1− tnyin)) =
∑M

i=1 ci(1− tnyin) > 0

Let Kn = {i ∈ {1 . . .M}| ci(1− tnyin) < 0} which can be rewritten as:

Kn = {i ∈ {1 . . .M}| |yin| > 1 and tnyin > 0}.
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Then we have

M∑
i=1

ci(1− tnyin) =
∑
i/∈Kn

ci(1− tnyin) +
∑
j∈Kn

cj(1− tnyjn). (A.18)

And by using this equation above, we obtain:

max(0,

M∑
i=1

ci(1− tnyin)) =
∑
i/∈Kn

ci(1− tnyin) +
∑
j∈Kn

cj(1− tnyjn). (A.19)

Also since max(0, 1− tnyin) is always positive, the following equation holds:

M∑
i=1

ci max(0, 1− tnyin) =
∑
i/∈Kn

ci(1− tnyin). (A.20)

From equations (4.5), (A.19) and (A.20) we obtain:

ambHL(Yn) =
∑
i/∈Kn

ci(1− tnyin)−
∑
i/∈Kn

ci(1− tnyin)−
∑
j∈Kn

cj(1− tnyjn)

= −
∑
j∈Kn

cj(1− tnyjn).

(A.21)

From the definition of the set Kn we obtain:

ambHL(Yn) > 0. (A.22)

From (A.17) and (A.22) we therefore have that ambHL(Yn) ≥ 0.

2. We show that if for the pattern xn we have:

∀ i, j ∈ {1 . . .M}, yin = yjn ⇒ ambHL(Yn) = 0.

If ∀ i, j ∈ {1 . . .M}, yin = yjn ⇒ 1− tnyin = 1− tnyjn = 1− tny1n. As a result

max

(
0,

M∑
i=1

ci(1− tnyin)

)
= max

(
0, (1− tny1n)

M∑
i=1

ci

)
= max(0, 1− tny1n)

(A.23)

and

M∑
i=1

ci max(0, 1− tnyin) =

M∑
i=1

ci max(0, 1− tny1n) = (A.24)

max(0, 1− tny1n)
M∑
i=1

ci = max(0, 1− tny1n). (A.25)

From equations (4.5), (A.23) and (A.25) we obtain

ambHL(Yn) = 0. (A.26)
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3. If ambHL(Yn) = 0⇒
∑M

i=1 ci max(0, 1− tnyin)−max(0,
∑M

i=1 ci(1− tnyin)) = 0⇒

M∑
i=1

ci max(0, 1− tnyin) = max

(
0,

M∑
i=1

ci(1− tnyin)

)
. (A.27)

We can distinguish two sub-cases:

a) max(0,
∑M

i=1 ci(1− tnyin)) = 0

From (A.27) we get that:

M∑
i=1

ci max(0, 1− tnyin) = 0⇒ max(0, 1− tnyin) = 0∀i ∈ {1 . . .M}.

As a result

1− tnyin ≤ 0 ∀i ∈ {1 . . .M}. (A.28)

Equation (A.28) implies that tnyin > 0 ∀i ∈ {1 . . .M} and |yin| ≥ 1. These two

conditions are satisfied in two sub-cases

i. tn = 1⇒ yin ≥ 1 ∀i ∈ {1 . . .M}, then all classifiers predict class 1.

ii. tn = −1⇒ yin < 0 and |yin| ≥ 1 ∀i ∈ {1 . . .M}, then all classifiers predict

class −1.

b) max(0,
∑M

i=1 ci(1− tnyin)) =
∑M

i=1 ci(1− tnyin)

From (A.27) we get that

M∑
i=1

ci max(0, 1− tnyin) =
M∑
i=1

ci(1− tnyin).

Since max(0, 1− tnyin) ≥ 0 ∀i ∈ {1 . . .M}, we obtain:

1− tnyin ≥ 0 ∀i ∈ {1 . . .M}. (A.29)

This inequality can be verified in the four following sub-cases:

A ∃j ∈ {1 . . .M} , tnyjn < 0 which means that these classifiers do not predict

correctly the class.

B ∃k ∈ {1 . . .M} , 0 < ykn < 1 and tn = 1 in which case all these classifiers

identify correctly the class.

C ∃l ∈ {1 . . .M} ,−1 < yln < 0 and tn = −1 in which case all these classifiers

identify correctly the class.

D ∃q ∈ {1 . . .M} , tn = yqn, for the case when 1 − tnyin = 0. In this case all

these classifiers identify correctly the class.

Since cases (A, B, D) or (A, C, D) can be true at the same time and still the
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Figure A.4. Curves of the three types of ambiguities versus the corresponding losses that were
derived from these. The test error versus the training ambiguity was plotted for different sampling
rates for ensembles formed of 5 trees (left column) and 100 tress (right column) for the Australian
dataset. The first row shows the behaviour of the test cross entropy versus the training cross
entropy ambiguity, in the second row the test 0-1 loss versus its corresponding training ambiguity
is plotted, respectively the behaviour of the hinge loss is presented in the third row of panels. The
optimal sampling rate is indicated in red.

condition (A.29) to be held, we cannot draw the conclusion that ambHL(Yn) =

0⇒ all the classifiers predict the same class.

A.3 Random splits

This section presents the plots of the variation of the three types of ambiguities versus the

corresponding tests errors from Chapter 4, for all the databases investigated. The plots

are displayed in Figures A.4 - A.7.

A.4 Critical diagrams

This section presents the critical diagrams obtained in Chapter 5 for all the databases

investigated. The plots are displayed in Figures A.8 - A.35.
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Figure A.5. Curves of the three types of ambiguities versus the corresponding losses that were
derived from these. The test error versus the training ambiguity was plotted for different sampling
rates for ensembles formed of 5 trees (left column) and 100 tress (right column) for the Cancer
dataset. The first row shows the behaviour of the test cross entropy versus the training cross
entropy ambiguity, in the second row the test 0-1 loss versus its corresponding training ambiguity
is plotted, respectively the behaviour of the hinge loss is presented in the third row of panels. The
optimal sampling rate is indicated in red.
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Figure A.6. Curves of the three types of ambiguities versus the corresponding losses that were
derived from these. The test error versus the training ambiguity was plotted for different sampling
rates for ensembles formed of 5 trees (left column) and 100 tress (right column) for the Heart
dataset. The first row shows the behaviour of the test cross entropy versus the training cross
entropy ambiguity, in the second row the test 0-1 loss versus its corresponding training ambiguity
is plotted, respectively the behaviour of the hinge loss is presented in the third row of panels. The
optimal sampling rate is indicated in red.
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Figure A.7. Curves of the three types of ambiguities versus the corresponding losses that were
derived from these. The test error versus the training ambiguity was plotted for different sampling
rates for ensembles formed of 5 trees (left column) and 100 tress (right column) for the Ionosphere
dataset. The first row shows the behaviour of the test cross entropy versus the training cross
entropy ambiguity, in the second row the test 0-1 loss versus its corresponding training ambiguity
is plotted, respectively the behaviour of the hinge loss is presented in the third row of panels. The
optimal sampling rate is indicated in red.
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Figure A.8. Comparisons of the tree selection approaches versus the pattern selection approach (the
evolutionary algorithm from Section 4.4) on the Australian dataset for the 0.05 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.9. Comparisons of the tree selection approaches versus the pattern selection approach (the
evolutionary algorithm from Section 4.4) on the Australian dataset for the 0.1 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.10. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Australian dataset for the 0.2 sampling rate,
for 5 trees. The top plot shows the ranking and the statistical similarities for all the approaches ex-
cept for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.11. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Australian dataset for the 0.3 sampling rate,
for 5 trees. The top plot shows the ranking and the statistical similarities for all the approaches ex-
cept for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.12. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Australian dataset for the 0.4 sampling rate,
for 5 trees. The top plot shows the ranking and the statistical similarities for all the approaches ex-
cept for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.13. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Australian dataset for the 0.5 sampling rate,
for 5 trees. The top plot shows the ranking and the statistical similarities for all the approaches ex-
cept for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.14. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the German dataset for the 0.1 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.15. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the German dataset for the 0.2 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.16. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the German dataset for the 0.3 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.17. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the German dataset for the 0.4 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.18. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the German dataset for the 0.5 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.19. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Cancer dataset for the 0.05 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.20. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Cancer dataset for the 0.1 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.21. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Cancer dataset for the 0.2 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.

123



A.

123456789101112131415

13.4100max_err_ens_st
13.3500lst_amb_st
13.2000max_err_ens
11.5000lst_amb
10.3100tree_max_err_st
10.3000tree_max_err

7.3400min_err_ens_st
6.7500min_err_ens

6.4000 rand
5.7400 rand_st
4.7200 tree_min_err_st
4.6400 tree_min_err
4.4300 most_amb
4.2700 most_amb_st
3.6400 EA_sel_trees

Test_CE

12345678910111213141516

14.4100max_err_ens_st
14.3500lst_amb_st
14.1800max_err_ens
12.4400lst_amb
11.1700tree_max_err_st
11.1600tree_max_err

7.9200min_err_ens_st
7.3500min_err_ens 6.9600 rand

6.2400 rand_st
6.1200 EA_sel_patt
5.1600 tree_min_err_st
5.0800 tree_min_err
4.8300 most_amb
4.6700 most_amb_st
3.9600 EA_sel_trees

Test_CE

Figure A.22. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Cancer dataset for the 0.3 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.23. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Cancer dataset for the 0.4 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.24. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Cancer dataset for the 0.5 sampling rate, for
5 trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.25. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Liver dataset for the 0.05 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.26. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Liver dataset for the 0.1 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.27. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Liver dataset for the 0.2 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.28. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Liver dataset for the 0.3 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.29. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Liver dataset for the 0.4 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.30. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Liver dataset for the 0.5 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.31. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Sonar dataset for the 0.1 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.32. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Sonar dataset for the 0.2 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.33. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Sonar dataset for the 0.3 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.34. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Sonar dataset for the 0.4 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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Figure A.35. Comparisons of the tree selection approaches versus the pattern selection approach
(the evolutionary algorithm from Section 4.4) on the Sonar dataset for the 0.5 sampling rate, for 5
trees. The top plot shows the ranking and the statistical similarities for all the approaches except
for the evolutionary algorithm from Section 4.4. The bottom plot analyses all the approaches.
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