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A B S T R A C T 

The future is now – after its long-awaited launch in 2021 December, JWST began science operations in 2022 July and is already 

revolutionizing exoplanet astronomy. The Early Release Observations (ERO) programme was designed to provide the first images 
and spectra from JWST , co v ering a multitude of science cases and using multiple modes of each on-board instrument. Here, 
we present transmission spectroscopy observations of the hot-Saturn WASP-96 b with the Single Object Slitless Spectroscopy 

(SOSS) mode of the Near Infrared Imager and Slitless Spectrograph, observed as part of the ERO programme. As the SOSS 

mode presents some unique data reduction challenges, we provide an in-depth walk-through of the major steps necessary for 
the reduction of SOSS data: including background subtraction, correction of 1/ f noise, and treatment of the trace order o v erlap. 
We furthermore offer potential routes to correct for field star contamination, which can occur due to the SOSS mode’s slitless 
nature. By comparing our extracted transmission spectrum with grids of atmosphere models, we find an atmosphere metallicity 

between 1 × and 5 × solar, and a solar carbon-to-oxygen ratio. Moreo v er, our models indicate that no grey cloud deck is required 

to fit WASP-96 b’s transmission spectrum, but find evidence for a slope shortward of 0.9 μm, which could either be caused by 

enhanced Rayleigh scattering or the red wing of a pressure-broadened Na feature. Our work demonstrates the unique capabilities 
of the SOSS mode for exoplanet transmission spectroscopy and presents a step-by-step reduction guide for this new and exciting 

instrument. 

Key words: methods: data analysis – techniques: spectroscopic – planets and satellites: atmospheres – planets and satellites: 
gaseous planets – planets and satellites: individual: WASP-96 b. 
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 I N T RO D U C T I O N  

ransiting exoplanets provide astronomers with an ideal opportunity 
o study the atmospheres of distant worlds (Seager & Sasselov 
000 ). Spectroscopic observations during the transit or eclipse of 
n e xoplanet hav e rev ealed the telltale signs of an abundance of
olecular and atomic species in the atmospheres of giant exoplanets, 

oth at high (e.g. Brogi et al. 2014 ; Hoeijmakers et al. 2020 ; Boucher
t al. 2021 , 2023 ) and low (e.g. Charbonneau et al. 2002 ; Kreidberg
t al. 2015 ; Evans et al. 2016 ) spectral resolution, which have
rovided insights into the formation histories ( ̈Oberg, Murray-Clay & 

ergin 2011 ; Madhusudhan, Amin & Kennedy 2014 ; Turrini et al.
021 ) as well as the physical and chemical processes go v erning their
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i
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tmospheres (Moses et al. 2011 ; Madhusudhan 2012 ; Parmentier, 
howman & Lian 2013 ; Wakeford et al. 2017 ). Particularly, space-
ased observations using the Hubble Space Telescope ( HST ) and
pitzer Space Telescope have shed light on the population of giant
 xoplanet atmospheres, rev ealing near-ubiquitous detections of water 
s well as the presence of clouds and hazes (e.g. Sing et al. 2016 ;
arstow et al. 2017 ; Pinhas et al. 2019 ; Welbanks et al. 2019 ).
he spectral signatures of alkali metals such as Na and K are also
ommon, particularly in cloud-free atmospheres (e.g. Welbanks et al. 
019 ; Alam et al. 2021 ; Nikolov et al. 2022 ), as well as hints of
arbon-bearing species such as CO and CO 2 (e.g. Kreidberg et al.
018 ; Dragomir et al. 2020 ; Spake et al. 2020 ). 
Ho we ver, since neither observatory has observing modes specif- 

cally designed with exoplanet observations in mind, atmospheric 
tudies with HST and Spitzer were far from ideal. Both presented
stronomers with a number of technical challenges (e.g. Deming 
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t al. 2013 ; Zhou et al. 2017 ), and moreo v er, atmospheric inferences
rom HST and Spitzer observ ations, e ven when used in conjunction,
ere often limited. The narrow bandwidth of the Wide Field
amera 3 (WFC3; 0.85–1.7 μm) and Space Telescope Imaging
pectrograph (STIS; 0.525–1.0 μm) instruments on board HST
esult in atmosphere spectra sensitive primarily to H 2 O, alkalis, and
louds (Benneke & Seager 2012 , 2013 ). Spitzer provided up to four
hotometric points at longer wavelengths (3.6, 4.5, 5.8, and 8 μm,
lthough only the two bluest wavebands remained available after
009), which could provide hints of the presence of carbon-bearing
olecules. Ho we ver, Spitzer photometry precluded any definitive

etections, rendering constraints on bulk atmospheric metallicities
r carbon-to-oxygen ratios (C/O) challenging (e.g. Kreidberg et al.
015 ; Spake et al. 2020 ). 
JWST is the natural successor to HST and Spitzer . Its four

nstruments each have observing modes specifically tailored to time
eries observations (TSOs) of transiting exoplanets, which greatly
mpro v e the wav elength range (0.6–14 μm) and spectral resolution
R ∼50–3000) with which exoplanet atmospheres can be spectro-
copically probed. Indeed, JWST observations of the giant planet
ASP-39 b (Faedi et al. 2011 ) using the Near Infrared Spectrograph

NIRSpec) PRISM mode (Birkmann et al. 2022 ) have already yielded
he first definitive detections of CO 2 (JWST Transiting Exoplanet
ommunity Early Release Science Team 2023 ), and SO 2 (Alderson
t al. 2023 ; Tsai et al. 2023 ) in an exoplanet atmosphere. 

The Single Object Slitless Spectroscopy (SOSS) mode (Albert
t al. 2023 ) of the Near Infrared Imager and Slitless Spectrograph
NIRISS) instrument (Doyon et al. 2023 ) on board JWST is already
roving to be one of the workhorse modes for exoplanet atmosphere
bservations (Fu et al. 2022 ; Feinstein et al. 2023 ). NIRISS/SOSS
rovides medium resolution (R ∼700) spectroscopy from 0.6–2.85
m, yielding unprecedented co v erage of the near-infrared (NIR)
 2 O bands, as well as co v erage of signatures of Na and K at the
luest wavelengths, and potentially CH 4 , CO, and CO 2 at the reddest
 avelengths. The full SOSS w avelength range is divided between

wo spectral orders, with the wavelengths 0.85–2.85 μm and 0.6–1.0
m co v ered by orders 1 and 2, respectiv ely. 
WASP-96 b (Hellier et al. 2014 ) is a highly inflated hot-Saturn

ith a mass of 0 . 48 ± 0 . 03 M J and a radius of 1 . 20 ± 0 . 06 R J . It
rbits its G8 host star in 3.42 d, which results in an equilibrium
emperature of 1285 ± 40 K, making WASP-96 b an excellent
andidate for transmission spectroscopy. Indeed WASP-96 b has
lready been observed in transmission by Nikolov et al. ( 2018 ) with
he FOcal Reducer/low dispersion Spectrograph 2 (FORS2; 0.35–0.8
m) on the Very Large Telescope ( VLT ), revealing the clear pressure-
roadened profile of Na and suggesting that WASP-96 b hosts a
ostly cloud-free atmosphere. These findings were later confirmed

y the retrie v al analyses of Welbanks et al. ( 2019 ) and Alam et al.
 2021 ), the former of which reported a stellar -to-super -stellar Na
bundance. 

Yip et al. ( 2021 ) and Nikolov et al. ( 2022 ) also presented inde-
endent analyses of transmission observations of WASP-96 b with
ST /WFC3 using both the G102 (0.8–1.15 μm) and G141 (1.08–1.7
m) grisms, as well as with Spitzer /IRAC at 3.6 and 4.5- μm. Joint

etrie v als with the VLT observations point to solar-to-super-solar
bundances of Na and oxygen. The oxygen abundance in particular
as found to be consistent with the oxygen enrichment level of

upiter in our own solar system – suggesting a bulk atmospheric
etallicity for WASP-96 b consistent with the solar system mass-
etallicity trend (e.g. Thorngren et al. 2016 ; Welbanks et al. 2019 ).
ikolov et al. ( 2022 ) also find a sub-solar C/O ratio, under the

ssumption of chemical equilibrium. Lastly, McGruder et al. ( 2022 )
NRAS 524, 835–856 (2023) 
resented Magellan/IMACS (0.475–0.825 μm) transmission spectra
f WASP-96 b, independently confirming the presence of the broad
a feature. Their joint retrie v als of all available transmission data

lso point to solar -to-super -solar atmospheric ab undances of Na and
 2 O. 
Recently, Samra et al. ( 2023 ) explored the combined transmission

pectrum of WASP-96 b, as collated by Nikolov et al. ( 2022 ), in
he context of cloud formation. Although all previous analyses have
oncluded a clear atmosphere for WASP-96 b based on the clearly
bservable pressure-broadened wings of the Na feature, Samra et al.
 2023 ) point out that the equilibrium temperature of the planet places
t in a regime where asymmetric cloud cover of the terminator could
e expected (Helling et al. 2023 ). Moreover, the general circulation
odels (GCMs) of Samra et al. ( 2023 ) point to homogeneous clouds,

ominated by silicates, co v ering the terminator re gion of WASP-96 b.
hey perform two retrie v al analyses on the Nikolov et al. ( 2022 )

ransmission spectrum, with and without the inclusion of clouds,
nd find that cloudy solutions can accurately reproduce the observed
ransmission spectrum. Samra et al. ( 2023 ), furthermore, suggest
venues which could reconcile their GCM models with the previous
loud-free retrie v al results. In particular, they indicate that reduced
 ertical mixing efficienc y could cause an optically thick cloud layer
o settle below the observable photosphere, or that increasing the
orosity of cloud particles could lead to optically thin clouds, even
f they remain within the observable atmosphere. 

Here, we present transmission spectroscopy observations of
ASP-96 b with NIRISS/SOSS taken as part of the JWST Early
elease Observations (ERO) programme (Pontoppidan et al. 2022 ).
s the SOSS mode presents several unique challenges, this paper
ndertakes a step-by-step o v erview of the data reduction procedures,
uch that the community can understand the critical steps necessary
o extract atmosphere spectra from SOSS TSOs. The companion
aper, Taylor et al. ( 2023 ), presents an in-depth exploration of the
odelling and retrie v al of this transmission spectrum, as well as

he particular insights into atmospheric physics and chemistry which
an be gained through NIRISS/SOSS observations. This work is
rganized as follows: Section 2 presents the observations, as well
s the data reduction procedure. Section 3 outlines the light-curve
tting, and atmospheric grid modelling methods are explained in
ection 4 . We present our initial atmospheric inferences in Section 5 ,
nd summarize and discuss our results in Section 6 . 

 OBSERVATI ONS  A N D  DATA  R E D U C T I O N S  

.1 Outline of the obser v ations 

ASP-96 b was observed in transit using the SOSS mode of the
IRISS instrument as part of the JWST ERO programme (Pontop-
idan et al. 2022 ). The TSO started on UTC 2022 June 21 and
panned 6.4 h, which co v ered the 2.4-h transit, as well as 2.5 h
f baseline before the transit, and 1.5 h after. It used the standard
R700XD/CLEAR combination, along with the SUBSTRIP256

ubarray which captures three diffraction orders of the target on
he detector (Albert et al. 2023 ). In total, the TSO is composed of
80 individual integrations, each consisting of 14 groups – yielding
n integration time of 76.9 s per integration, and a median signal-to-
oise ratio of 125 per integration for order 1 at 1.5 μm. An optional
econd exposure, using the GR700XD grism in combination with the
277W filter was taken after the GR700XD/CLEAR exposure. The
277W filter limits the wavelength range of SOSS to λ � 2.6 μm,
nd the exposure lasted only 0.25 h, using 11 integrations with the
ame exposure time per integration as the CLEAR. 
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.2 Data reduction 

he SOSS mode presents a number of particular challenges: the 
urved nature of the spectral trace, the unique background shape, the 
otential contamination by field sources, and the o v erlap between 
he first and second diffraction orders on the detector to name 
 few. Here, we outline the major challenges encountered during 
eduction of SOSS data, and present the supreme-SPOON pipeline 
supreme-Steps to Process sOss ObservatioNs) for the reduction 
f SOSS data. supreme-SPOON is publicly available, 1 and has 
lready been successfully applied to the SOSS TSOs of WASP- 
9 b (Feinstein et al. 2023 ) and WASP-18 b (Coulombe et al. 2023 )
aken as part of the JWST Transiting Exoplanet Community Early 
elease Science Programme (Stevenson et al. 2016 ; Bean et al. 
018 ). supreme-SPOON was briefly outlined in Feinstein et al. 
 2023 ), but here we provide a more in-depth discussion of the key
teps, as well as introduce new methods to explicitly deal with 
eld star contamination, which was not included in the reduction of

he aforementioned TSOs. For additional verification of our results, 
hree other pipelines ( NAMELESS , transitspectroscopy , and 
irHiss ) were used to perform independent reductions. The 
articulars of these pipelines have also already been outlined in 
einstein et al. ( 2023 ), and a brief summary of each, as it pertains to

he analysis of this TSO, is provided in Appendix A . 
supreme-SPOON is composed of four stages, many steps of 

hich are shared with the official jwst data reduction pipeline. 2 

 summary of the major reduction steps are outlined below, and 
isualized in Fig. 1 . 

.2.1 supreme-SPOON Sta g e 1 – detector le vel calibr ations 

ike the official jwst pipeline, Stage 1 performs the ‘detector-level’ 
alibrations on the full four-dimensional (integrations, groups, spatial 
ix els, spectral pix els) TSO data cube. The Stage 1 calibrations
f supreme-SPOON are separated into 10 main steps, a short 
escription of which is provided below: 

(i) GroupScaleStep : Rescale pixel values to account for on- 
oard averaging of frames. 
(ii) DQInitStep : Initialization of data quality flags. 
(iii) SaturationStep : Flag pixels above the saturation limit. 
(iv) SuperBiasStep : Subtraction of the detector bias level. 
(v) RefPixStep : Perform initial 1/ f noise and odd-even row 

orrections using reference pixels. 
(vi) BackgroundStep I : Subtract the background level. 
(vii) OneOverFStep : Perform further corrections for 1/ f noise. 

e-add background. 
(viii) LinearityStep : Correct non-linearity effects. 
(ix) JumpStep : Flag cosmic ray hits. 
(x) RampFitStep : Calculate the mean count rates per pixel by 

tting each pixel or each integration ‘up-the-ramp’ (that is, along the 
groups’ axis). 

The initial stages (i–v) are already well handled by the official 
wst pipeline, and supreme-SPOON simply provides wrappers 

or these steps. For more in-depth information about each of these 
pecific steps, please see the jwst documentation. 3 Fig. 1 (a) shows
 https:// github.com/radicamc/ supreme-spoon 
 ht tps://jwst -pipeline.readthedocs.io/en/latest /jwst/pipeline/index.html . 
wst v1.6.2 is used in this work. 
 ht tps://jwst -pipeline.readthedocs.io/en/latest /jwst/pipeline/calwebb det ecto 
1.html 
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 raw, uncalibrated data frame, and Fig. 1 (b) shows the same data
rame after the completion of these first five steps. 

After the RefPixStep , supreme-SPOON begins to diverge 
rom jwst by more comprehensively treating 1/ f noise. 1/ f noise is
 unique noise source caused by the introduction of a small, arbitrary
ias level when pixels are read off of the detector, and is present
o varying degrees in all of the NIR JWST instruments (e.g. Ahrer
t al. 2023 ; Alderson et al. 2023 ; Feinstein et al. 2023 ; Rustamkulov
t al. 2023 ). The bias le vel introduced v aries o v er time. As the
OSS detector is read column-by-column, this manifests as column- 
orrelated ‘streaks’ (e.g. Fig. 1 c). The 1/ f noise level technically also
aries along a single column, as pixels at the bottom of the detector
re read slightly after those at the top. 

The ostensible purpose of the RefPixStep in the official jwst 
ipeline is to correct this 1/ f noise using non-illuminated pixels on
he top edge of the detector. Since these pixels are not light sensitive,
hatever counts are measured must be introduced during readout. 
o we v er, we hav e found this correction to be inadequate for the

omplete removal of the 1/ f noise. This is likely due to the fact that
here are only four rows of reference pixels, and since the 1/ f noise
lso varies in a given column, the 1/ f level determined in the top four
eference pixels will not necessarily hold for the entire column. 

We therefore develop an alternate strategy to handle the 1/ f noise
nd implement it in supreme-SPOON . Since the 1/ f noise is
ntroduced during readout, it is one of the, if not the last, noise
ource injected into the data and should therefore be one of the first
o be corrected. The background subtraction and correction of 1/ f
oise though are necessarily highly coupled, and for reasons that will
e described more fully below, the background must be subtracted 
efore considering the correction of 1/ f noise. 
The SOSS background has a unique structure due to the com-

ination of the JWST ‘pick-off’ mirror and the GR700XD grism 

Albert et al. 2023 ). The zodiacal background falling off the pick-
ff mirror creates a step in the background at around column ∼750
e.g. Fig. 1 e). Furthermore, the dispersal of this zodiacal light by
he GR700XD grism causes low-frequency variations, which can be 
een as a fading of the background level towards the right edge of
he detector. 

Due to this unique structure, a constant background subtraction 
i.e. estimating the background level based on one region of the
etector, and subtracting this everywhere) will not be optimal. 
ndeed, as the strength of the background changes with wavelength 
detector column), this will introduce a significant, wavelength- 
ependant dilution to transit (or eclipse) depths (e.g. Fig. 2 ). Instead,
upreme-SPOON subtracts a model of the SOSS background, 
caled to the flux level of each group. This model, shown in Fig.
 (e), was created during commissioning 4 and is available from 

dox. 5 We note that other background models can be swapped into
upreme-SPOON by the user if required. First, a median stack of
ach group is taken across the out-of-transit integrations. Then the 
ackground model is scaled to the flux level of each stack using a
mall region (x ∈ [250, 500], y ∈ [210, 250]) in the upper-left corner of
he SUBSTRIP256 detector where the contribution from the target 
rders is minimal. This region should be adjusted as needed for
ach individual TSO as background sources may contaminate this 
MNRAS 524, 835–856 (2023) 
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M

Figure 1. Visualization of the supreme-SPOON data products at several stages of the reduction process. (a) A raw, uncalibrated data frame in data numbers 
(DN). (b) : After superbias subtraction and reference pixel correction. (c) Frame (b) after the first background subtraction, and subtraction of the scaled median 
of all integrations to reveal the 1/ f noise. (d) Data frame after ramp fitting and flat field correction. (e) : Background model scaled to the flux level of (d). (f) : 
Final calibrated data product. The horizontal stripe near row 200 in panels (b) and (c) is a known artifact resulting from FULL frame resets which occur before 
each subarray exposure. 
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Figure 2. Dilution incurred through improperly treated background subtrac- 
tion. The blue line shows the dilution to the WASP-96 b light curves if the 
background contributions are ignored entirely. In the red is the dilution which 
would occur if a constant background level is subtracted from the entire 
frame. Due to the structured nature of the SOSS background, this constant 
subtraction is ill-advised and can result in a dilution of several hundred ppm. 
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articular region. After the model is rescaled, it is then subtracted 
rom each group in each integration. 

We then proceed with the correction of the 1/ f noise. The 1/ f noise
tructures are generally quite faint (the streaks are barely visible 
n Fig. 1 b). We therefore ‘reveal’ them by constructing difference 
mages. To this end, we construct a group-wise median stack using
ll out-of-transit integrations; that is to say, we create one median 
tack for each group. For each integration, we then subtract each 
roup frame from that group’s median stack to remo v e the trace
f the target star and reveal the 1/ f noise structures (Fig. 1 c). A
olumn-wise median is then calculated on this difference image and 
ubtracted from the original data frame. The core region of the target
race, any bad pixels, and bright background contaminants should 
lso be masked during this procedure. 

In order to accurately estimate the 1/ f level, it is critical to have
ully subtracted off the trace of the target star. The wings of the
OSS point spread function (PSF) are e xtremely broad, e xtending 
cross virtually the entire detector. If residuals of the wings remain 
n the difference image when the 1/ f noise level is calculated, this
ill again introduce a wavelength-dependent dilution. To subtract 

he target trace as fully as possible, it is critical to take into account
he fact that it will dim due to the transit (or eclipse) of the planet.
herefore, we rescale the group-wise median to the flux level of
ach integration before subtracting it, using an estimate of the white 
ight curve (e.g. a factor of 1.0 for out-of-transit frames, and 0.99
or in-transit frames of a 1 per cent transit). This procedure allows us
o completely subtract the target trace, leaving only Gaussian noise 
n the trace core. In theory, wavelength dependant variations (due 
o the planet’s atmosphere signal, for example) could also change 
he brightness of the trace within a given frame. However, these 
ill generally be higher order effects and can safely be ignored in
ost cases. For planets with unusually strong atmospheric signals, 

r eclipses with large wavelength-dependent changes in brightness, 
his may become an important effect (e.g. Coulombe et al. 2023 ). 

An additional consideration in this process is that when rescaling 
he group-wise median frame, one must be careful not to also
escale the background . The flux in the target trace will change due
o a transit, ho we ver, the background le vel will naturally remain
onstant. This is why supreme-SPOON treats the background 
t the group level, and why the background is subtracted before 
orrecting the 1/ f noise. It is, furthermore, critical to adequately 
ask bright background sources (e.g. order 0 contaminants) during 
he 1/ f correction. Since the flux level of these contaminants remains
to first order) constant o v er the course of the TSO, subtracting
he scaled median frame from each integration will leave positive 
esiduals at the locations of order 0 contaminants. These residuals 
ias the calculated 1/ f level in affected columns to larger values –
hereby resulting in the o v er-subtraction of 1/ f noise and antidilution
n the resulting transit depths. 

The final level of complexity in the background-1/ f coupling stems
rom the non-linearity correction. NIR integrations are taken in 
 non-destructive fashion, so-called ‘up-the-ramp’ reads, and final 
alibrated 2D images are composed of rate quantities (counts per 
econd), obtained via fitting a linear trend to the pixel values of each
roup. For bright objects and large counts, the detector response be-
ins to become non-linear, where the detector measures fewer counts 
hat are received in reality. For SOSS, non-linearity effects become 
arge around 35 000 counts (Albert et al. 2023 ); for this WASP-
6 b TSO, the peak counts reached is only � 20 000. This detector
esponse correction is performed via the LinearityStep . It is 
mportant here to consider the order in which ‘noise’ is ‘added’
o the observations. The background flux arrives at the detector 
imultaneously to the photons from the target. The background is 
herefore subject to any non-linearity ef fects. Ho we ver, the 1/ f noise is
ntroduced as the detector is read and is not affected by non-linearity .
herefore, for the most precise results, the 1/ f noise should be treated
efore the non-linearity correction, and the background after. We 
herefore re-add the previously subtracted background to the data at 
he end of the OneOverFStep , and re-subtract it during Stage 2.

e note here that performing the 1/ f correction at the integration
evel (that is, after the non-linearity correction) does not lead to any
ystematic biases in the resulting transmission spectrum; ho we ver, it
oes result in o v erall less precise transit depths and more scatter (see
ppendix B ). 
After the correction of the 1/ f noise, the remaining steps for

tage 1 are well taken care of by the official jwst pipeline, and
upreme-SPOON once again simply provides wrappers around the 
orresponding steps for steps viii–x. We note though that supreme-
POON skips any dark current subtraction, as the dark reference 
le provided in the Calibration Reference Data System (CRDS) 
hows clear signs of superbias residuals and 1/ f noise, which actually
ncreases the noise level in the observations when subtracted. We 
nd though that the dark level is in general � 25 counts, and can

herefore be safely ignored. 

.2.2 supreme-SPOON Sta g e 2 – spectroscopic calibrations 

he second stage of supreme-SPOON performs further, high-level 
alibrations to SOSS data frames. A brief summary of the four major
teps are outlined below: 

(i) FlatFieldStep : Removal of flat field. 
(ii) BackgroundStep II : Subtract the background level. 
(iii) BadPixStep : Interpolation of hot, and other persistent bad 

ixels. 
(iv) TracingStep : Determine the centroids and stability of the 

arget trace. 

The FlatFieldStep is a wrapper around the corresponding 
tep of the official JWST pipeline, and performs the standard 
orrection by dividing the data frames by a flat field reference
mage. This is the only step in this stage shared with the official
ipeline. The BackgroundStep is once again performed, to 
MNRAS 524, 835–856 (2023) 
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Figure 3. Visualization of field star contaminants in the WASP-96 b SOSS 
frame. Top : Median stack of the CLEAR exposure. The centroids of the target 
traces for the first, second, and third orders are indicated via the red, blue, and 
green solid lines, respectiv ely. The 25-pix el e xtraction box es are bounded 
by the dashed lines in each colour (Note that order 3 is not extracted, but 
included in this plot for completeness). The contaminating order 1 from a 
field star is indicated in pink and can be clearly seen to intersect the extract 
box of the target order 1 between pixels ∼1250–1600. Bottom : Median stack 
of the F277W exposure. The centroids and extraction boxes for orders 1 and 
2 are again indicated identically to the abo v e. Multiple field star order 0s are 
visible in this frame. One, centred at spectral pixel ∼790, clearly intersects 
the order 1 extraction box (see inset). 
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Figure 4. Example ATOCA decontamination results for integration 100. The 
first and second orders are well modelled across the entire detector, with 
residuals generally bounded within 1.5 σ . 
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ermanently remo v e the SOSS background. The process is identical
o that described in Section 2.2.1 , except only one median stack is
onstructed. The background model is then scaled to the flux level
f this median stack, and subtracted from each integration. A single
ntegration, before subtracting the background model is shown in
ig. 1 (d), and the scaled background model itself in Fig. 1 (e). 
We skip both of the flux calibration steps, pathloss and
hotom , of the official jwst pipeline, as exoplanet atmospheric
pectroscopy relies on relative measurements (e.g. in- vs out-of-
ransit), which renders an absolute flux calibration unnecessary. 
supreme-SPOON then corrects any remaining hot pixels. This is

ccomplished by first constructing a median stack of all integrations.
ixels in the median stack which deviate by more than a given

hreshold from the surrounding pixels in time (for this work we use
 threshold of 5 σ ) are flagged and then corrected in each individual
ntegration using the median of the neighbouring pixels. This is the
nal reduction stage, and an example of the resulting data frame is
hown in Fig. 1 (f). 

The last step does not perform any additional reductions but is
 utility step to aid in 1/ f correction as well as eventual spectral
xtraction and light-curve fitting. The TracingStep extracts the
entroids of the target traces, and optionally also determines the
tability of the target trace o v er the course of the TSO. Centroids are
xtracted for each order from a final median stack of all integrations
ia the ‘edgetrigger’ algorithm (Radica et al. 2022 ). The centroids
re o v erplotted on the final median stack for the WASP-96 b TSO
n the top panel of Fig. 3 . The centroids are necessary to define the
xtraction box (see Section 2.2.3 ), but also to define a trace mask
hich can be used to mask the trace core during 1/ f correction. 
Furthermore, the TracingStep can determine the stability of

he target trace throughout the TSO. Pointing jitter, for example,
NRAS 524, 835–856 (2023) 
ay cause the target trace to shift positions on the detector o v er the
ourse of a many-hour TSO. The stability is assessed through a cross-
orrelation function analysis. The median stack is shifted by a small
raction of a pixel individually in the vertical and horizontal direction
nd cross-correlated with the data frame from each integration.
his enables the measurement of the position of the target trace

o sub-pixel accuracy, relative to the position of the median trace.
urthermore, the full width at half-maximum (FWHM) of the trace

s estimated by creating a ‘super-profile’ for each integration by
tacking the PSFs of the first order near the peak in throughput
detector columns 1500–1750). A Gaussian profile is then fit to this
uper profile to estimate the FWHM. The change in FWHM, as
ell as x and y position, are shown in the bottom panel of Fig. C1 . In
eneral, the trace position is remarkably stable, with root mean square
RMS) deviations in x and y of ∼2 and ∼4 milli-pix els, respectiv ely.
he FWHM is also e xtremely stable, e xcept during a mirror tilt event
1 hr after the transit midpoint (see Section 3.1 ). 

.2.3 supreme-SPOON Sta g e 3 – 1D spectr al extr action 

tage 3 of the supreme-SPOON pipeline performs the 1D spectral
xtraction. The four major steps are listed below. 

(i) SpecProfileStep : Construct a model of the SOSS trace
rofile for all orders. 
(ii) SossSolverStep : Determine the correct transform to
atch the CRDS reference files. 
(iii) Extract1dStep : Perform the 1D extraction via either a

ox extraction or using the ATOCA algorithm. 
(iv) LightCurveStep : Convert spectra into a convenient data

ormat. 

Within supreme-SPOON , the 1D spectral extraction can be
erformed via two different methodologies: either with a simple
ox aperture extraction or using the ATOCA algorithm (Darveau-
ernier et al. 2022 ). ATOCA was developed to explicitly treat the
ontamination resulting from the o v erlap of the first and second SOSS
rders on the detector. Briefly, ATOCA constructs a linear model of
v ery pix el on the detector, including contributions from both orders.
t then ‘decontaminates’ the detector – that is, it produces a model of
rders 1 and 2 which are then individually subtracted from the data
o create decontaminated images of order 2 and 1, respectively. A
ox extraction can then be safely performed on these decontaminated
rames completely free of contamination from the other order. An
xample of the decontamination for integration 100 of the WASP-
6 b TSO is shown in Fig. 4 . 



WASP-96b with NIRISS/SOSS 841 

f
t
d
e

c  

a  

r
t
c  

s
o  

o
c
T
f  

a
s
r
T

c
t
C
a
s
t
t
i
d  

a  

e
r  

r  

w  

r  

w
F

a  

t  

t
p
w
o

2

T  

a
H  

s  

S  

v  

o  

t  

l
 

c  

o  

0

a  

t  

t

2
c
d  

c
e
e
t  

e  

u
w  

t  

c
m
b  

e  

s  

p  

0  

i  

a  

h  

a
 

0  

t
‘  

o
o  

‘
r  

t  

a
 

q  

w

2  

n  

t  

d  

d  

o  

a  

u  

i  

w
 

fi  

i  

t  

a  

d  

o
s  

d  

c  

1  

n

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/524/1/835/7198120 by U
niversity of Exeter user on 19 February 2024
Although this order contamination can introduce significant biases 
or absolute flux measurements, for relative flux measurements, like 
hose used in exoplanet transmission and emission spectroscopy, the 
ilution caused by the contamination is negligible (Darveau-Bernier 
t al. 2022 ; Radica et al. 2022 ). 

The SpecProfileStep is skipped for box extractions, but 
ritical for extractions using ATOCA . This is because it constructs
n estimate of the spatial PSF of the target trace upon which ATOCA
elies using the APPLESOSS algorithm (Radica et al. 2022 ). A 

race profile estimate, which was constructed with APPLESOSS on 
ommissioning data of a quiet A0V star, is provided as part of the
pecprofile CRDS reference file. Ho we ver, the fine structure 
f the SOSS PSF may change subtly o v er time due to, among
ther factors, changes in the wavefront caused by small temperature 
hanges, or more drastically due to things such as tilt events. 
herefore, it is recommended to construct a trace profile specifically 

or each TSO instead of relying on the reference profile provided. We
dditionally note that APPLESOSS has been significantly upgraded 
ince the commissioning period to produce profiles which better 
eproduce the extended wing structure of the SOSS PSF (Fournier- 
ondreau et al., in preparation). 
Next, the SossSolverStep uses the extracted centroids to 

alculate the necessary parameters (rotation, x -shift, y -shift) to 
ransform the reference centroids provided in the spectrace 
RDS reference file to match the data. This is performed via 
 sequential least squares χ2 minimization implemented in the 
cipy.optimize.minimize routine. For WASP-96 b, we find 

hat the centroids are already well-matched to those provided by 
he CRDS without applying any transform. The required transform 

s then passed to the Extract1dStep along with the calibrated 
ata cube to do the 1D extraction. This is once again a wrapper
round the official JWST pipeline step of the same name. We perform
xtractions using both the box and ATOCA methods, but since the 
esults are identical (e.g. Fig. C3 ), we only consider the ATOCA
esults for the remainder of this work. In both cases, we use a box
idth of 25 pixels as this was found to maximize the signal-to-noise

atio (S/N) of the extracted stellar spectra. The extraction boxes as
ell as trace centroids for both orders are shown in the top panel of 
ig. 3 . 
Lastly, the LightCurveStep interpolates any outliers in time 

bo v e a user-specified threshold (in this work, we use 5 σ as we find
hat sufficient to remo v e the handful of remaining outlier points) in
he extracted stellar spectra, and packages the spectra into an easily 
ortable Flexible Image Transport System (FITS) file format along 
ith all the rele v ant extraction parameters to ensure reproducibility 
f the results. 

.2.4 Spectrum post-processing 

he steps described abo v e will be necessary for all SOSS TSOs,
nd can be performed, with slight fine-tuning, for any observation. 
o we ver, the SOSS mode presents a further complexity, namely field

tar contamination, which must be treated on a case-by-case basis. As
OSS is a slitless mode, any background star lying within the field of
iew of NIRISS will also be dispersed onto the detector. The amount
f field star contamination can be minimized by ef fecti vely choosing
argets, as well as telescope roll angles. Ho we ver, occasionally some
evel of contamination will be impossible to a v oid. 

The WASP-96 b TSO is an example of a case where background
ontamination was una v oidable. In Fig. 1 (f), as well as the top panel
f Fig. 3 , two types of field star contaminants are clearly visible: order
 contaminants, which appear as bright smudges at various locations, 
nd an order 1 contaminant (whose trace is outlined in pink in the
op panel of Fig. 3 ). Below we suggest a method for correcting each
ype of contaminant and apply them to the WASP-96 b TSO. 

.2.4.1 Order 0 contaminants Order 0 contaminants, due to their 
oncentrated brightness, can potentially cause a large amount of 
ilution if they intersect the target trace. Although most order 0
ontaminants are bright enough to be visible in a GR700XD/CLEAR 

xposure, we make use of the GR700XD/F277W exposure to more 
fficiently identify potential contaminants. The F277W filter only 
ransmits light redder than ∼2.6 μm, ef fecti vely isolating the red
nd of the order 1 trace. This was initially posited as a key to
nderstanding the extent to which the target orders self-contaminate, 
hich in the end was pro v en ne gligible (see Section 2.2.3 ). Instead,

his filter does allow for the ef fecti ve identification of field star
ontaminants. We process the F277W filter exposures in a similar 
anner to that of the GR700XD/CLEAR science exposures. The 

ottom panel of Fig. 3 shows a median stack of the F277W filter
xposure, as well as the extraction boxes for orders 1 and 2. Field
tar order 0s are clearly visible in the frame, even those which could
otentially be hidden behind the target trace. We identify one order
 (shown zoomed-in in the inset) centred at column ∼790 which
ntersects the target order 1 trace. There is a second contaminant,
t pixel ∼1300 which appears to graze the order 1 extraction box;
o we ver, we were not able to ascertain that this contaminant causes
ny meaningful dilution, and we therefore ignore it. 

Then, we proceed to estimate the dilution introduced by the order
 contaminant at column ∼790. We roughly estimate the extent of
he contaminant in the horizontal direction, and again construct a 
super-profile’ by stacking the PSFs of the five columns on each side
f the contaminant. We linearly interpolate the two super profiles 
 v er the pixels contaminated by the order 0 to construct a roughly
uncontaminated’ trace, which we subtract off of the detector to 
eveal the order 0 contaminant. Using the same extraction box as for
he target trace, we then extract over the contaminant to estimate the
mount of flux, and therefore the dilution factor, it introduces. 

The dilution introduced by this order 0 contaminant is found to be
uite significant, at a level of ∼750 ppm, but only o v er a v ery small
av elength re gion ( ∼15 columns; e.g. Fig. C3 ). 

.2.4.2 Order 1 contaminant In the top panel of Fig. 3 , a contami-
ant first order trace (outlined in pink) can be clearly seen to intersect
he first order trace of the target. This will again introduce some
ilution to the extracted light curves. In order to estimate the level of
ilution from this contaminant, we first subtract off the order 1 trace
f the target. We accomplish this by once again using the ATOCA
lgorithm to construct a model of the first order trace. Instead of
sing a width of 25 pixels as we did for our initial extraction, we
nstead select a width of 100 pixels in order to capture the extended
ing structure in addition to the profile core. 
After subtraction of the modelled target order 1, we then manually

t the extracted centroids of the target order 1, to the contam-
nant. We find that only order 1 is able to match the shape of
he contaminant trace and that its shape is well represented by
 shift of -510 pixels in the horizontal and -21 in the vertical
irection from the target order 1. This also allows for the estimation
f the wavelength solution for the contaminant via applying the 
ame transform to the wavelength solution of the target. We then
efine an extraction box and extract the spectrum of the order 1
ontaminant o v er pix el columns 0–500. It is critical that the order
 of the target be subtracted off before extracting the contami-
ant spectrum, as the target order 1 wings introduce significant 
MNRAS 524, 835–856 (2023) 
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Figure 5. Comparison of the extracted spectrum of the contaminant order 
1 field star and the best-fitting PHOENIX stellar model. The contaminant 
spectrum is well fit by a stellar model with parameters T eff = 3900 K, log g = 

4 . 5, and Fe / H = 0 . 5. 
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ontamination to the spectrum of the contaminant; how the tables
urn. 

Using a custom SOSS contamination tool 6 we were able to identify
he contaminant star in the Gaia DR3 catalogue 7 (Gaia Collabora-
ion 2021 ). Cross-referencing with the Transiting Exoplanet Survey
atellite (Ricker et al. 2014 ) Input Catalogue, we retrieve the effective
emperature and gravity of the source: T eff = 3900 K, log g = 4 . 65.

e then compared the extracted contaminant spectrum to a grid
f PHOENIX stellar models (Husser et al. 2013 ), which have been
orrected for the instrument throughput, and find the spectrum to
e well matched by a model with T eff = 3900 K, log g = 4 . 5, and
e / H = 0 . 5 (Fig. 5 ) – which are consistent with the stellar parameters
uoted abo v e. We then smoothed the model stellar spectrum and used
t to estimate the level of dilution introduced in the region where it
ntersects the target trace. 

As the strength of any of the contaminants does not appear
o vary in time, we then subtract this estimated contamination
rom the extracted stellar spectra at each integration to construct
ontamination-corrected spectra (but c.f., Fu et al. 2022 for a
ase of time-variable background star contamination). The trans-
ission spectra before and after contamination correction are

hown in Fig. C3 . Compared to the order 0 contaminant, the
rder 1 contaminant introduces a much lower level of dilution
 � 100 ppm vs ∼750 ppm) but o v er a much larger wavelength 
ange. 

 L I G H T  - C U RV E  A NA L  YSES  

.1 White light-cur v e analysis 

e sum the flux from all wavelengths to create white light curves
or each order. We only consider wavelengths < 0.85 μm for order 2
s at longer wavelengths the information is redundant with, and at a
uch lower signal-to-noise level than order 1. The white light curves

re shown in Fig. 6 . 
We fit a batman transit model (Kreidberg 2015 ) to each white

ight curve using the flexible juliet package (Espinoza, Kos-
akowski & Brahm 2019 ). There appears to be a slight linear
rend with time in the light curves for both orders; as well as a
NRAS 524, 835–856 (2023) 
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mall ramp-like effect in the first ∼five integrations; but other than
hat they both appear free of systematic effects. We therefore cut
hese initial five integrations and also test a variety of different
etrending techniques to find the optimal combination of transit
nd systematics models. We perform the juliet fits using its
ested sampling capabilities, as implemented via dynesty (Speagle
020 ), which allows for the estimation of the Bayesian evidence,
n Z , for each model. We test detrending against linear models
ith time ( ln Z = 2012 . 54), trace x -position ( ln Z = 2015 . 99), trace
 -position ( ln Z = 2013 . 95), and trace FWHM ( ln Z = 2015 . 12).
here is a slight preference ( ∼2 σ based on the scale from Ben-
eke & Seager 2013 ) for detrending against the trace x -position. All
ystematics models are highly preferred ( > 5 σ ) o v er the case with no
etrending ( ln Z = 1992 . 84). 
There was a so-called ‘tilt-event’ which occurred approximately

.4 h after mid-transit (integration ∼200) during the WASP-96 b
SO. Tilt events are abrupt changes in the telescope wavefront
otentially due to the thermal relaxation of the primary mirror
egments (Rigby et al. 2023 ). As the SOSS PSF is so highly
ispersed, it is incredibly sensitive to wavefront changes, and tilt
vents can sometimes manifest as large discontinuities in light
urves as more (or fewer) photons fall within the extraction aperture
e.g. Coulombe et al. 2023 ). There is no clear evidence of a tilt-
vent-induced discontinuity in our white light curves. Ho we ver,
he tilt event is clearly visible in the FWHM of the trace (bottom
anel of Fig. C1 ), as well as the 2D detector images themselves
Fig. C2 ). This is because the morphological change in the PSF
hich occurs during the tilt-event is contained entirely within our
5-pix el e xtraction box, and there is therefore no net change in flux
ithin the aperture. Ho we ver, using instead a 20-pixel aperture does

esult in a marked discontinuity in the light curve as the tilt-event
auses additional flux to fall into the aperture (see Figs C1 and C2 ).
e therefore do not explicitly model the tilt event in our light-curve

ts (e.g. via detrending against an additional ‘jump’ parameter in
he fits) as there is no evidence it affects the light curve at a level
reater than our measurement precision, and a systematics model
onsisting of a jump term in addition to the trace x -position was
isfa v oured by ∼4 σ o v er the case with just the trace x -position
 � ln Z = 9 . 2). 

Our final white light transit model therefore has nine parameters:
he transit mid-point time, t 0 , the scaled planet radius, R p / R ∗, the
ransit impact parameter, b , the scaled orbital distance, a / R ∗, the two
arameters of the quadratic limb-darkening law, u 1 and u 2 (Claret
000 ) sampled via the Kipping ( 2013 ) parameterization, a scalar
itter which is added in quadrature to the error bars, σ , as well as the
wo parameters of a linear systematics model with x -position, θ0 and
1 . Wide uninformative flat priors are used for each parameter. We
dditionally fix the period to 3.4252602 d (Nikolov et al. 2022 ) and
ssume a circular orbit. The best-fitting transit models are o v erplotted
n black in the top panels of Fig. 6 , and the residuals to the fits are
hown in the middle and bottom panels. Additionally, the best-fitting
ransit parameters are shown in Table 1 , along with those from all
ther reductions. 
We assess the quality of the transit model fits to each order via the

educed chi-squared ( χ2 
ν ) metric. This value, along with the size of

he average error bar, σ , and e ; the error multiple necessary to reach
 χ2 

ν equal to unity are listed for each order in the top panel of Fig. 6 .
or both orders, we find a very fa v ourable χ2 

ν metric (1.15, and 1.14
or orders 1 and 2, respectively) indicating that the assumed model
s an excellent fit to the data. The residuals are furthermore highly
aussian, and bin down as would be expected from pure photon
oise (e.g. Fig. C4 ). 

http://maestria.astro.umontreal.ca/niriss/SOSS_cont/SOSScontam.php
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Figure 6. Top : White light curves for for order 1 ( left ) and order 2 ( right ). The best-fitting transit model is o v erplotted in black. The fit statistics are shown 
for each order: χ2 

ν , σ ; the average error bar, and e ; the error multiple to obtain a χ2 
ν equal to unity. Middle : Residuals to the transit fits. The RMS scatter in 

the residuals is indicated on each panel. Bottom : Histogram of residuals. The histograms trace Gaussian distributions indicating that we have well handled 
systematic trends in the data. 

Table 1. Comparison of best-fitting white light-curve parameters. 

Reduction t 0 [BJD − 2400000] R p / R ∗ b a / R ∗

supreme-SPOON 59751.82467 ± 3 × 10 −5 0.1190 ± 5 × 10 −4 0.7301 ± 0.0037 8.963 ± 0.040 
nirHiss 59751.82471 ± 5 × 10 −5 0.1197 ± 9 × 10 −4 0.7276 ± 0.0055 8.988 ± 0.058 
transitspectroscopy 59751.82464 ± 5 × 10 −5 0.1191 ± 5 × 10 −4 0.7243 ± 0.0045 9.011 ± 0.044 
NAMELESS 59751.82469 ± 4 × 10 −5 0.1193 ± 9 × 10 −4 0.7287 ± 0.0051 8.978 ± 0.051 
Nikolov et al. ( 2018 ) – – 0.749 ± 0.020 8.84 ± 0.10 

Values listed abo v e are for order 1 white light curves. 
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.2 Spectrophotometric light-cur v e analysis 

o obtain the final transmission spectrum, we proceed to fit the 
bo v e transit model to light curves at the pixel level (that is one light
urve per pixel column). Studies during commissioning have shown 
hat binning detector columns after spectral extraction, but before 
ight-curve fitting, results in higher than expected levels of scatter 
n the out-of-transit light-curve baseline. This has been attributed 
o unaccounted-for covariance between detector columns (see e.g. 
g. 8 in Espinoza et al. 2023 , for an example with NIRSpec BOTS).
spinoza et al. ( 2023 ) in particular, conclude that the optimal way to
ork with NIR spectra from JWST is to extract spectra and fit light

urves at the pixel level, and bin observables, such as transit depths,
t a later stage. We thus adopt this strategy, which results in 2040 bins
or order 1 (2048 pixel columns minus eight reference pixel columns) 
nd 567 bins for order 2, where we only consider wavelengths 
 0.85 μm. In each bin our supreme-SPOON reduction reached 

n average precision of 1.2 and 1.4 × the photon noise for orders 1
nd 2, respectively (e.g. Fig. 7 ). 

Instead of fixing the orbital parameters of WASP-96 b to the best-
tting values from the white light curve, we instead used the b , and
 / R ∗ pro vided by Nikolo v et al. ( 2022 ; last row of Table 1 ). This was
hosen, in order to maintain a constant set of orbital parameters for
he four different reductions. The transit mid-point time, however, 
as fixed to the best-fitting value from the order 1 white light curve.
e note here that what follows pertains only to the supreme-
POON reduction, and details on the light-curve fits for the other three

eductions can be found in Appendix A . We placed Gaussian priors
MNRAS 524, 835–856 (2023) 
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n both of the limb-darkening coefficients, centred on predictions
rom the ExoTiC-LD package (Sing 2010 ; Laginja & Wakeford
020 ) using the 3D stellar models of Magic et al. ( 2015 ). In order
o estimate both the position and width of the Gaussian prior, we
alculated limb-darkening coefficients o v er a three-dimensional grid
n the stellar ef fecti ve temperature (T eff ), metallicity ([Fe/H]), and
ravity (log g ) parameter space. The grid had five nodes, equally
paced in each dimension, and the extent of the grid was determined
y the published uncertainties in each parameter. For all three stellar
arameters, we used the following values and uncertainties from Hel-
ier et al. ( 2014 ): T eff = 5400 ± 140 K, [Fe / H] = 0 . 14 ± 0 . 19 dex,
nd log g = 4 . 42 ± 0 . 02 g cm 

−3 . The position of the Gaussian prior
or the limb-darkening parameters at each wavelength was taken to
e the mean values of the grid, and the width of the prior as the
tandard deviation across the grid. We therefore fit seven parameters
o each bin. The light curves for several representative bins, as well
s their best-fitting transit models are shown in the left-hand panel of
ig. 8 , and the fit residuals on the right. The resulting transmission
pectrum is shown in Fig. 9 at both the pixel resolution (faded points)
nd binned to a constant R = 125 for visual clarity. 

Fig. 9 also includes the VLT and HST /WFC3 transmission spectra
s published by Nikolov et al. ( 2022 ). We find offsets of 400 and
00 ppm for the VLT and HST transmission spectra relative to our
OSS spectrum. All of Yip et al. ( 2021 ), Nikolov et al. ( 2022 ), and
cGruder et al. ( 2022 ) also find offsets between their individual

eductions of the VLT and HST spectra, concluding that these offsets
re linked to common-mode corrections applied to each data set
n order to correct systematics in the binned light curves. Indeed,

cGruder et al. ( 2022 ) explicitly explored the effects of common-
ode corrections on retrieved transit depths, and find that although

nformation re garding relativ e depths is preserv ed, absolute transit
epths are poorly reproduced. Moving forward in the JWST era, we
hould therefore expect to find offsets between existing transmission
pectra which require common-mode corrections (e.g. HST /WFC3),
nd those from JWST on which no common-mode corrections are
pplied and absolute transit depths are reliable. 

 G R I D  M O D E L  FITS  

e interpret the NIRISS/SOSS observations by comparing them to a
eries of self-consistent radiativ e-conv ectiv e equilibrium atmosphere
odels. We follow the procedure established by the JWST Transiting
xoplanet Community Early Release Science Team (Bean et al.
018 ) and perform an initial atmospheric assessment using grids
f models (e.g. Ahrer et al. 2023 ; Alderson et al. 2023 ; Feinstein
t al. 2023 ; Rustamkulov et al. 2023 ). We defer detailed atmospheric
etrie v al analyses of these observations to the subsequent companion
aper, Taylor et al. ( 2023 ). Below we describe the three grids of
odels used to interpret our WASP-96 b observations. Since all grids

onverge to broadly consistent results, we select the ScCHIMERA
rid, which produces the o v erall best fit, as the reference for our
iscussion and conclusions. 
We note that the model fits were performed on the observations at

he different resolutions of R = 125, 250, 500, and pix el-lev el. The
esults for each grid are generally independent of the resolution of
he observations, and we defer further analysis into any resolution-
ependence of atmosphere inferences to Taylor et al. ( 2023 ). The
est-fitting parameters for each model grid are included in Table 2 . 

.1 PICASO 

e use the modelling tool PICASO 3.0 (Batalha et al. 2019 ;
ukherjee et al. 2023 ) to create a grid of model atmospheres in 1D
NRAS 524, 835–856 (2023) 
adiativ e-conv ectiv e equilibrium for WASP-96 b. PICASO is based
n the le gac y ‘Extrasolar Giant Planet (EGP)’ code (Marley 1999 ;
 ortne y 2005 ; Marle y et al. 2021 ) and uses the opacities listed in
arley et al. ( 2021 ). We generate two sets of models: one cloud-

ree and one with clouds. Both sets contain grids of models with
tmospheric metallicities in the range (0.1, 0.3, 1, 3.1, 10, 31, 50,
00) times solar, and C/O ratios in the range (0.5, 1, 1.5, 2) times
olar. We fix the energy redistribution between the day- and night-
ides of the planet at 0.5, which represents full day-to-night heat
edistribution in PICASO. Metallicity is computed by multiplying
he abundances of elements heavier than hydrogen/helium by the
ppropriate factor. (C + O)/H ratio is held constant at a given
etallicity so that changing the C/O ratio does not also change the
etallicity. The chemistry grid for these metallicities and C/O ratios

s computed using the thermocheical equilibrium models presented
n Gordon & McBride ( 1994 ) and Visscher et al. ( 2010 ), and also
resented in Marley et al. ( 2021 ). We use 0.458 for the solar C/O
alue (Lodders, Palme & Gail 2009 ). The cloudy grid additionally
ses the Virga (Rooney et al. 2022 ) implementation of the Eddysed
Ackerman & Marley 2001 ) framework, with clouds parameterized
y a vertical mixing coefficient log 10 K zz in the range (7, 9, 11; cgs
nits) and a sedimentation parameter f sed in the range (0.6, 1, 3, 6).
his excludes grid edge points log 10 K zz = 5 and f sed = 10 used by the
RS collaboration previously in Feinstein et al. ( 2023 ). A log 10 K zz =
 is unphysically small at the expected temperatures of WASP-96 b
see fig. 2 in Moses et al. 2022 , as well as references therein), while
 sed = 10 produces a compact, vertically thin cloud deck at pressures
elow the transmission contribution of our observations. Therefore,
mitting these points does not affect the o v erall interpretation of
ASP-96b. Both cloud parameters are taken to be constant with

ltitude. We account for cloud species MnS, MgSiO 3 , Cr, Mg 2 SiO 4 ,
nd Fe. Our grids use the orbital parameters described in Hellier et al.
 2014 ) which yield an equilibrium temperature of 1291 K (for zero
lbedo). The best-fitting internal temperature is 200 K, yielding a
lanetary ef fecti ve temperature of 1491 K. 

.2 ATMO 

e also use a grid of self-consistent model atmospheres presented
n Goyal et al. ( 2020 ) and previously applied to the WASP-96 b
LT and HST observations from Nikolov et al. ( 2022 ). This model
rid has been generated using the 1D-2D planetary atmosphere
odel ATMO (Tremblin et al. 2015 ; Drummond et al. 2016 ; Goyal

t al. 2018 ). In this grid, model transmission spectra are generated
sing radiativ e-conv ectiv e equilibrium pressure–temperature (P–T)
rofiles consistent with equilibrium chemistry. These spectra are
enerated at R ∼1000 for all the opacity species listed in Table 1 of the
upplementary material of Goyal et al. ( 2020 ) using the correlated-
 methodology with random o v erlap (Amundsen et al. 2017 ). For
his work, model transmission spectra are generated for a range of
eat re-distribution parameters (0.25, 0.50, 0.75, 1.0), metallicities
0.1, 1, 3, 5, 10, 50, 100, 200 × solar), C/O ratios (0.35, 0.55, 0.7,
.75, 0.90, 1.0), haze scattering parameters (1, 10, 150, 550, 1100 ×
ultigas Rayleigh scattering), and grey cloud parameters (0, 0.5,

.0, 5.0 × H 2 Rayleigh scattering cross-section at 350 nm). Here,
 heat re-distribution parameter of 0.5 corresponds to efficient heat
e-distribution. Radiativ e-conv ectiv e equilibrium P–T profiles with
our different re-distribution factors co v er a range from hottest (1) to
oolest (0.25) P–T profiles that could be encountered in the planet’s
tmosphere. The solar C/O ratio is 0.55, and a grey cloud parameter
f 0 implies cloud free model spectra. The metallicity is perturbed in
he model by multiplying the abundances of all the elements heavier
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Figure 8. Spectrophotometric light curves and transit fits for the NIRISS/SOSS TSO of WASP-96 b. Left : Normalized spectrophotometric light curves at pixel 
resolution. The extent of each bin is indicated abo v e each light curv e. Ov erplotted on each is its best-fitting transit model. No systematic trends have been 
remo v ed from the data. Right : Residuals for the light-curve fit in each bin. The RMS scatter of the residuals in each bin are indicated as well as the ratio to the 
predicted photon noise in brackets. 
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M

Figure 9. NIRISS/SOSS transmission spectrum of WASP-96 b at pixel resolution (faded blue points) and binned to a resolution of R ∼125 (blue points). Also 
shown are the VLT (black points) and HST /WFC3 G102 and G141 (grey points) transmission spectra from Nikolov et al. ( 2022 ). Offsets of 400 and 200 ppm 

have been applied to the VLT and HST data, respectively (see text). 

Table 2. Comparison of best-fitting model grid parameters. 

Model Metallicity [ ×Solar] C/O [ ×Solar] Redistribution factor Cloud parameters Haze scattering parameters 

PICASO 10 1.5 0.5 (full redist.) f sed = 1, log 10 K zz = 7 —
ATMO 5 1 0.5 (full redist.) 0 × grey cloud 150 × enhanced Rayleigh 
ScCHIMERA 1 1 1.319 (partial redist.) P cloud = 1 bar a = 1.78, γ = 4 

Results are from fits to R = 125 data. — indicates that this aspect was not considered in the grid. The ScCHIMERA results refer to model 2 described in 
the text. 
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han H and He by the appropriate metallicity factor. C/O ratio is
aried in the model via the O/H ratio. 

.3 ScCHIMERA 

etailed descriptions of the ScCHIMERA framework are included in
he previous works of Arcangeli et al. ( 2018 ), Piskorz et al. ( 2018 ),
nd Mansfield et al. ( 2021 ), and more recently in applications to
WST data in JWST Transiting Exoplanet Community Early Release
cience Team ( 2023 ) and Feinstein et al. ( 2023 ). Generally, for a set
f planetary parameters, this method pre-computes the P–T structure
f the planet and the gas mixing ratio profiles under thermochemical
quilibrium. The temperature pressure profile is computed under the
ssumption of radiativ e-conv ectiv e equilibrium. The layer net fluxes
re computed using the Toon et al. ( 1989 ) two stream source function
echnique and a Newton–Raphson iteration (McKay, Pollack &
ourtin 1989 ) is used to march to convergence. Opacities are
erived from correlated-K tables mixed on-the-fly using the random-
 v erlap ‘resort-rebin’ procedure (e.g. Amundsen et al. 2016 ). The
as mixing ratios used to weigh the mixed correlated-K opacities are
erived under the assumption of thermochemical equilibrium using
he NASA CEA2 routine (Gordon & McBride 1994 ). While the
alculation of the grid models fixes the internal temperature to 150K,
e find that this value has no significant impact on the resulting P–T
NRAS 524, 835–856 (2023) 
rofile given the assumption of chemical equilibrium (e.g. F ortne y
t al. 2020 ). The computations are performed on a grid of atmospheric
etallicity ([M/H], i.e. log 10 enrichment relative to solar; Lodders,
alme & Gail 2009 ) spaced at 0.125 dex values between −1 and 2.5
i.e. 0.1 to 316 × solar) and C/O at values of 0.1, 0.2, 0.35, 0.45,
.55, 0.65, 0.7, 0.725, 0.75, 0.775, 0.8, 0.85, 0.9, 0.95 (where 0.55
s solar). The grid also explores the energy redistribution ( f ) between
he day and night sides of the planet (F ortne y 2005 ), with values of
.657, 0.721, 0.791, 0.865, 1.0, 1.03, 1.12, 1.217, 1.319 in our grid,
here f = 1.0 corresponds to full day-to-night heat redistribution and

 = 2.0 corresponds to dayside only redistribution. 
The P–T structure and volume mixing ratio profiles of the different

hemical species are then used to compute the transmission spectrum
f the planet with CHIMERA (Line et al. 2013 ; Mai & Line
019 ; Iyer & Line 2020 ) using correlated- k tables at a resolution
f R = 3000. The computed spectra are then compared to the
bservations using the Bayesian inference framework MultiNest
Feroz, Hobson & Bridges 2009 ) through its PYTHON implementation
yMultiNest (Buchner et al. 2014 ) to obtain an optimal (e.g. best-fit)
olution for the atmospheric metallicity, C/O ratio, and heat redis-
ribution. We also account for slight changes in the planetary radius
y fitting for the planet radius at 1 bar, an arbitrary pressure with no
irect impact on the inferred atmospheric properties (e.g. Welbanks &
adhusudhan 2019 ). Our atmospheric model considers the opacity
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Figure 10. Grid modelling results of the WASP-96 b spectrum at R = 125. Top : Best-fitting models from the PICASO, ATMO, and ScCHIMERA grids 
o v erplotted with the R = 125 transmission spectrum. The ATMO and ScCHIMERA models prefer cloud-free solar -to-super -solar metallicity transmission 
spectra, with a solar C/O ratio and an enhanced Rayleigh scattering haze. The PICASO model prefers a super-solar metallicity and C/O ratio, as well as some 
grey cloud opacity – ho we ver, this is likely to be due to the fact that an enhanced scattering parameter was not included in the PICASO grids. Middle : Residuals 
[as (data – model)/error] to the reference ScCHIMERA model. Bottom : Impact on the transmission spectrum of removing the contributions of individual 
chemical species. H 2 O opacity dominates the spectrum o v er nearly the entire wavelength range, with a model preference (e.g. Bayesian evidence comparison, 
also known as ‘detection significance’; Benneke & Seager 2013 ; Welbanks & Madhusudhan 2021 ) of ∼17 σ . The alkalis Na and K are marginally detected at 
∼2 σ and ∼3 σ , respectively. There are also hints of contributions from CO, CO 2 and H 2 S with marginal model preference of ∼2 σ . 
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ources expected to affect gas giant planets (e.g. Madhusudhan 2019 ), 
ncluding H 2 -H 2 and H 2 -He CIA (Richard et al. 2012 ) alongside
 2 O (Freedman et al. 2014 ; Polyansky et al. 2018 ), CO 2 (Freedman

t al. 2014 ), CO (Rothman et al. 2010 ), CH 4 (Rothman et al. 2010 ),
 2 S (Azzam et al. 2016 ), HCN (Barber et al. 2014 ), Na Kramida

t al. ( 2018 ); Allard et al. ( 2019 ), and K (Kramida et al. 2018 ;
llard, Spiegelman & Kielkopf 2016 ). The opacities were computed 

ollowing the methods described in Gharib-Nezhad et al. ( 2021 ) and
rimm et al. ( 2021 ). 
Our atmospheric models also consider different cloud and haze 

reatments to explore the degree of cloudiness of WASP-96 b. We 
ollow the model framework in Feinstein et al. ( 2023 ) and consider
hree base models: (1) a vertically distributed cloud opacity that 
s spatially uniform and grey (i.e. a single parameter κcloud which 
escribes the opacity at all wavelengths). (2) A parameterization for 
cattering hazes following Lecavelier Des Etangs et al. ( 2008 ). That
s, one parameter, γ , for the scattering slope and another, a , for the
ayleigh enhancement factor such that σ hazes = a σ 0 ( λ/ λ0 ) γ . Here,
0 is the H 2 Rayleigh cross section at λ0 , given by 2.3 × 10 −27 cm 

2 

nd 430 nm, respectively. This model also includes an optically 
hick cloud deck at a given atmospheric pressure, P cloud (Mac- 
onald & Madhusudhan 2017 ; Welbanks & Madhusudhan 2021 ). 

3) A physically moti v ated droplet sedimentation model assuming 
nstatite grains with parameters to capture the behaviour of the eddy 
if fusion coef ficient and the ratio of sedimentation velocity to the
 ertical mixing v elocity (Ackerman & Marle y 2001 ) following the
rescription of Mai & Line ( 2019 ). This case has a total of four
arameters: P base the cloud-base pressure, f cond. for the condensate 
ixing ratio at the cloud base, K zz for the Eddy diffusion coefficient,

nd f sed for the ratio of sedimentation velocity to characteristic 
ertical mixing velocity. Furthermore, models 2 and 3 are considered 
s either fully cloudy or with inhomogeneous cloud co v er by using
he linear combination approach of Line & Parmentier ( 2016 ). 

 ATMO SPH ER IC  I NFERENCE  RESULTS  

he best-fitting atmosphere models to the NIRISS/SOSS WASP- 
6 b transmission spectrum at R = 125 are shown in Fig. 10 .
he best-fitting solution found by PICASO ( χ2 

ν = 2 . 59) suggests
he atmosphere of WASP-96 b is best explained by a 10 × solar

etallicity atmosphere, a slightly super-solar C/O ratio of 0.687, and 
 preference for cloudy models in agreement with Samra et al. ( 2023 ).
o we ver, this preference for clouds o v er a cloud-free transmission

pectrum may be driven by the lack of enhanced scattering opacity
ncluded in this particular grid of PICASO models. This grid 
nly included self-consistent parameterized clouds from Virga with 
hysically driven optical properties and particle sizes. As a result, 
he cloudy models within the PICASO grid that generated sufficient 
MNRAS 524, 835–856 (2023) 
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cattering to match the short-wavelength slope from NIRISS/SOSS
lso o v erly suppressed the strength of molecular features at longer
avelengths. Therefore, the best-fitting model from the PICASO
rid results in a model that compromises between the short and long
avelengths while fitting neither, resulting is a poorer fit, suggesting

cattering particles not captured by the Virga clouds need to be
ntroduced to explain the spectrum. On account of this, we do not
onsider the PICASO results in the remainder of our discussion. 

The results from the ATMO grid provide a comparatively better
t ( χ2 

ν = 1 . 84). The ATMO best-fitting suggests a metallicity of 5 ×
olar and a solar C/O ratio, and also requires haze scattering as well as
ery low cloud opacity to explain the observations. The best fit ( χ2 

ν =
 . 78) across all grids was obtained by ScCHIMERA, which suggests
 1 × solar metallicity, and solar C/O ratio. Across all resolutions,
he ScCHIMERA grid finds that the best-fitting solutions are largely
onsistent with a solar composition, and correspond to the class of
odels with a power-law for the scattering hazes and an optically

hick cloud deck (i.e. model 2 described abo v e), which are strongly
referred ( ∼12 σ ) o v er the uniform vertically distributed cloud deck
odel (i.e. model 1). When using this model for clouds and hazes,

nly the scattering slope of the hazes has an impact on the spectrum
nd the optically thick deck cloud is placed deep in the atmosphere
here it does not significantly affect the spectrum. That is, we find

hat the power law model for hazes best explains the spectrum, with
o need for an optically thick cloud deck or inhomogeneous clouds.
he median retrieved haze parameters are log 10 ( a ) = 1.78 and γ =
, corresponding to enhanced Rayleigh-like scattering. The cloud
eck pressure is constrained to pressures below the photosphere (e.g.
 cloud > 1 bar). This will be referred to as our ‘reference model’ for
ome further tests described below. Overall, these results suggest that
ASP-96 b’s terminator region is mostly cloud-free at the pressures

robed here with possible enhanced scattering due to small particle
azes. Furthermore, the consideration of inhomogeneous clouds and
azes does not significantly impact our results. 

Assuming that both ScCHIMERA and ATMO provide an equally
lausible scenario (given their similar χ2 

ν values) for the atmospheric
omposition of WASP-96 b, our analysis suggests an atmospheric
etallicity of 1–5 × solar and a solar C/O ratio. Across both models,
e find that there is a need for enhanced Rayleigh scattering to

xplain the blueward transit depths. However, we do not find strong
vidence for optically thick clouds. 

Our inferences on the metallicity and C/O ratio of WASP-96 b are
nabled by the large spectral features present in the observations.
he bottom panel of Fig. 10 shows the contribution to the spectrum
y different molecules and atoms. The main absorber in our WASP-
6 b transmission spectrum is H 2 O, showing three clearly visible
olecular bands. There are also signatures of absorption due to K

ear the known doublet peaks at ∼0.76 μm. The Na absorption
eature seen by Nikolov et al. ( 2018 ) is not resolved in these
bservations, due to lack of wavelength coverage, but, as mentioned
reviously, we see a slope in the bluest wavelengths. Our models
t this slope with enhanced Rayleigh scattering, though we note

hat this could indeed be the red wing of a highly-broadened Na 
eature. 

We therefore investigated the robustness of our inferences against
his blue ward slope. Gi ven that these observ ations alone cannot
obustly identify the nature of this slope, we aim to establish whether
t has an impact on our inferred metallicity. We refit the R = 125
bservations using the ScCHIMERA grid without the data shorter
han 1 μm, finding a consistent inference of a 1 × solar metallicity
ith a solar C/O ratio. We repeat this e x ercise for all other resolutions

nd find relatively consistent results, with an average best-fitting
NRAS 524, 835–856 (2023) 
etallicity across all five model configurations with ScCHIMERA
i.e. three cloud/haze models + two inhomogeneous cloud/haze
odels) and the four resolutions tested (i.e. R = 125, 250, 500,

ix el-lev el) of 2 × solar with a standard deviation of 1 × solar. The
arger average is driven by the inferences at the pixel-level, which
refer metallicities of ∼4 × solar across most model configurations.
or the same model/resolution combinations, when not considering

he observations blue-wards of 1 μm, the average C/O is 0.46
ith a standard deviation of 0.17; values consistent with solar
 xpectations. This de generac y will be further e xplored in the retrie v al
nalyses of Taylor et al. ( 2023 ), but we note that jointly fitting
IRISS/SOSS transmission spectra with ground based transmission
easurements, such as in this case the existing VLT/FORS2 obser-

ations, may be necessary to fully constrain Na and haze scattering 
roperties. 
Finally, some unresolved hints of carbon- (e.g. CO and CO 2 both

ith a model preference of ∼2 σ ) and/or sulfur- (e.g. H 2 S with a
odel preference of ∼2 σ ) bearing species may be present near the

.5 μm feature in the spectrum (under the assumption of chemical
quilibrium). 

Additionally, we explored the reliability of our solar C/O ratio
nference. We fixed the best-fitting parameters from ScCHIMERA
o the R = 125 observations (with the exception of the C/O ratio)
nd investigated the impact of changing the best-fitting C/O ratio
o sub-solar and super-solar values, while fixing the atmospheric
etallicity and cloud/haze properties to their best-fitting values. We
nd that super-solar C/O ratios (i.e. 0.9) are incompatible with
xisting observations due to the expected signatures of carbon-
earing species, such as CH 4 , which are not seen with NIRISS/SOSS.
ub-solar C/O ratios provide a worse fit by increasing the size of the
bserved H 2 O features. A more robust statistical inference on the
tmospheric C/O ratio and metallicity will be possible with the more
etailed retrie v al study that follo ws our investigation (Taylor et al.
023 ). Fig. 11 shows the results of our C/O ratio investigation and
he reliability of our metallicity inferences for a partial fit to the
bservations explained above. 
Our grid models find an atmospheric composition in good agree-
ent with previous retrieval studies. The chemical equilibrium

etrie v al of McGruder et al. ( 2022 ), using the full ensemble of all
re-JWST data, found a metallicity of Z/Z � = 0 . 32 + 2 . 91 

−0 . 20 , which
s consistent with our best-fitting metallicity at the 1 σ level. The
ree- and equilibrium chemistry retrie v als of Yip et al. ( 2021 ) and
ikolo v et al. ( 2022 ), respectiv ely, both point to solar -to-super -solar

bundances of Na and O which, if extrapolated to a full atmosphere
etallicity, are again consistent with our findings. 
Moreo v er, pre vious observ ations of this target have pointed to

n atmosphere free from optically thick clouds (e.g. Nikolov et al.
018 ; Yip et al. 2021 ; McGruder et al. 2022 ; Nikolov et al.
022 ) – in large part due to the pressure-broadened Na wings
isible at optical wavelengths. The microphysical cloud models
f Samra et al. ( 2023 ), ho we ver, predict a homogeneous cloud
o v erage of WASP-96 b’s terminator. In Fig. 12 , we show the P–
 profile associated with the reference ScCHIMERA model, along
ith condensation curves for several prominent cloud condensates

Visscher et al. 2010 ; Morley et al. 2012 ). The shaded region
hows the pressure range generally probed by the photosphere
e.g. Welbanks et al. 2019 ; Welbanks & Madhusudhan 2022 ). The
est-fitting model has a P–T profile consistent with the planet’s
quilibrium temperature of ∼1285 K. Comparing the P–T profile
o the condensation curves from (Visscher et al. 2010 ; Morley
t al. 2012 ), our results do not preclude the formation of some
loud species. Ho we v er, with the e xpanded wav elength range of
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Figure 11. Top : Comparison of model fits to different wavelength ranges. A fit to the data for wavelengths λ � 1.0 μm (blue) is compared to the reference 
ScCHIMERA model (black) fit to the entire wavelength range. At wavelengths λ � 1.0 μm, the two fits are entirely consistent and yield identical C/O and 
metallicity, showing that the haze slope detected at shorter wavelengths is not biasing the other atmospheric inferences. Bottom : Investigation of the effects of 
C/O on the transmission spectrum. All model parameters are fixed to those from the reference ScCHIMERA model, except for the C/O ratio, which is allowed 
to vary. Four cases are compared here: 0.2, 0.55 (solar: best fit), 0.7, and 0.9. Super-solar C/O ratios result in large changes to the shape of the transmission 
spectrum (e.g. the emergence of CH 4 , which we do not see in the data), allowing us to strongly rule out a super-solar C/O ratio for WASP-96 b. 
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IRISS/SOSS, our transmission spectrum still shows no strong 
reference for optically thick clouds in the observable photosphere. 
e do, though, find a slope at the bluest wavelengths, which 

ur models fit with an enhanced Rayleigh scattering haze, though 
e note that such a slope could also potentially be the red
ing of the highly-broadened Na feature. Without sampling the 
avelengths corresponding to the peak of the Na feature, these 

wo scenarios are difficult to disentangle with SOSS observations 
lone, and jointly fitting the NIRISS/SOSS and VLT/FORS2 spectra 
ill likely be a fruitful avenue to break this de generac y. In this

nitial work, we also do not explicitly explore microphysical clouds 
odels, which may potentially be able to help explain the blue- 
avelength slope while having minimal opacity at redder wave- 

engths. 

 SUMMARY  A N D  DISCUSSION  

n this work, we have presented transmission spectroscopy obser- 
ations of the hot-Saturn WASP-96 b, taken with NIRISS/SOSS as 
art of the JWST Early Release Observations Programme. As this 
s one of the very first SOSS data sets to be observed, we present
 detailed walkthrough of the reductions for this new instrument, 
aying special attention to background subtraction and the correc- 
ion of 1/ f noise. We further suggest and implement strategies to
itigate contamination due to order 0 and order 1 traces of field

tars. 
We compare our transmission spectrum to grid models generated 
ith the PICASO, ATMO, and ScCHIMERA codes. Overall, our 
rid fits suggest an atmosphere metallicity in the range of 1–5 ×
olar, a solar C/O ratio, and a cloud-free upper atmosphere in
he terminator region of WASP-96 b, which is in agreement with
revious works using HST and ground-based observations. We also 
dentify a strong slope towards bluer wavelengths, which may be 
ither the red wing of a highly broadened Na feature or enhanced
ayleigh scattering from small particles in the atmosphere. This 

erves as a preliminary glimpse into the atmosphere of WASP- 
6 b, whose nature will be explored in more depth in Taylor et al. 
 2023 ). 

The SOSS mode is slated to observe numerous exoplanet targets 
n Cycle 1, and will certainly continue to be a workhorse instrument,
specially for observations of small, temperate worlds, throughout 
ycle 2 and beyond. We therefore hope that this work will provide
 useful reference to the community and aid in understanding this
o v el and awesome observing mode. 

OFTWARE  

(i) astropy ; Astropy Collaboration ( 2013 , 2018 ) 
(ii) batman ; Kreidberg ( 2015 ) 
(iii) dynesty ; Speagle ( 2020 ) 
(iv) ExoTiC-LD ; Laginja & Wakeford ( 2020 ) 
(v) ipython ; P ́erez & Granger ( 2007 ) 
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M

Figure 12. Pressure–temperature profile from the ScCHIMERA grid (black) 
along with condensation curves for prominent cloud species from Visscher, 
Lodders & Fe gle y ( 2010 ) and Morley et al. ( 2012 ). The shaded grey region 
shows the approximate pressure region of the photosphere (see e.g. Welbanks 
et al. 2019 ). Our best-fitting grid models find no evidence for an optically 
thick grey cloud deck in the observable photosphere of WASP-96 b despite 
the temperature structure not precluding conditions fa v ourable for cloud 
condensation. 
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(vi) juliet ; Espinoza et al. ( 2019 ) 
(vii) matplotlib ; Hunter ( 2007 ) 
(viii) numpy ; Harris et al. ( 2020 ) 
(ix) PyMultiNest ; Buchner et al. ( 2014 ) 
(x) scipy ; Virtanen et al. ( 2020 ) 
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PPENDI X  A :  DETA I LS  O F  A D D I T I O NA L  

E D U C T I O N S  

ere we provide details of the three independent reductions carried 
ut on the WASP-96 b SOSS TSO using the nirHiss (Section A1 ),
ransitspectroscopy (Section A2 ), and NAMELESS (Sec- 

ion A3 ) pipelines. Although each pipeline was already described 
n Feinstein et al. ( 2023 ), below we provide a brief outline of each,
specially noting any particular steps which differ from what was 
resented in that work. The final transmission spectrum for each case,
long with that from the reference supreme-SPOON reduction 
escribed in the main text, are shown in Fig. C5 . 

1 nirHiss 

s described in Feinstein et al. ( 2023 ), for the nirHiss reduction,
e first process the TSOs through Stages 1 and 2 of the Eureka
ipeline (Bell et al. 2022 ). From these outputs, nirHiss then
ollows three steps to remo v e additional background noise. First, we
alculate the average scaling of the STScI JDox background model 
o a small region of the detector ( x ∈ [190, 250], y ∈ [200, 500]),
nd subtract this scaled background model from all inte grations. F or
hese data, we find the average scaling factor to be 0.448. Secondly,
e use the F277W exposure, taken after the main TSO, to mitigate

he effects of 0 th order contaminants which are present in the data.
he F277W exposure consists of 11 integrations, and 14 groups per

ntegration for a total exposure time of 846 s. We take the average in
ime of the F277W exposure and mask the trace. The background was
hen modelled as in Feinstein et al. ( 2023 ), and cosmic rays and bad
ixels were identified as to not induce additional noise into the data.
e then scale two 0th order contaminants to the TSO observations.

hese contaminants were located at x 1 ∈ [700, 800], y 1 ∈ [110,
60] and x 2 ∈ [1850, 1950], y 2 ∈ [220, 250]. The scaling values
MNRAS 524, 835–856 (2023) 
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rom each region were averaged and applied to all integrations; we
nd an average scaling of 2.04. Lastly, pixels with non-zero data
uality flags are interpolated using the same method as Feinstein
t al. ( 2023 ). Unlike Feinstein et al. ( 2023 ), after identification of the
recise locations of all three diffraction orders, a simple box aperture
xtraction, as opposed to an optimal extraction routine, is performed
n the first two orders using a width of 24 pixels. 
A white light curve is constructed for both orders by summing

he flux across all wavelengths (only wavelengths <0.85 μm are
onsidered for order 2). The white light curves are then fit following
he same procedure described in the main text for the supreme-
POON reduction; the best-fitting parameters from the order 1 white

ight curve are listed in Table 1 . The spectrophotometric light curves
re then fit at the pix el lev el, again following the same procedure
escribed in the main text. 

2 transitspectroscopy 

he transitspectroscopy reduction follows the same steps as
hose in Feinstein et al. ( 2023 ). We start with the rateints.fits
les produced by the official STScI pipeline, and use the STScI
ackground model to subtract the zodiacal background from each
OSS integration. The background scaling for these data was
ound to be 0.466. 1/ f noise is then corrected following the pro-
edure outlined in Feinstein et al. ( 2023 ), and the stellar spectra
or the first two orders are extracted using the transitspec-
roscopy.spectroscopy.getSimpleSpectrum routine 
nd a box aperture of 30 pixels. 

The white light curves for each order are fit with juliet using the
ame prior setup as described in Feinstein et al. ( 2023 ), except that
he period is fixed to the 3.4252602 d from Nikolov et al. ( 2022 ). The
est-fitting values from the white light-curve fit are shown in Table 1 .
or the spectrophotometric light-curve fits, the orbital parameters
re fixed to the Nikolov et al. ( 2018 ) values and coefficients for the
quare-root limb-darkening law are calculated following the method
escribed in Feinstein et al. ( 2023 ). The spectrophotometric fits are
arried out at the pixel level. 

3 NAMELESS 

ll steps of the NAMELESS are followed in an identical manner to
hose presented in Feinstein et al. ( 2023 ) except for the 1/ f noise
orrection, for which we use a new method developed in Coulombe
t al. ( 2023 ). This method is essentially similar in spirit to that
escribed in 2.2.1 , except it is applied at the integration level, and
hat instead of scaling the median image by an estimate of the
hite light curve to create the difference images, we allow each

olumn to scale independently and simultaneously calculate these
caling factors with the 1/ f noise. For a more in-depth description
f the algorithm, see Coulombe et al. ( 2023 ). Stellar spectra are
xtracted from the corrected frames using the transitspec-
roscopy.spectroscopy.getSimpleSpectrum routine 
ith a box width of 30 pixels. 
We first fit for the white light-curves of both orders 1 and 2

eparately using the ExoTEP framework (Benneke et al. 2019 ). We fit
or the mid-transit time t 0 , the planet-to-star radius ratio R p / R ∗, impact
arameter b , semi-major axis a / R ∗, and quadratic limb-darkening
oefficients ( u 1 , u 2 ; Mandel & Agol 2002 ; Kreidberg 2015 ). We also
t for the scatter σ , as well as a linear systematics model with an offset
 and slope v. Uniform priors are considered for all parameters. For
he spectrophotometric light curves, we follow the same process, but
NRAS 524, 835–856 (2023) 
x the impact parameter and semi-major axis to the Nikolov et al.
 2018 ) values, and the time of mid-transit to its white light-curve
est-fitting value. We fit 610 bins for order 1 and 161 for order 2. 

PPENDI X  B:  C O M PA R I S O N  O F  G RO U P  V S  

N T E G R AT I O N  LEVEL  1 /F  C O R R E C T I O N S  

n order to assess any potential biases introduced into a transmission
or emission) spectrum resulting from performing the 1/ f noise
orrection at the group or integration level (i.e. before or after the non-
inearity correction), we simulated TSO of WASP-96 b, analogous
o those presented here, with the IDTSOSS simulator (Radica et al.
022 ; Albert et al. 2023 ). The simulated TSO consisted of the same
umber of groups as integrations as the real TSO, and was seeded
ith a cloud-free, 10 × solar metallicity, C/O = 0.25 atmosphere
odel generated with the SCARLET framework (Benneke 2015 )

nder the assumption of chemical equilibrium. We then processed
he simulated TSO through the supreme-SPOON pipeline in three
ifferent ways. 

(i) Case 1: Group-level 1/ f correction as described in the text. 
(ii) Case 2: Correct 1/ f at the group level. Subtract the background

eforehand, but do not add it back after the OneOverFStep . 
(iii) Case 3: Subtract the background and correct 1/ f noise at the

nte gration lev el. 

These three cases allowed us to test the interplay between the
ackground correction, 1/ f correction, and the non-linearity. After
xtracting the stellar spectra for each case, we fit the spectroscopic
ight curves at the pixel level, fixing the orbital and limb-darkening
arameters to the same values as were input to the simulation. The
esulting transmission spectra, binned to a resolution of R = 50
re shown in Fig. C6 . All three cases result in excellent agreement
ith the input spectrum ( χ2 

ν = 0.93, 0.99, and 1.31 for Cases 1,
, and 3, respectively), with no systematic biases resulting from
ither treating the background before, or the 1/ f noise after the non-
inearity correction. The inte gration lev el correction though does
esult in less precise transit depths (mean error bar of 144 ppm vs
93 ppm for Case 1), as well as a higher RMS residual scatter than
he other two cases (139, 147, and 207 ppm for Cases 1, 2, and 3
espectively). 

The importance of the non-linearity correction scales with the
rightness of the target. Since these WASP-96 b TSOs remain well
elow the 35 000 counts threshold, it is possible that the excellent
greement of all three cases may stem from the relative unimportance
f the non-linearity correction. We therefore simulated a second
ASP-96 b TSO, but increased the brightness of the host star by 0.6
ag. This TSO has peak counts ∼25 000, so non-linearity effects
ill be more important. We processed this simulation following the

hree methodologies described abo v e, and once again found little
ifference between the three cases. Case 1 again yielded the lowest
MS scatter, most precise transit depths, and best χ2 

ν , followed by
ase 2 and then Case 3, with values for all metrics similar to those
alculated for the normal brightness case. We therefore conclude that,
ven for significantly brighter targets, no biases result from a non-
ptimal treatment of the background-1/ f -non-linearity coupling. This
s likely due to the fact that, although non-linearity effects become

ore prominent for brighter targets, the relative importance of the
ackground and 1/ f -noise decrease correspondingly, and in the end
he two effects effectively cancel out. We note here as well that the
bo v e discussion assumes that the SOSS non-linearity effects are
erfectly characterized, which is not entirely true in reality. 
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PPENDIX  C :  A D D I T I O NA L  F I G U R E S  A N D  

A BLES  
igure C1. Detector level trends in the WASP-96 b SOSS TSO. Top : Order 1 whit
red). The light curves are identical until the tilt event ∼1.4 h after the transit midp
5 and 20 box aperture extractions. Bottom : Temporal trends in the X-position (bl
edian stack through the TSO. The trace position is incredibly stable with RMS s

table, except during the tilt event where there is an abrupt decrease of ∼6 milli-pix
MNRAS 524, 835–856 (2023) 

e light curve extracted with a box aperture of 25 pixels (black) and 20 pixels 
oint (grey vertical line). Middle : Difference in white light flux between the 
ue), Y-position (red) and FWHM (purple) of the SOSS trace relative to the 
hifts in X and Y positions of <5 milli-pixels. The FWHM is also generally 
els. 
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Figure C2. Visualization of the tilt event in 2D. Shown is the difference 
between a median stack of the first 50, and median stack of the last 50 
integrations of the TSO, zoomed-in on the order 1 trace. The morphology 
change during the tilt event can be clearly seen at the upper edge of the 
trace. The width of a 25, as well as 20 pixel extraction box are shown in 
red and orange, respectively. The morphological change is entirely contained 
within the 25 pixel box aperture, explaining why we do not see any evidence 
for the tilt event in our analysis. Ho we ver, when using a 20 pixel-wide box, 
some additional flux falls into the aperture after the tilt event, resulting in a 
discontinuity in the light curve (e.g. Fig. C1 ). 

Figure C3. Comparison of WASP-96 b transmission spectra obtained with differe
ATOCA and corrected for dilution from background sources (blue) compared to 
spectrum with dilution correction (green). All spectra have been binned to R = 150
contaminant are denoted with faded blue boxes. Bottom : Residuals between each sp
spectrum error bars. The ±1 σ range is shaded in grey. 
nt methodologies. Top : The reference transmission spectrum extracted with 
an ATOCA spectrum without dilution correction (red), and a box-extracted 
 here for visual clarity. The wav elength re gimes affected by each background 
ectrum shown abo v e and the reference spectrum, normalized by the reference 
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Figure C4. Allan variance plots for order 1 ( top ) and order 2 ( bottom ). The 
coloured lines in each panel are the white light-curve residuals binned to 
different bin widths. The black dashed lines represent the trends for pure 
photon noise. In general, the binned residuals trace well the pure photon 
noise trend. 
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igure C5. Comparison of transmission spectra for WASP-96 b obtained throug
ransitspectroscopy (purple), and NAMELESS (orange). All transmission
ood agreement, showing consistent transit depths and features across the full wav
ompletely corrected for contamination from the background order 1 and order 0 c
MNRAS 524, 835–856 (2023) 

h four different pipelines: supreme-SPOON (blue), nirHiss (green), 
 spectra here are binned to R = 100. The four independent spectra are in 
elength range of SOSS. Note that only the supreme-SPOON reduction is 

ontaminants, and thus shows a slightly larger 1.4- μm water feature. 

/835/7198120 by U
niversity of Exeter user on 19 February 2024
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M

Figure C6. Top : Transmission spectra resulting from three different reductions of a simulated WASP-96 b SOSS TSO to test different 1/ f noise correction 
methodologies. Case 1 represents the reduction described in the main text body, which is a group-level 1/ f correction where the background is re-added after the 
1/ f correction is performed. Case 2 is the reduction where the background was not re-added after the 1/ f correction, and Case 3 represents an inte gration-lev el 
background and 1/ f noise correction. The input atmosphere model is shown in black. Case 1 results in the best χ2 

ν , as well as the lowest residual RMS and most 
precise transit depths. Ho we ver, no systematic biases result from the other two cases. Bottom : Residuals divided by the error bar on each point between each 
transmission spectrum and the input atmosphere model. 
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