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ABSTRACT 

We present a new method to segment popular music 

based on rhythm. By computing a shortest path based on 

the self-similarity matrix calculated from a model of 

rhythm, segmenting boundaries are found along the di-

agonal of the matrix. The cost of a new segment is opti-

mized by matching manual and automatic segment 

boundaries. We compile a small song database of 21 

randomly selected popular Chinese songs which come 

from Chinese Mainland, Taiwan and Hong Kong. The 

segmenting results on the small corpus show that 78% 

manual segmentation points are detected and 74% auto-

matic segmentation points are correct. Automatic seg-

mentation achieved 100% correct detection for 5 songs. 

The results are very encouraging. 

 
Keywords:  Segmentation, Shortest path, Self-similarity, 

Rhythm  

1 INTRODUCTION 

Segmentation has a perceptual and subjective nature. 

Manual segmentation can be due to different dimensions 

of music, such as rhythm or harmony. Measuring simi-

larity between rhythms is a fundamental problem in 

computational music theory. In this work, music seg-

mentation is based solely on rhythm, which can be per-

ceived by a changing beat or different instrument modu-

lation. While rhythm is indeed an important music fea-

ture, parts of other features, such as loudness and tim-

bre, are also present in the rhythm information, because 

of the way it is calculated. However, harmony informa-

tion is not. In Chinese music, rhythm is sometimes dif-

ferent compared to Western music. The beat is not 

clearly present in some music styles, and the rhythm 

boundaries depend mainly on the voice.   

     Segmentation of music has many applications such 

as music information retrieval, copyright infringement 

resolution, fast music navigation and repetitive structure 

finding.  

     Music segmentation is a popular topic in research 

today. Several authors have presented segmentation and 

visualization of music using a self-similarity matrix    

[1-3] with good results. Foote [2] used a measure of 

novelty calculated from the self-similarity matrix. Jen-

sen [1] optimized the processing cost by using a 

smoothed novelty measure, calculated on a small square 

on the diagonal of the self-similarity matrix. Other 

segmentation approaches include information-theoretic 

methods [5]. 

     Here, we present a method to compute segmentation 

boundaries using a shortest path algorithm. Our assump-

tion is that the cost of a segmentation is the sum of the 

individual costs of segments, and we show that with this 

assumption, the problem can be solved efficiently to 

optimality.  The method is applied to popular Chinese 

music. 

     In order to optimize the manual segmentation, it is 

done using a particular Chinese notation system as sup-

port. This system is briefly introduced here. 

2 FEATURE EXTRACTOR 

The features used in the segmentation task should pin-

point the main characteristics that define the difference 

between two segments in a rhythmic song. While spec-

tral characteristics generally capture the timbral evalua-

tion well, a rhythmic feature has been chosen here. This 

is believed to encompass changes in instrumentation and 

rhythm, while not prioritizing singing and solo instru-

ments that are liable to have influence outside the strict 

borders of a segment. The feature extractor consists of 

three steps, a note-onset detector, a rhythm feature, the 

rhythmogram, and a self-similarity measure of the 

rhythmogram. 

2.1 Note onset detection 

The beat in music is often marked by transient sounds, 

e.g. note onsets of drums or other instrumental sounds. 

Onset positions may correspond to the position of a 

beat, while some onsets fall off beat. The onset detec-

tion is made using a feature estimated from the audio, 

which can subsequently be used for the segmentation 

task. The note-onset detection aim is to give an estimate 

of the note onset of an instrument. This task is more 

difficult in the presence of other music and musical in-

struments with soft attacks. Often note onset methods 

use some sort of loudness, timbral, or similar feature. 

Jensen [1] compared a large number of features using an 

annotated database of twelve songs, and found the per-

ceptual spectral flux (psf) to perform best. This is calcu-

lated as 

Permission to make digital or hard copies of all or part of this 

work for personal or classroom use is granted without fee pro-

vided that copies are not made or distributed for profit or com-

mercial advantage and that copies bear this notice and the full 

citation on the first page. 

© 2005 Queen Mary, University of London 



   

 

 

( ) ( ) !
"
#

$
%
& '= '

=

(
3/113/1

2/

1

)()( n
k

n
k

N

k

k aafWnpsf
b

, (1) 

where n is the feature block index, Nb is the block size, 

and 
n

k
a  and fk are the magnitude and frequency of the bin 

k of the Short-Time Fourier Transform (STFT), obtained 

using a Hanning window. The step size is 10 millisec-

onds, and the block size is 46 milliseconds. W is the fre-

quency weighting used to obtain a value closer to the 

human loudness contour, and the power function is used 

to simulate the intensity-loudness power law. The power 

function furthermore reduces the random amplitude 

variations. These two steps are inspired from the PLP 

front-end [5] used in speech recognition.  

     Note onset detection systems are often used as a step 

in beat following. Goto and Muraoka [7] presented a 

beat tracking system, where two features were extracted 

from the audio, based on the frequency band of the snare 

and bass drum.  Scheirer [8] took another approach, by 

using a non-linear operation of the estimated energy of 

six band-pass filters as features. The result was com-

bined in a discrete frequency analysis to find the under-

lying beat. As opposed to the approaches described so 

far Laroche [9] built an offline system, using one feature, 

the energy flux, cross-correlation and dynamic pro-

gramming, to estimate the time-varying tempo.  

2.2 Rhythm model 

The PSF feature detects most of the manual note onsets 

correctly, but it still has many peaks that do not corre-

spond to note onsets, and many note onsets do not have 

a peak in the PSF. In order to obtain a more robust 

rhythm feature, the autocorrelation of the feature is now 

calculated on overlapping blocks of 8 seconds, with half 

a second step size (2 Hz feature sample rate).  

!
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where fsr is the feature sample rate, and n is the block 

index. Only the information between zero and two sec-

onds is retained. The autocorrelation is normalized so 

that autocorrelation at zero lag equals one. 

If visualized with lag time on the y-axis, time position 

on the x-axis, and the autocorrelation values visualized 

as colours, it gives a fast overview of the rhythmic evo-

lution of a song (figure 1).  

     This representation, called rhythmogram [1], pro-

vides information about the rhythm and the evolution of 

the rhythm in time. The autocorrelation has been cho-

sen, instead of the FFT, for two reasons. First, it is be-

lieved to be more in accordance with the human percep-

tion of rhythm [10], and second, it is believed to be 

more easily understood visually. 

2.3 Self-Similarity 

To obtain a better representation of the similarity of 

song segments, a measure of self-similarity is used.  

 

 

 

Figure 1. Rhyhtmogram of ‘caoyuan’. 

     Several studies have used a measure of self-

similarity, or recurrence plots as it was initially called 

[11], in automatic music analysis. Foote [1] used the dot 

product on MFCC sampled at a 100 Hz rate to visualize 

the self-similarity of different music excerpt.  Later he 

introduced a checkerboard kernel correlation as a nov-

elty measure [2] that identifies notes with small time 

lag, and structure with larger lags with good success.  

Bartsch and Wakefield [3] used the chroma-based 

representation (all FFT bins are put into one of 12 

chromas) to calculate the cross-correlation and to 

identify repeated segments, corresponding to the chorus, 

for audio thumbnailing. Peeters [12] calculated the self-

similarity from the FFT on the energy output of an 

auditory filterbank. Jensen [1] used filtering and 

segment following in the scale-space domain, inspired 

from image segmentation, to permit large-scale 

segmentation from small-scale self-similarity measures. 

 

 

Figure 2. Selfsimilarity matrix of ‘!"-caoyuan’. Dark 

regions indicate very similar or dissimilar segments.  



   

 

 

In this work, self similarity is calculated as the L2 

norm between the rhythmogram vectors l and k, 
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     In parts of the music where the rhythmic content is 

similar, the corresponding self similarity is close to zero. 

An example of the self-similarity, for the song  “!"-

caoyuan”, can be seen in figure 2. 

3 SEGMENTATION BY             

SHORTEST PATH 

To find a best possible segmentation, based on the self-

similarity matrix calculated from a model of rhythm, we 

first present a model for segmentation. Then we show 

that the problem can be solved optimally by computing 

a shortest path in a directed acyclic graph. 

     Our segmentation model is as follows. We have a 

sequence 1, 2, ..., N of N blocks of music that should be 

divided into a number of segments. Let c(i,j) be the cost 

of a segment from block i to block j, where 1 ! i ! j ! N. 

The cost of a segment should be a measure of the self-

similarity of the segment, such that segments with a 

high degree of self-similarity have a low cost.  We have 

chosen to use the following cost function for segments:  

c(i, j) =
1

j ! i +1
Alk

l= i

k

"
k= i

j

"  (4) 

     This cost function computes the sum of the average 

self-similarity of each block in the segment to all other 

blocks in the segment. While a normalization by the 

square of the segment length (j-i+1) would give the true 

average, it is believed that this would severely impede 

the influence of new segments with larger self similarity 

in a large segment, since the large values would be nor-

malized by a relatively large segment length.  

     Let i1j1, i2j2, ..., iKjK be a segmentation into K seg-

ments, where i1=1, i2=j1+1, i3=j2+1, ..., jK=N. The total 

cost of this segmentation is the sum of segment costs 

plus an additional cost f(K), which depends on the num-

ber of segments: 

E = f (K) + c(in, jn )
n=1

K

!  (5) 

     If we set f(K)="#, where ">0 is a fixed cost for a 

new segment, the total segmentation cost becomes: 

E = ! + c(in, jn )( )
n=1

K

"  (6) 

     By increasing "  we decrease the number of resulting 

segments. Choosing an appropriate value of " is dis-

cussed in our section on experiments.  

     In order to compute a best possible segmentation, we 

construct an edge-weighted directed graph G=(V,E). The 

set of nodes is V={1,2,...,N+1}. For each possible seg-

ment ij, where 1 ! i ! j ! N, we have an edge (i,j+1) in 

E. The weight of the edge (i,j+1) is "+c(i,j). A path in G 

from node 1 to node N+1 corresponds to a complete 

segmentation, where each edge identifies the individual 

segments. The weight of the path is equal to the total 

cost of the corresponding segmentation. Therefore, a 

shortest path (or path with minimum total weight) from 

node 1 to node N+1 gives a segmentation with minimum 

total cost. Such a shortest path can be computed in time 

O(|V|+|E|)=O(N
2
), since G is acyclic and has |E|=O(N

2
) 

edges [13]. An illustration of the directed acyclic graph 

for a short sequence is shown in figure 3. 

 

1 2 3 4
! + c(1,1)

! + c(1,2) ! + c(2,3)

! + c(2,2) ! + c(3,3)

! + c(1,3)
 

Figure 3. Directed acyclic graph for the problem of 

segmenting N=3 segments. 

     Goodwin and Laroche [14] presented a similar ap-

proach where dynamic programming was used to com-

pute an optimal segmentation. However, in their ap-

proach the graph has N2 nodes. As a consequence, the 

cost structure was less flexible, and it did not involve a 

parameter similar to our new segments cost (!). 

4 EXPERIMENT 

To test the segmentation algorithm, we have compiled a 

small song database including 21 popular Chinese songs 

coming from Chinese Mainland, Taiwan and Hong-

Kong. The songs are randomly selected from Chinese 

top500 popular songs and have a variety in tempo, genre 

and style, including pop, rock, lyrical and folk. The sam-

pling frequency of the songs is 44.1 kHz, stereo channel 

and 16 bit per sample.  

4.1 Segmentation behaviour as a function of ! 

The complete segmentation system is now complete. It 

consists of a feature extractor (the psf), a rhythm model 

(the rhythmogram), a selfsimilarity measure, and finally 

the segmentation, based on a shortest path algorithm. 

The new segment cost (!) of the segmentation algorithm 

is analyzed here. What we are interested in is mainly to 

investigate if the total cost of a segmentation (eq. 6) has 

a local minimum. The total cost as a function of the new 

segment cost ! is shown in figure 4. The total cost for a 

very small ! is close to zero. As expected, the cost in-

creases monotonically with !. 

     Another interesting parameter is the total number of 

segments. It is plausible that the segmentation system is 



   

 

 

to be used in a situation where a given number of seg-

ments is wanted. The number of segments as a function 

of new segment cost ! is shown in figure 5. This num-

ber decreases with the segment cost, as expected. 
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Figure 4. Total cost as a function of segment cost (!). 

     The number of segments follows the same shape for 

all songs. Indeed, the ratio between the maximum num-

ber of segments to the minimum number of segments is 

close to two for the main part of ! and always below 

three. Thus, for a given !, all songs could be expected to 

have between, e.g. 8 and 16-24 segments. 
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Figure 5. Total number of segments as a function of new 

segment cost (!). 

 

 

4.2 Manual Segmentation of Popular Chinese music 

In our experiment, each song is segmented manually 

using Audacity software to obtain a rhythm sequence 

such as ABCBC, where each letter identifies a similar 

part of the song (figure 6). A composer and an audio 

researcher made the manual segmentation.  

     Segmentation has a perceptual and subjective nature. 

Manual segmentation can be due to the different dimen-

sions of music, such as rhythm or harmony. In our ex-

periment, we limited the manual segmentation to be 

based on rhythm changes mainly. Most segmentation 

depends on different instrument and beat modulation, 

sometimes depends on pitch change (modulation) and 

rarely on the voice. We use the Chinese numbered musi-

cal notation to assist in the manual segmentation. 

     Figure 6 shows part of the audio for the song of  “!

"#-Bosimao” and figure 7 shows its Chinese num-

bered musical notation. 

 

Figure 6. Manual segmentation using Audacity soft-

ware. 

     From figure 6, we found that this part contains 4 dif-

ferent rhythm segment. The A and B segments are prel-

udes played with different instruments. c is a repetition 

of the C segmentation,  they are the same rhythm in beat 

but there is a clear rhythm segmenting point. The dura-

tion of c is longer than C. There is different in the end of 

segmentation c, as it includes a transition with different 

voice but the same beat. 

     In the Chinese numbered musical notation (figure 7), 

the tonality and time measure is marked first. Then, the 

melody notes are given with numbers from 1 to 7, with 

accompanying b/#, if applicable. The number 0 indicates 

silence. One dot above/below the number indicates a 

raise or lowering of one octave. Each number corre-

sponds to one beat of the bar. One or several lines under 

the number divide the length of the note accordingly. To 

extend a note to more than one beat, a dash is noted at 

the next time location. Most other aspects of the nota-

tion, such as the bars, repetitions, and ties are notated as 

in the traditional Western notation. Using the notation to 

make the manual segmentation is believed to have 

helped to make a more objectively correct segmentation. 

The database is used to evaluate the automatic segmenta-

tion performance. 

4.3 Comparison  

The last step in the segmentation is to compare the man-

ual and the automatic segment boundaries for different 
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values of the new segment cost (!). To do this, the auto-

matic segmentations are calculated for increasing values 

of !; a low value induces many segments, while a high 

value gives few segments. The manual and automatic 

segment boundaries are now matched, if they are closer 

than a threshold (currently 5 seconds).  For each value of 

!, the relative ratio of matched manual and automatic 

boundaries (Mm and Ma, respectively) are found, and the 

distance to the optimal result is minimized:  

 ( ) ( )22
11)(

am
MMd !+!="  (7) 

   

 

Figure 7. The Chinese numbered musical notation. 

     Although 5 seconds may seem a large threshold, and 

obviously the matched ratio diminishes with this thresh-

old, it is chosen because it results in an appropriate num-

ber of automatic segment boundaries. 

 

 

Figure 8. Manual and automatic ratio for !"#$%-

yibeizidegudan. A star indicates minimum distance to 

optimum result. 

     An example of this distance for ’ !"#$%-

yibeizidegudan’ is given in figure 8. The corresponding 

!-dependent automatic segment boundaries are shown in 

figure 9.The ratio between matched and total number is 

8/8 (100%) for manual segmentation and 8/9 (89%) for 

the automatic segmentation.  

     The minimum distances for the optimum result for all 

songs are obtained for ! between 4.5 and 12.9 with an 

average !=6.96, and one and three quartile values of 5.4 

and 8.0. As a certain range of ! generally gives the opti-

mum results, approximately 10% of the ! values for the 

different songs overlap. 

4.4 Results and discussion 

The comparison results of segmenting the 21 popular 

Chinese songs are shown in Table 1. The results show 

that most manual segmentation points can be detected 

correctly by automatic segmentation. The average ratio 

between matched and total numbers is 78% for manual 

segmentation and 74% for automatic segmentation. The 

average automatic ratio is 74%. These results are en-

couraging; in particular if the average ratios are calcu-

lated for the mean ! of all songs, in which case the man-

ual ratio is 67% and the automatic ratio is 65%. 

 

 

Figure 9. The automatic segment boundaries for increas-

ing segment cost (!), with manual (‘*’) and automatic 

(‘o’) segment boundaries. 

 

     An example of the self-similarity, with the automatic 

and manual segmentation boundaries marked, is shown 

in figure 10. It is clear that both the automatic and man-

ual segment boundaries are put at the beginning of a 

square with high similarity. Some of the automatic mark 

is not matched, but they do not show a important new 

similarity area either. 

     Another example is shown in figure 11. In this case, 

although many marks are matched, it seems that the 

manual marks are done on some of the segments starts, 



   

 

 

but not on others, possible because these were just repe-

titions of the previous segment. 

 

 

Figure 10. Self-similarity matrix for " !"#$ -

Liangzihudie", with manual ('*') and automatic marks 

('o'). 

In two of the songs, “%&%&'-henaihenaini” and “!

"#$-liangzihuidie”, the beat is not marked at all. Since 

the songs do not have a clear beat, the segmentation is 

made mainly from the voice of the songs.  The manual / 

automatic ratio is 75%/100% and 80%/89%. This shows 

that the model can be used, even for music that does not 

have a clear beat. 

 

 

Figure 11. Self-similarity matrix for "()-qingren", 

with manual ('*') and automatic marks ('o'). 

 

     The automatic and manual segmentation boundaries 

are shown in figure 12. While it is clear that many of the 

segmentation boundaries are matched, some are still 

orphelin, i.e. not matched to another boundary. This is 

due both to the manual marking not being homogene-

ous, but some errors could also be caused by the feature 

and self-similarity calculation choices. 

 

Table 1. Segmentation results of 21 popular Chinese 

songs 

 

Song Man/tot Auto/tot 

*+-Caoyuan 6/8 (75%) 6/6 (100%) 

,-.-Huiguniang 11/16 (69%) 11/20 (55%) 

/0-Zhengfu 7/8 (88%) 7/30 (23%) 

123-Bosimao 10/12 (83%) 10/17 (59%) 

45)-Zhongguoren 7/11 (64%) 7/9 (78%) 

/0-Conquer 8/10 (80%) 8/12 (67%) 

67-Houlai 7/9 (78%) 7/16 (44%) 

89-Oath2 11/14 (79%) 11/11 (100%) 

()-Qingren 9/11 (82%) 9/17 (53%) 

:;-Wenbie 16/19 (84%) 16/26 (62%) 

%&%&'-henaihenaini 9/12 (75% 9/9 (100%) 

<=>?@-Adayan6 11/14 (79%) 11/13 (85%) 

AB&CD-laoshuaidami 9/10 (90%) 9/29 (31%) 

&(36E-Aq36 16/18 (89%) 16/17 (94%) 

FGH-Mengxingle 6/9 (67%) 6/11 (55%) 

IJK<=-yibeizidegudan 8/8 (100%) 8/10 (80%) 

FLMKNO-Mengkai 6/9 (67%) 6/6 (100%) 

PQK&-Ourlove 11/14 (79%) 11/12 (92%) 

'R-Nihao 11/13 (85%) 11/12 (92%) 

!"#$-Liangzihudie 8/10 (80%) 8/9 (89%) 

PSTUV-Wbsts 5/9 (56%) 5/7 (71%) 

average 9/12 (78%) 9/14 (74%) 

 

5 CONCLUSIONS 

This paper presents a feasible method to segment music. 

This is done using a rhythm model, the rhythmogram 

and a shortest path segmentation algorithm based on the 

self similarity of the rhythmogram. The free parameter 

of the shortest path algorithm, the cost of a new segment, 

has been found by minimizing the distance to a optimal 

solution in matching manual and automatic segmentation 

boundaries. Experiments using popular Chinese music 

have resulted in 67% manual segmentation ratio and 

65% automatic segmentation ratio based on a database 

with 21 songs. This result is improved to 78%/75% with 

individually optimized segment costs for each song. 

There are 5 songs which automatic segmentation 

achieved 100% correct detection. This indicated that the 

rhythm-based segmentation is useful for Chinese music, 

but probably also for much other popular music, because 

of the similarities to the Chinese music.  
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Figure 12. Automatic (o) and manual (*) segment boundaries for the 21 Chinese songs. 

0 1 2 3 4 5 6
-25

-20

-15

-10

-5

0

Time (minutes)

S
o
n
g
 
i
n
d
e
x

Automatic (o) and manual (*) marks

  
  

  
S

o
n

g
 i
n

d
e

x
 


