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Long-lived anomalous thermal diffusion induced by elastic cell membranes on nearby
particles
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The physical approach of a small particle (virus, medical drug) to the cell membrane represents
the crucial first step before active internalization and is governed by thermal diffusion. Using a
fully analytical theory we show that the stretching and bending of the elastic membrane by the
approaching particle induces a memory in the system which leads to anomalous diffusion, even
though the particle is immersed in a purely Newtonian liquid. For typical cell membranes the
transient subdiffusive regime extends beyond 10 ms and can enhance residence times and possibly
binding rates up to 50%. Our analytical predictions are validated by numerical simulations.

PACS numbers: 47.63.-b, 87.16.D-, 47.63.mh, 47.57.eb

I. INTRODUCTION

Endocytosis, the uptake of a small particle by a liv-
ing cell is one of the most important processes in biology
[IH3]. Current research is focused mainly on the biophys-
ical and biochemical mechanisms which govern endocy-
tosis when particle and cell are in direct physical con-
tact. Much less investigated, yet equally important, is
the approach of the particle to the cell membrane before
physical contact is established [4]. In many physiolog-
ically relevant situations, e.g., inside the blood stream,
the cell and the particle are both suspended in a sur-
rounding liquid and the approach is governed by thermal
diffusion of the small particle. The thermal diffusion of
small particles (fibrinogen) naturally occurring in human
blood has furthermore been suggested as the root cause
of red blood cell aggregation [5H7].

Thermal diffusion of a spherical particle in a bulk fluid
is well understood and governed by the celebrated Stokes-
Einstein relation. This relation builds a bridge between
the particle mobility when an external force is applied
to it and the random trajectories observed when only
thermal fluctuations are present. Particle mobilities and
thermal diffusion near solid walls have been thoroughly
investigated both theoretically [8HI3] and experimentally
[14H26] finding a reduction of the particle mobility due
to the proximity of the wall. Some theoretical works
have investigated particle mobilities and diffusion close
to fluid-fluid interfaces endowed with surface tension [27-
30] or surface elasticity [31H33] with corresponding exper-
iments [34H41]. For the case of a membrane with bend-
ing resistance transient subdiffusive behavior has been
observed in the perpendicular direction [I9]. Regarding
biological cells, recent experiments have measured parti-
cle mobilities near different types of cells as well as giant
unilamellar vesicles (GUVSs), both of which possess an
elastic membrane separating two fluids, and found that
the mobility near the cell walls does decrease but not as
strongly as near a hard wall [4].

Here we derive a fully analytical theory for the diffu-
sion of a small particle in the vicinity of a realistic cell

membrane possessing shear and bending resistance with
fluid on both sides. As the typical sizes and velocities
are small, the theory is derived in the small Reynolds
number regime neglecting the non-linear term, but in-
cluding the unsteady contribution in the Navier-Stokes
equations. Our most important finding is that there
exists a long-lasting subdiffusive regime with local ex-
ponents as low as 0.87 extending over time scales be-
yond 10ms. Such behavior is qualitatively different from
diffusion near hard walls where the diffusion, albeit be-
ing slowed down, still remains normal (i.e. the mean-
square-displacement increases linearly with time). Re-
markably, our system exhibits subdiffusion in a purely
Newtonian liquid whereas most commonly subdiffusion
is observed for particles in viscoelastic media. The sub-
diffusive regime increases the residence time of the par-
ticle in the vicinity of the membrane by up to 50% and
is thus expected to be of important physiological signif-
icance. Our analytical particle mobilities are quantita-
tively verified by detailed boundary-integral simulations.
Power-spectral densities which are amenable to direct ex-
perimental validation using optical traps are provided.

II. RESULTS

A spherical particle with radius R = 100nm is located
at a distance zp = 153nm above an elastic membrane
and exhibits diffusive motion as illustrated in the in-
set of Fig. The membrane has a shear resistance
Ks = 5- 10*6N/m and bending modulus xp, = 2-107"9Nm
which are typical values of red blood cells [43]. The area
dilatation modulus is k, = 100ks. The fluid properties
correspond to blood plasma with viscosity n = 1.2mPas.
Figureshows the mean-square-displacement (MSD) for
parallel as well as perpendicular motion as obtained from
our fully analytical theory to be described below. For
short times (¢ < 50us) the MSD follows a linear behav-
ior with the normal bulk diffusion coefficient Dy since
the membrane does not have sufficient time to react on
these short scales. This is in agreement with a sim-
ple balance between viscosity and elasticity for shear,
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FIG. 1. Mean-square displacement (red line) of a particle
with radius R=100nm diffusing zp=153nm above a red-blood
cell membrane in lateral (top) and perpendicular (bottom)
direction as predicted by our theory at T' = 300K. For short
times ¢ < 50us the MSD follows bulk behavior (black dashed
line) while for long times the MSD follows hard-wall behavior
(blue dash-dotted line). In between, a subdiffusive regime is
evident extending up to 10ms and beyond. Insets show the
local exponent which goes down until 0.87 for perpendicular
diffusion.

7s = NR/ks ~ 37us, and bending, 7, = nR3/ky, ~ 22us.
For ¢t > 50us we observe a downward bending of the
MSD which is a clear signature of subdiffusive behavior.

Indeed, as shown in the insets of Fig. the local ex-
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ponent o = %ﬁ;"t) diminishes from 1 down to 0.92 in

the parallel and 0.87 in the perpendicular direction. The
subdiffusive regime extends up to 10ms in the parallel
and even further in the perpendicular direction, which is
long enough to be of possible physiological significance.
Finally, for long times, the behavior turns back to nor-
mal diffusion with o ~ 1. Compared to the short-time
regime, however, the diffusion coefficient is now signif-
icantly lower and approaches the well-known behavior
near a solid hard wall with Dyan | = Do(1 —9/16R/20)
in the parallel and Dyan,1. = Do(1 — 9/8R/2) in the
perpendicular case, respectively. Diffusion for long times
therefore turns out to depend only on the particle dis-
tance and to be independent of the membrane properties.

In Fig. [2| (a) we show the minimum of the local expo-
nent for different particle-membrane separations. Even
for distances ten times the particle radius, a significant
deviation of the local exponent from 1 is still observable.
From the MSDs it is straightforward to estimate the time
Tp required by the particle to diffuse a distance equal to
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FIG. 2. (a) Minimum of the local exponent plotted against
particle-membrane separation. Significant subdiffusion is ob-
served up to distances roughly ten times the particle radius.
(b) The time required to diffuse one particle radius increases
due to the presence of the membrane thus leading to an en-
hanced residence time of the particle in the vicinity of the
membrane which may increase the probability of triggering
endocytosis.
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FIG. 3. Predicted power-spectral density of position fluctu-
ations if the same bead as in Fig. [l] is confined by a typical
optical trap of strength K = 107°N/m [4]. Similar as in
the MSD of Fig. [I] a transition from hard-wall-like behavior
(blue dash-dotted line) for low frequencies to bulk-like behav-
ior (black dashed line) at high frequencies is seen.

its own radius which gives an approximate measure of
the ”diffusion speed”. As expected based on the data
from Fig. diffusion in the perpendicular direction is
slowed down significantly more than for lateral motion,
see Fig. (b), in agreement with recent experimental
observations [4].

Experimentally, long MSDs can be difficult to measure
as the particle may move out of the focal plane during the
recording time. A commonly used technique is therefore
to confine the particle to its position using optical traps.
One then records the power spectral density (PSD) of
particle fluctuations around its equilibrium position. The
PSDs predicted by our theory for a typical optical trap
with spring constant K = 107°N/m [4] as a function of
frequency f = w/27 are shown in Fig. The general
behavior of the unconstrained system is not qualitatively



altered by the optical confinement: for high frequencies
the behavior is bulk-like (mirroring the bulk-like MSD
at short times) while for low frequencies the PSD ap-
proaches that expected near a solid wall (mirroring the
hard-wall like MSD at long times). The frequency range
of the transition lies mainly below 1 kHz and should thus
be experimentally accessible.

III. THEORY

Our theoretical development leading to figures
through [3| proceeds via the calculation of particle mo-
bilities and the fluctuation-dissipation theorem and can
be sketched as follows (a detailed derivation is given in
Appendices . We consider a spherical particle of ra-
dius R driven by an oscillating force F(t) = Foe'!
in a fluid with density p and dynamic viscosity 1 whose
complex mobility u(w) for a fixed w is defined as

Vo (t) = p(w) Fo (t) (1)
and can be separated into the three contributions

(W) = po + pg (W) + Ap(w, 20) - (2)

Here, po = 1/(67nR) is the usual steady-state bulk mo-
bility,

i (@) = o (7T~ 1) 3)
with A2 = pw/n is the correction due to fluid inertia [44]
and Ap (w, zg) is the correction due to the elastic mem-
brane at distance zp. In order to derive the mobility
corrections, we employ the commonly used approxima-
tion of a small particle (R/zp < 1). Using numerical
simulations of a truly extended particle, we will show
below that this approximation is surprisingly good even
for R/zp = 0.65. The problem is thus equivalent to solv-
ing the unsteady Stokes equations with an arbitrary time
dependent point force F located at rq

ov

— P +nV?0 — Vp+ Fé(r —ry) =0

V.-v=0 (4)

with the fluid velocity v, the pressure p and the point
force position rg. The elastic membrane is located at
z = 0, has infinite extent in x and y directions and is
surrounded by fluid on both sides. Following the usual
approximation of small deformations, we impose the trac-
tion jump at z = 0 which follows from the Skalak [45] and
Helfrich [40] laws for the shear and bending resistance as
detailed in Appendix [A]

Rs

Af* = -3 (2(1+ C)ug,zz + Ug,yy + (1 +20) uy 0y)
AfY = —% (Uyze +2(1+C)uyyy + (1 +2C) ug zy)
Afz = Kp (uz,a::z:xz + 2UZ,wzyy + Uz,yyyy) (5)

where the membrane deformation is w and the notation
u,. denotes partial spatial derivatives. The moduli are xg
for shear resistance and ki, for bending resistance while
the ratio between shear and area dilatation modulus is
C = Ka/ks. The no-slip condition at the membrane sur-
face relates the surface deformation to the local fluid ve-
locity

du
= vlmo. (6)
Together with equations , and @ this represents a
closed mathematical problem for the velocity field v. For
its solution, the Stokes equations are first Fourier-
transformed into frequency space. The dependency on
the z and y coordinates is Fourier-transformed into wave
vectors g, and g, which subsequently allows us to con-
sider the contributions of the longitudinal and transversal
velocity components separately [28]. After eliminating
the pressure, this leads to three differential equations for
the three velocity components for which an analytical so-
lution can be found. From the velocity field the mobility
correction of the particle is directly obtained. The details
are given in Appendix
The mobility correction is a tensorial quantity which
in the present case has two components for the mobil-
ity parallel Ay (w, 20) and perpendicular Apy (w, zo) to
the membrane. Furthermore, the mobility correction in
each direction can be split into a contribution Ay, due to
bending resistance and a contribution Apug due to shear
resistance and area dilatation. The final results are con-
veniently expressed in terms of the dimensionless num-
bers:
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where 8 captures the effect of shear resistance and area
dilatation, f;, the effect of bending resistance and o the
effect of fluid inertia on the mobility corrections.

The mobility corrections are
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with 7 = v/s2 +i02. The integrals are well-behaved and
thus amenable to straightforward numerical integration.
The effect of inertia on the diffusion has recently been
investigated in bulk systems [47H51]. However, as shown
in the Supporting Information [52], for the realistic situ-
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ation treated in figure|[l] the contribution of fluid inertia
is completely negligible in the frequency range that is af-
fected by membrane elasticity which is the focus of this
work.

In the following, we will thus consider the case o = 0,
for which an analytical solution is possible:
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with

¢r =€ B (—izm) £e P E (—iz)  (16)

where zp, = jfp and j = €*7/3. Bar denotes complex
conjugate. E,, denotes the exponential integral E,,(z) =
[ et jtndt [53].

From the frequency-dependent mobilities the mean-
square displacement in a thermally fluctuating system
can be computed using the fluctuation-dissipation theo-
rem with the velocity autocorrelation function ¢,(t) as
an intermediate step [54] as detailed in Appendix

Oy (t) = % _00 u(w)emdw (17)
z(t)?) = t — 8)d,(s)ds.
() =2 [ (=90, (18)

Using the mobilities from Egs. - , the MSD can
be analytically computed and the resulting equations are
given in Appendix [C] In order to compute the MSDs
shown in figure [T mobilities are calculated using the ini-
tial particle-membrane distance zp, which is equivalent to
assuming a not too large deviation of the particle from
its initial position.

Similarly, the power spectral densities of the position
fluctuations as shown in figure [3[ can be calculated as [12]

2kgTRe [p(w)™?]

S(w) = — — 5
(wRe [p(w)1])” + (wim [p(w) ] + K)

(19)

IV. MOBILITY SIMULATIONS

We use boundary-integral (BIM) simulations to obtain
a direct validation of the frequency-dependent mobilities

(

and to assess the accuracy of the point-particle approx-
imation for finite-radius particles. BIMs are a standard
method for solving the steady Stokes equations [I] in-
cluding elastic surfaces [56]. Some details on our imple-
mentation are given in the SI. Compared with most other
flow solvers, BIMs have the advantage that they are able
to treat a truly inifinite fluid domain thus excluding ar-
tifacts due to periodic replications of the system.

We simulate a spherical particle driven by an oscil-
lating force with frequency w. By recording the instan-
taneous particle velocity, the mobility correction Ap(w)
can be obtained from the amplitude ratio and the phase
shift between force and velocity as illustrated in the SI.

In Fig. [d we compare our theoretical prediction to the
result of BIM simulations with R/zp = 0.1 and find ex-
cellent agreement. Splitting the mobility correction into
the contributions due to shear/area resistance (green line
in Fig. {4) on the one hand and bending resistance (red
line) on the other, we find that bending resistance man-
ifests itself at significantly lower frequencies than shear
resistance. As might intuitively be expected, the parallel
mobility is mainly determined by shear resistance, while
for the perpendicular mobility bending resistance domi-
nates. Yet, we note that for both directions, shear/area
resistance and bending resistance are important. This
becomes apparent especially at low frequencies: neither
shear/area resistance nor bending resistance alone are
able to recover the hard-wall limit. As shown in the SI, a
similar effect appears in the limit of infinitely stiff mem-
branes: only if shear and bending stiffness both tend to
infinity does one recover the hard-wall limit.

Finally, we investigate the validity of the point-particle
approximation for particles close to the interface. For
this, we use the parameters as in Fig. [1] Even for R/zy =
0.65 the agreement is still surprisingly good as shown in

Fig. B
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FIG. 4. The complex mobility of a spherical particle driven
by a sinusoidal force with frequency w situated a distance zo
above the membrane. Theoretical predictions from Eqgs. —
are shown as black dashed lines (real part) and black
solid lines (imaginary part) and compared to BIM simulations
shown as circles (real part) and squares (imaginary part). The
green and red lines show the contributions due to shear and
bending resistance, respectively. For R/zo = 0.1 (with C' =1,
ksR? /Ky, = 2) the agreement between theory and simulations
is excellent. For very low frequencies the hard wall behavior
is obtained (blue dashed line).
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FIG. 5. The real part (dashed lines) and the imaginary part
(solid lines) of the complex mobility for a particle moving
parallel (a) or perpendicular (b) to a realistically modeled
red blood cell membrane with parameters corresponding to
Fig. Even for R/zo = 0.65 as used here the agreement is
still good.

V. CONCLUSION

We have presented a fully analytical theory for the
thermal diffusion of a small spherical particle in close
vicinity to an elastic cell membrane. The frequency-
dependent particle mobilities predicted by the theory
are in excellent agreement with boundary-integral sim-
ulations, even for surprisingly large particles where the
point-force approximation made in the theory is no longer
strictly valid. Independent of the membrane properties,
the mean-square displacement is shown to be bulk-like at
short and hard-wall-like at very long times. In between,
however, there exists a significant time span during which
the particle shows subdiffusion with exponents as low as
0.87. For membrane parameters corresponding to a typ-
ical red blood cell the subdiffusive regime extends up to
and beyond 10ms and may thus be of possible physio-
logical significance, e.g., for the uptake of drug carriers
or viruses by a living cell. Our results can be directly
verified experimentally by comparing the power-spectral
densities of the position fluctuations in Fig.

In living cells the membrane elastic properties depend
on the local cholesterol level [57] which can lead to local-
ized patches of varying stiffness. According to our calcu-
lations, adjusting the shear/bending rigidity would allow
the cell to specifically influence the endocytosis proba-
bility: An enhanced bending stiffness combined with re-
duced shear elasticity would reduce perpendicular diffu-
sion — keeping the approaching particle close to the mem-
brane for a longer time — and at the same time enhance
parallel diffusion — allowing the particle to survey more
quickly the cell surface for favorable biochemical binding
sites.

ACKNOWLEDGMENTS

The authors gratefully acknowledge funding from the
Volkswagen Foundation and the KONWIHR network
as well as computing time granted by the Leibniz-
Rechenzentrum on SuperMUC.

Appendix A: MEMBRANE MECHANICS

In this appendix, we give the derivation of the lin-
earized tangential and normal traction jumps as stated
in Eq. of the main text. Initially, the interface is
described by the infinite plane z = 0. Let the position
vector of a material point before deformation be A, and
a after deformation. In the undeformed state, we have
A(z,y) = ze, + ye,, where e;, with i € {z,y,2} are
the Cartesian base vectors. Hereafter, we shall reserve
the capital roman letters for the undeformed state. The
membrane can be defined using two covariant base vec-
tors a; and as, together with the normal vector n. a;
and as are the local non-unit tangent vectors to coordi-
nate lines. In the Cartesian coordinate system, a; = a ,



and az = a , where the comma denotes a spatial deriva-
tive. The unit normal vector to the interface reads
a; X ag

(A1)

o |a1 XG/2|.

It can be seen that the covariant base vectors in the unde-
formed state are identical to those of the Cartesian base.
The displacement vector of a point on the membrane can
be written as

u=a—A=1uze, +uye, +u.e,. (A2)
The covariant base vectors are therefore
a1 = (14+uzz)es +uyey + us g€, (A3)
as = Ug yeqy + (1 +uyy) ey +u, ye, (A4)
and the linearized normal vector reads
NR —U, €, — Uy y€y + €. (A5)

The components of the metric tensor in the deformed
state are defined by the inner product ang = a,.az. Note
that A,p is then nothing but the second order identity
tensor d,5. From Egs. and (A4), anp can straight-
forwardly be computed. The contravariant tensor (con-
jugate metric) is the inverse of the covariant tensor. We
directly have to the first order

0 1—2ug 4 —2e
—2¢ 1—2uy, )’
where 2¢ = u; , + Uy, is the engineering shear strain.
In the following, we will first derive the in-plane stress
tensor. A resistance to bending will be added indepen-

dently by assuming a linear isotropic model equivalent to
the Helfrich model for small deformations [58].

(A6)

a. In-plane stress tensor

Here we use the Einstein summation convention, in
which a covariant index followed by the identical con-
travariant index (or vice versa) is implicitly summed over
the index. The two invariants of the transformation are
given by Green and Adkins [59)

I = Aa,5 — 2,
I, = det A%P det aag — 1,

(A7)
(A8)

where A%? = §,5, is the contravariant metric tensor of
the undeformed state. The two invariants are found
to be equal and they are given by I; = Iy = 2e =
2 (ug,z + uy,y), where e denotes the dilatation. The con-
travariant components of the stress tensor 77 are related
to the strain energy W (I, I5) via a constitutive law. We
have [I§]

yos _ 2 OW

= — —a
Js 011

AP L9, ,
2o

(A9)

where J; := /1 + Iy = 1+ e is the Jacobian determi-
nant, representing the ratio between the deformed and
undeformed local surface area.

Several models have been proposed in order to describe
the mechanics of elastic membranes. The neo-Hookean
model is characterized by a single parameter containing
the membrane elastic shear and area dilatation modulus,
while the Skalak model [45] uses two separate parameters
for shear and area dilatation resistance, respectively. The
strain energy in the Skalak model reads [61]

WSK_E

=1 ((If +2I — 2I) + CI3),

(A10)
where C' = k,/ks is the ratio between area dilation and
shear modulus. By taking C' = 1, the Skalak model pre-
dicts the same behavior as the neo-Hookean for small de-
formations [I8]. The calculations yield to the first order
a stress tensor in the form of

TQBNM(um7x+Ce € )

3 € uyy + Ce (AL1)

b. Bending resistance

Under the action of an external load, the initially plane
membrane bends. For small membrane curvatures, the
bending moment M can be related to the curvature ten-
sor via the linear isotropic model [58], [62]

Mf = —ry (b, — BY), (A12)
where ky, is the bending modulus, having the dimension
of energy. Here b3 is the mixed version of the second fun-
damental form which follows from the curvature tensor
(second fundamental form)

bag =n.aqpg for a,p€{1,2} (A13)

via bg = bsa’? ~ Uz 3. As the surface reference is a flat

membrane, B? therefore vanishes. The bending moment
reads

MP ~ —kpu, op. (A14)

The surface transverse shear vector @ is obtained from

a local torque balance with the exerted moment by [62]

Vo M — QP =0, (A15)

where V,, is the covariant derivative defined for a con-
travariant tensor M? by

VAM®? = 9\M*® +T$, M" +T5 M7, (A16)

where T'A s are the Christoffel symbols of the second kind,

defined by I') 5 = aq,5.a*, and a* are the contravariant
basis vectors, which are related to those of the covariant
basis via the contravariant metric tensor by a® = a*?ag.



To first order, only the partial derivative in Eq.
remains.

The raising and lowering indices operation on the sec-
ond order tensor M implies that M*8 = aO”aB‘SM,Y(;,
which, to the first order, is the same as M given by Eq.
(A14)). The contravariant component of the transverse
shear vector is therefore

Qﬁ N —KpUz,afa- (Al?)

c. Equilibrium Equation
The membrane equilibrium condition including both
the shear and the bending forces reads [62]

Vo™ —b0Q = —Af7,
Taﬂbozﬁ + VaQa = _Afza

(A18)
(A19)

where AfP, with 8 € {z,y} is the tangential traction
jump at the elastic wall, and A f# is the normal traction
jump. The second term on the left-hand side (LHS) of
Eq. is irrelevant in the first order approximation.
The same is true for the first term on the LHS of Eq.
(A19)).

Finally, the linearized traction jump across the mem-
brane is

s
g(AH“B +(1+ 20)6,5) = —Af’@7
+Af7,

where Ayf = fa. + f,, is the horizontal Laplace-
Beltrami of a given function f. Egs. (A20) are equivalent
to Egs. of the main text.

nbAﬁuz = (A20)

Appendix B: DERIVATION OF PARTICLE
MOBILITIES

1. Hydrodynamic equations in Fourier space

We start by transforming Egs. of the main text to
Fourier space. The spatial 2D Fourier transform for a
given function f is defined as

F{f(p)} = flq) = fp)e™"tPd’p, (B1)

where p = (z,y) is the projection of the position vector r
onto the horizontal plane, and q = (g, ¢,) is the Fourier
transform variable. Similarly as in Bickel [28], all the vec-
tor fields are subsequently decomposed into longitudinal,
transversal and normal components. For a given quan-
tity @, whose components are (@, Q) in the Cartesian
coordinate base, its components in the new orthogonal
base (Q, Q) are given by the following transformation

()2 2
Qy g\ 49 —4= Q¢ ’

(B2)

where ¢ = |g|. Note that the inverse transformation
is given also by Eq. . Since the membrane shape
depends on the history of the particle motion we also
perform a Fourier analysis in time which for a function

Ft) is
/ f(t)e ™tdt.

In the following, the Fourier-transformed function pair
f(t) and f(w) are distinguished only by their argument
while the tilde is reserved to denote the spatial 2D Fourier
transforms. The unsteady Stokes equations thus be-
come

F{f()} (B3)

— (ipw +ng*) Ty + 10, — igp + Fi6(z — 20) = 0(B4)
—(ipw + 1q*) 0 + 00y . + Fi6(z — 20) = 0(B5)
—(ipw +nq*) 0z + NV - — Pz + F26(2 — 29) = 0(B6)
iqU + U,,, = 0(B7)

The pressure in Eq. can be eliminated using Eq.
(B6). Since the continuity equation gives a direct
relation between the components ¥; and v, the following
fourth-order differential equation for v, is obtained

—(2¢° + M0, .. + P (P + XD, =

2 B8
%Fzé(z —z) + Zqu(S’(z — 20), (B8)

Vz,2222

where §’ is the derivative of the delta Dirac function,
satisfying the property xd’(x) = —d(x) for a real x, and
A2 = pw/n.

2. Boundary conditions
a. Velocity boundary conditions

At the interface z = 0, the velocity components are
continuous

[f}cx] =0, (Bg)
where a € {l,t,2z} and [f] = f(z = 07) — f(z = 07)
denotes the jump of a quantity f across the interface. In
addition, the no-slip condition Eq. (@ gives

Da(q,z = 0,w) (B10)

= (Wi (g, w).

b. Tangential stress jump

The presence of the membrane leads to elastic stresses
which, in equilibrium, are balanced by a jump in the fluid
stress across the membrane:
=Af",

[020] = [1(Vz,0 + Va,2)] (B11)

where « € {z,y}. The tangential traction jump A f* for
an elastic membrane experiencing a small deformation is



given by Eq. . We mention that only the resistance
to shear and area dilatation is relevant to the first order
approximation for the tangential traction jump.

Using the transformations given by together with
the no-slip condition Eq. , we straightforwardly
express the first and second derivatives of u, and u, in
our new orthogonal basis. After some algebra, the two
tangential conditions are

[01,2] = —iasq®t] =0, (B12)
liqi. + B1..] = —4iag® D=0, (B13)
where
a5 = Kg/3nw (B14)
is a characteristic length for shear and
a = as/B = (ks + Ka) /60w (B15)

with B =2/(1+ C).

Eq. gives the jump condition at the interface
for the transverse velocity component ¥;. Note that the
latter is independent of area-dilatation, whereas both g
and k, are involved in the longitudinal and the normal
velocities. Eq. can be written by employing the
incompressibility equation together with the conti-
nuity of the normal velocity across the interface as
(B16)

[6z,zz] = 74iaq2ﬁz,z‘z:0-

c. Normal stress jump

The normal-normal component of the jump in the
stress tensor reads

l022] = [=p + 2nv. .| = AfZ. (B17)

Only the bending effect is present in Af# to the first
order, as it can be seen from Eq. (5). Using the in-
compressibility equation and the continuity of the
longitudinal velocity component across the interface, the
normal stress jump in Fourier space reads

[f)z,zzz] = 47;0‘%(]652‘2207 (B18)
where
=2 b B1
Qy, 477w ’ ( 9)

is a characteristic length for bending.

3. Green functions

The Green’s functions are tensorial quantities which
describe the fluid velocity in direction «

Vo = GapFp, (B20)

for o, 8 € {l,t,z}. For computing the particle mobilities
the relevant quantities are the diagonal components Gut,
G.., and Gy which can be derived by solving first the
independent Eq. for Gy, then Eq. for G,, and
finally obtaining G; from solving Eq. and employing
the incompressibility condition as detailed in the
following.

a. Transverse-transverse component

Let us denote by K the principal square root of ¢g2+i\2,
i.e.

2 4 4 —_n2 4 4
K\/Q+V2q A +i\/ Q+V2q X (B2

Note that for the steady Stokes equations, A = 0 and

therefore K = q. The general solution of Eq. (B5] for
the transverse velocity component is

Ae K= for z > 2z,
O = { BeX* + Ce %% for 0 < z < 2, (B22)
Del for z < 0.

The integration constants A-D are determined by the
boundary conditions. v, is continuous at z = zg, whereas
the first derivative is discontinuous due to the delta Dirac
function,

Fy

z=zy n

(B23)

z:zar — Utz

Vt,z

In order to evaluate the four constants, two additional
equations must be provided. By applying the continu-
ity of the transverse velocity component at the interface
together with the tangential traction jump given by Eq.
(B12)), we find that the transverse-transverse component
of the Green function is given by

5 1 —K|z—z0]| iasq2 —K(z+20)
Gu = 90K (e Y OK Z a2t
(B24)
for z > 0 and by
5 1 1 —K(z0—2)
G = gt )

for z < 0. For the steady Stokes equations, the solution
reads

. 1 o
%=2<fwﬂ+’wlﬂmm) (B26)
ng 2 —iasq

for 2 > 0 and

5 1 1
G = —

: e—4(z0—2)
1q 2 —iasq

: (B27)

for z <0.



b. Normal-normal component

As we are interested here in Q~ZZ we set ﬁ‘l = 0 in Eq.
(B8). The general solution of this fourth order differential
equation is

Ae™9% 4 Be K= for z > 2z,

¥, = Ce¥* + De~9% + Eef* 4 Fe= 5% for 0 < z < 2z,
Ge?* + HeX* for z < 0.

(B28)

At the singularity position, i.e. at z = zg, the velocity
U, and its first two derivatives are continuous. However,
the delta Dirac function imposes the discontinuity of the
third derivative

2
F,
7% (B29)

vz,zzz|zzzg' - ’Uz,zzzlzzzo— =

At the membrane, ¢, and its first derivative are con-
tinuous. However, shear and bending impose a discon-
tinuity in the second and third derivatives respectively
(Egs. and ) The system can readily be
solved in order to determine the constants. The calcula-
tions are straightforward but lengthy and thus omitted
here. We find that the normal-normal component of the
Green function is given in a compact form by

uKZS
210’ K(P = Q) ( 42| —K|s|
580 (2) 0 Biag? = 9) (e ¢ )

2’&0&%q5(qP—KQ) —qlz] —K]|z|
ZPQ(2i03¢° — KS) (Ke —ae ) '

g~zz _ q <Ke—q|z—zo _ qe—K\z—zo\

(B30)

Here P =¢e9%0, Q =ef%0, S=K 4+ qgand Z =K —q.
For the steady Stokes equations, i.e. by taking the
limits when K — ¢ and @Q — P, one gets

~ 1
G.. = ( 14 qlz — z|) e~ 92—l
o (1+qlz — =)

iOéZZOQS ’LOé%q3(1 + qZO)(l + qZ) —q(z+20)
+ - - e ,
1—iaq 1—iadg?
(B31)
for 2 > 0 and

5 1
gzz = <1+q(20 *Z)

4ngq
iazzoq® i3 (1+ qz0)(1 — qz) o—a(z0—2)
1 —iadq? ’

1—1iaq
(B32)

for z < 0. Note that both the shear and the bending
moduli are involved in the normal-normal component of
the Green functions.

c. Longitudinal-longitudinal component

When the normal force F, is set to zero in Eq. ,
and only a tangential force Fj is applied, the derivative
of the Dirac function imposes the discontinuity of the
second derivative at z = zp, whereas the third derivative
is continuous. We have

iqFi
.
After solving Eq. (B8] for the normal velocity ¢, the
longitudinal velocity ¥; can directly be obtained thanks
to the incompressibility equation (B7)). We find that the
longitudinal-longitudinal component Gy; is

(B33)

Brperlmst — Pnelias

~ 1
— | KeKlz=20| _ jo—alz—20]
Gu 217ZS’( e ge

2iag®(KP —qQ) (1. ~Klz|
ZPQ(2iag® — 9) (ae Ke~H)

2iagq6K(P — Q) (e—qlzl _ e—K|Z|>
ZPQ(2iadq — KS) '

+sgn (z)
(B34)

When the steady Stokes equations are considered, one
simply gets

5 1
Gu = ( 1 — glz — zo|)e ==l
o (1= alz =)

n iag(l — gz20)(1 — g2) iZZOOé%Cf o—a(z+20)
1 —iagq 1—iadg? ’

(B35)

for 2 > 0 and

~ 1
Gu = 477q<1 —q(z0 — 2)

iag(1 +g2)(1 — gzo)
+ -
1 —1aq

I AV
1—iogg? ’
(B36)

for z <0.

4. Particle mobilities

We now obtain the mobility corrections defined in
Eq. (1) and given specifically in Eqgs. (8)-(11) (includ-
ing the inertial term) and Eqs. (12)-(15) (without fluid
inertia) of the main text. For this, using Eq. on
Eq. , one derives the transformation of the tenso-
rial Green’s functions back to Cartesian directions:

2 2
~ q ~ 5
gzx(qu7w) = ;tht(q7 27("}) + %gll(Q7 Z,W), (B37)

~ 2 ~ 2 ~
Gyy(q, 2,w) = %gm 5w) + 5Gu(a 2,). (B39)



We then subtract the infinite space Green’s functions
in the Fourier domain which can be obtained via the
above derivation with the membrane moduli set to zero,
ie.

AQEYQ/) (q7 2, w) = g’y’y(q7 2, OJ) - g’y"{ (qa 2, w)loz,ab:()y
(B39)
where v € {x,y, z}. This defines the wave-vector depen-
dent corrections

Ag~|| (qv va) = GOEI (qa va) - g~a(c(a)c) (quvw) »
= g~yy (q7 Z,LO) - g~g(/(g)/) (q7 Zaw) )

AG (q,2,w) = Gzz (¢,2,0) =G0 (g, 2,w) . (BA4O)
Due to the point-particle approximation it is sufficient
to obtain the fluid velocity at the particle position which
is equal to the velocity of the particle itself. Instead of the
full inverse Fourier transform of the Green’s functions to
real space coordinates (p, z), we can thus limit ourselves
to evaluate the inverse Fourier transform of Egs. (B40)
at (p =0, z = zp). By passage to polar coordinates g, =
gcos¢ and g, = g¢sin¢, the correction in the particle
mobility to the first order of R/zy can be obtained

1 27 e’} B
Apyj(w) = (%)2/0 /o AG(q, ¢,z = 20,w)qdqde

1 R
A}LL(W) = %/0 Agl(q; = zo,w)qdq,

(B41)

which directly lead to Egs. — of the main text.
A similar procedure can be followed for the steady case
where the fluid inertia is neglected leading to Egs. (12)-

([m).

Appendix C: COMPUTING
MEAN-SQUARE-DISPLACEMENTS FROM
PARTICLE MOBILITIES

1. Time dependent mobility corrections

A crucial step in order to compute the mean-square-
displacements as described in the following section is
to transform the frequency-dependent particle mobilities
back to the time domain. As shown in the Supporting
Information, the inertial contribution to the mobility cor-
rection is negligible for realistic scenarios and we there-
fore restrict ourselves from now on to the case o = 0. For
the sake of simplicity, we do not start from the real-space
particle mobilities given in Egs. (12)-(L5)), but instead de-
part from the wave-vector-dependent Green’s functions
in Eq. to perform first an inverse Fourier trans-
form in time followed by an inverse Fourier transform
in space. Note that the inverse order is possible for the
shear-related part, but the calculations are much more
complicated.

10

a. Parallel mobility

Shear effect. Considering only the part due to shear

resistance in Eqs. (B35 and (B26|) and using Eq. (B40)
with (B39)), we find after passing to polar coordinates:

; —2qzo 2
5 1zp€e sin“ ¢
AgH,s(Q7 ¢7 w)|Z=zo = 277 (TSOJ — gz

L (0= gz0)?co9
BT,w — 2iqzg

(C1)

where Ty = 629n/ks is a characteristic time for shear.
The temporal inverse Fourier transform reads

5 20e729%00(t) [ _azat |
AG) (g, 6, )]sy = —0()<e 2 in? ¢
2nTs (2)
(1—q20)? —2az0t )
+Te BTs  cos” ¢ |.

An exact expression of the time dependent mobility
correction due to shear in the parallel case can then be
obtained by spatial inverse Fourier transform

Apis(r) 3 RO(r)  Np()
o 32z T, (24 7)2(r + B)* (C3)

where 7 = t/Tg, and again B = 2/(1 + C). 6(t) denotes
the Heaviside step function, with 6(0) = 1/2 and
Np(7) = 4B*(1+2B) + 36B37 + B(B? + 48B + 8)7°
+40B7 +2(B + 4)1*.
(C4)

Bending effect. Considering the part due to bending
resistance we obtain

cos? ¢

4n Thw —ig323

iq*2)

Agu’b(q,qb,w”z:% = 6_2‘120’ (05)

to give after applying the temporal inverse Fourier trans-
form

4.5 2 3.3
5 q*230(t) cos® @ _ggz,— i1z
A )]sy, = — L0 @ T
g”,b(lL ¢7 )| 0 477Tb € !
(C6)

The time dependent mobility can immediately be ob-
tained after applying the inverse Fourier transform

Apyp(?) __3a0®) /OO we TR gy (C7)

1o 820 Ty, Jo

where Ty, = 41z3/kp. The presence of u® in the ex-
ponential argument makes the analytical evaluation of
this integral impossible. To overcome this difficulty, we
evaluate the integral numerically and fit the result (as a
function of t) with an analytical empirical form which is
necessary to proceed further. This procedure is known as
the Batchelor parametrization [20]. It can be shown that



the integral decays following a t~2 law for larger times.
Therefore, we can write

Buipmip) _ 5RO 1 g

64 T
Ho 20 b (Tﬁ),b +1)

where p = 1/2 is the fitting parameter and 7}, =
(5/2)(t/Tv). A comparison between the numerically ob-
tained value of the integral and the fitting formula is
presented in the SI, where a good agreement is obtained.

SN

b. Perpendicular motion

Shear effect. Considering only the part due to shear re-

sistance in Eq. (B31)) and using Eq. (B40)) with Eq. (B39)

we find after passing to polar coordinates:

iqzzg’ e~ 2q%0

2n BT.w — 2iqzg

AQL,S((LW”Z:ZO = (Cg)
The computation of the temporal inverse Fourier trans-
form leads to

2,3
C20()  —2qz0(14 5 ) (C10)

AgL,s(Qvt)lz:zo = - 2nBT

After applying the spatial inverse Fourier transform to
this equation, we find that the time dependent mobility
correction due to shear reads

ANJ_S(T)
Bk WA S A C11
Ho 16z T. (r+ B)* (C11)

Bending effect. Considering only the part due to bend-
ing resistance we obtain

1?28 (1 4 qz9)? e 2970
4n Thw —ig3z3
(C12)

AgNL,b(Qa (JJ) ‘z:zo =

The temporal inverse Fourier transform is

?23(1 4 q20)20(t) 6_2%_%
4’[7Tb ’

AgL,b(qa t) |z:zo = -
(C13)

After Fourier-transform in space, the time dependent
mobility correction due to bending is expressed by the
following improper integral

Apg p(t) 3a 6(t) /°° 3 g —oy_tud
—_— = u?(1+u)?e T du.
Ho 4z T, Jo ( )
(C14)

As above, we use the Batchelor parametrization [20] to
represent the integral. At ¢ = 0, the integral above can
be solved analytically, and it is equal to 15/4. At larger

times, the integral decays monotonically following a t—4/3
law. We set
A 45 R0 1
pop(mip) 45 RO(m) _ (c15)
Ho 16 29 Ty

(1)
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where 7, , = (97/4)(t/Tp) and p = 2/3 is a fitting pa-
rameter, governing the evolution of the mobility correc-
tion at short times. Again, the fitting formula and the
numerical solution are in excellent agreement as seen in
the Supporting Information.

2. Mean-square-displacements

The dynamics of a Brownian particle are governed by
the generalized Langevin equation [64]

t
mddita _ / vt = )oa(E)dt + F(1),  (C16)

where m is the particle mass and v, is its velocity in
direction o =||, L. ~4(t) denotes the time dependent
friction retardation function (expressed in kg /s?), and F
is the random force which is zero on average. The random
force results from the impacts with the fluid molecules
due to the thermal fluctuation. The relation between the
mobility and the friction function is given by [54, Eq.
(1.6.4) p. 32] [65]

1

et (C17)

fa(w) =

where v, [w] is the one-sided Fourier transform of the re-
tardation function defined by

Yalw] = /000 Yo (t)e “tdt. (C18)

The frictional forces and the random forces are not in-
dependent quantities, but are related to each other via
the fluctuation-dissipation theorem (FDT) [64]. Accord-
ing to the FDT, the velocity autocorrelation function
(VACF) has the following expression [54, Eq. (1.6.14)
p. 34]

bualt) = (alOalt)) = "2 [

o (w)e™tdw.

(C19)
In the overdamped regime, i.e. for a massless particle,

Eq. (C19) is reduced to

— 00

60alt) = Do (26(0) + 22},

- (C20)

where Dy = kT g, is the bulk diffusion coefficient given
by the Einstein relation [G6].

Next, the particle MSDs can be computed knowing the
VACEF as [64]

@w%:QA@—@@w@@

@®%=2A@—$@@®M& (c21)



which can be conveniently split up into a bulk contribu-
tion and a correction defined by:
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By inserting the time-dependent mobility corrections

derived in Egs. , , :Cll , in Eq. and

using Egs. (C21f) we obtain analytical expressions for the

Ayt)=1- gg)o? 7 (C22) excess mean-square-displacement as follows:
2(t)?
PPN R
J
3 R7(3B+27)
ALs(T) = e -5 24
(T = 155 2B 1) (C24)
15 R 2 1 2 2
Al p(TLp) = 6o arctan T} |, — T + _ In (1 + ijb) , (C25)
Tib '
_15R 1 ((27+3B)(57 +4B) 4B T 16 T
A’S(T)_?onlo< B +1)? T h(i+g)-Tn(+3)), (C26)
3/2
3 R Tiib +27'|\7b+9«/7\|,b+6 6
A\l,b(TH,b) = —_— I ——1In (1+w/TH,b) (027)

32 20

V(L /Tn)?
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Supplemental Materials for: Elastic cell membranes induce long-lived anomalous
thermal diffusion on nearby particles
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I. SIMULATION METHODS
A. Boundary-Integral simulations

In the creeping flow approximation, i.e. in the low Reynolds number regime, the fluid motion is governed by the
steady Stokes equations. The equations are formulated as integral equations [I] which are solved numerically after
generating a triangulated mesh on the boundaries. The goal is to determine the particle translational and rotational
velocities when a given force and torque are applied on its surface. This setup is commonly referred to as solving for
the mobility problem [2].

The moving particle disturbs the fluid velocity field in its vicinity. As a result, the membrane is deformed and
exerts a force on the surrounding fluid in order to regain its equilibrium configuration. To solve for both the particle
and the membrane velocities, we use a completed double layer boundary integral equation method (CDLBIEM) [3]
which is able to treat a perfectly rigid extended solid particle

vj(xz) = Hj(x), x € Sm (1)
6
L6i(@) + Y- 6, ) @) = Hyfa), we Sy ®

where Sy, and S, denote the membrane and the particle surface, respectively, v is the membrane velocity and ¢(x) is

the double layer density function. The ¢ () are known functions that depend on the particle position and geometry
[M]. Finally, the function H; is

1 1 1
Hj(x) = —%(NmAf)j(w) - 87(Kp¢)j(33) + %(ijFk + RjpMy)(z). (3)
The operator IV, denotes the single layer integral over Sy, while K, is the double layer integral over S, respectively
defined by

(NA f) (@) = /S A ()G (y, 2)dS(y), (4)

(Kp); () = 72 64y T (3, ) () S (y), (5)

where y € S, U S, and n is the normal vector to the surface. The traction jump across the membrane is Af, which
is determined from the membrane energetics (see below). G, T' and R are the stokeslet, the stresslet and the rotlet
respectively (known tensors), and F' and M are the force and the torque exerted on the particle. After discretization,
equations and form a linear system that is solved with GMRES [5]. The particle translation and rotation
velocities can directly be computed from the double layer density ¢ using Eq. .

For the mobility simulations depicted in figures and of the main text, a spherical particle with radius R =1
for (a) and (b) and R = 6.5 for (c) and (d) is placed a distance 10 above the membrane at z = 0 (all numbers in
this paragraph are given in simulation units). The oscillating force acting on the particle has an amplitude of 10~4
and we have checked that doubling the force still leads to the same mobilities (linear response). The membrane is
quadratic with a size of 300 x 300 and is meshed with 1740 triangles. The mesh has been created with gmsh [6] and
the triangle size increases towards the outer regions to guarantee a high resolution in the center close to the particle
at affordable computational cost. The triangle vertices located on the outer edge of the membrane are constrained
with harmonic springs. The spring constant k is chosen equal to the elastic modulus of the membrane kg in order to
mimick the inifinite system considered in the theory. We have checked that variation of k& within reasonable bounds
does not strongly influence the results.



B. Membrane energetics
1. Elastic model
We use for the membrane the Skalak constitutive law [7] whose areal strain energy density reads [§]

Wy

K.
= 1%(112 +20 — 2L, + CI3), (6)
where kg is the membrane elastic shear modulus, and C' = k,/ks is the ratio between the area dilatation and shear
moduli. The strain tensor invariants are I; and I, with I; = A2 + X2 — 2 and I, = A\?)\3 — 1. Here \; and )\ denote
the local in-plane principal strains. By integrating the areal energy density ws over the surface of reference Sy, the
total strain energy can be computed [9],

W= [ ws(z)dS(z). (7)
So

The membrane is discretized numerically into flat triangles, which are assumed to remain plane even after defor-
mation. We use the finite element approach introduced by Charrier et al. [I0] in order to compute the membrane
force on each discrete node. The relative displacement can then be determined by transforming the deformed and
undeformed elements to the same plane [T1]. The local principal in-plane ratios A; and Ag can be computed from the
displacement tensor, and consequently the strain energy can be evaluated. The elastic force applied on the flowing
fluid by the membrane node x; can be obtained from the virtual work principal,

Fla) = -5 (®)

To evaluate the traction jump Af, the force is divided by the area associated with the node x; [12].

2. Bending model

We use the bending energy as given by Helfrich [I3]

Wy, = % /S (2H(z) — 2Ho(x))? dS(z), (9)

where £y, is the bending modulus and H is the mean curvature. Hy is the mean curvature of the surface of reference.
The traction jump is directly calculated by evaluating the functional derivative of the bending energy [14] [15],

Af(z) = —ky ((2H? — 2K + 2HoH + A)(2H — 2Hy)) n, (10)

where A is the Laplace-Beltrami operator, and K is the Gaussian curvature. The general approach of the numerical
discretization of these operators can be found in Meyer et al. [16].



C. Obtaining particle mobilities from numerical simulations

To obtain the particle mobilities p(w) shown in ﬁgures and of the main text from boundary integral simulations,
we apply a sinusoidal force F'(t) = Fpcos(wt) in z-direction (for Aguy) or in z-direction (for Au). We then record
the particle velocity which — after a short transient — oscillates with the same frequency as the force as illustrated in
figure [1] for R/zp = 1/10 and parallel motion. Accordingly, the velocity is fitted with a function V; cos(wt + §). From
the phase shift § and the ratio of the amplitudes we then calculate the mobility as

VO i
py(w) = Foe’ . (11)
g x10°
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FIG. 1. The particle velocity as a function of time obtained from the BIM simulations. After an initial transient the velocity
oscillates with the same frequency w as the driving force: for ¢t > 500 simulation and fit overlap perfectly.



II. EFFECT OF THE UNSTEADY TERM
A. Particle mobilities

In order to investigate the effect of the unsteady term in the Stokes equations, we solve numerically the integrals
appearing in the mobility corrections Eqs. . Here we take the same physical parameters as in Fig. |5 of the
main text and the fluid density p = 103 kg/ m In figure I we show a comparlson between the unsteady mobility
corrections and the analytical solutions for the steady case in Eqgs. of the main text. We find that the two
mobility corrections are almost indistinguishable for the whole range of frequen(nes

0.2
0.1 b j— .
- T,
.-l""“’ll hh_""-\.
- H-\'"I--\_
0 b i
(=3 [=]
£ orf \j
3 3
4 <4
0.2
Unsteady
-0.3 Steady E
-0.4 . . - . -0.8 . . - .
10° 10' 10 10* 10* 10° 10 107 10% 10° 10' 10° 10* 10* 10° 10 107 10®
f[Hz] f[Hz]

FIG. 2. Comparison between the steady and the unsteady parallel (left) and perpendicular (right) mobility corrections for the
physical parameters corresponding to Fig. [5]in the main text. The horizontal solid lines are the hard wall limits.

B. Mean-square displacements

Having shown in the previous section that the effect of the unsteady inertial term on the mobility correction is
negligible, we proceed to consider the influence of the unsteady bulk mobility 4 (w) on the mean-square-displacement.
Due to the linearity of the equations it is sufficient to compare the steady-state bulk MSD with the unsteady bulk
MSD (the membrane contribution is simply added on top). These can be obtained from Egs. (18) of the main text
using pu(w) = po or p(w) = po + puf(w), respectively. The result is shown in figure [3l The influence of the unsteady
term is restricted to ¢ < 1us which is much shorter than the regime where the membrane influences the MSD as can
be seen by comparing with figure [I| of the main text.

III. RELATION TO PREVIOUS WORKS
A. Comparison to the work of Felderhof [17]

Here we make contact with the mobility correction due to the elastic in-plane deformations of the membrane as
reported by Felderhof [I7] in the case where the two fluids have the same dynamic viscosity, i.e. 7 =1 = n2. The
tensor F'(rg,w) that appears in Eq. (2.16) of [I7] is the first order correction in the mobility tensor that is also the
subject of our work detailed in the main text. Based on Eqgs. (3.5) and (3.6) of [I7] we define (note the g-dependence)

Pl = G 0
Fzz(Q,CU, h) Nzg((z’ Z’)h) (2)
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FIG. 3. Comparison of the bulk mean-square displacement with (green line) and without (black line) the inertial contribution.
Inertial contributions become significant only for times shorter than 1us which is smaller than the time range relevant in this
work.

By taking ¢ = g2 = \/¢? + 02, where 62 = —iwp/n, and carefully taking the limits when § — 0, we find after
simplifications

Fr(qh) = — 10 2an L donlgh —1)* o (3)
e 87 2 + isq 167 14 iakg ’
1 4 h)?
R e 0
8t 1 + iakq
where
A Gs
ax=—— and ag=—, (5)
dnw nw

with A = E; + G5 and the dilatation and shear moduli Ey and Gy, respectively, as defined in [I7].

The results obtained in the present work can be cast into a similar form considering that equations and (4))
correspond to the corrections in the parallel and perpendicular mobilities. This can be obtained by considering the
shear-related parts of Eqs. (B26)), (B35) and (B31)), together with Eq. , after integrating with respect to ¢ and
multiplying by 1/(27)? of the spatial inverse Fourier transform to get

Ag (q w. z ) — i& —2qz9 1 ia(qZO - 1)26721120 (6)
w20 8N 2 — dasg 16mn 1 —iagq ’
5 1 ia(gz0)? o,

AG.:(q,w, 20) = 87”71(_1.(;)(16 2azo, (7)

Hereafter, o = (ks + Ka)/6nw as defined in the main text. In order to compare equations (3| and [4]) with @ and
@, we note that Felderhof does not include the minus sign in the forward Fourier transform as we do in the present
work. After substituting ¢ by —¢, however, both equations have the same mathematical form, leading together with
the definition of a5 in Eq. (B15)) to the identification xs/3 = G in agreement with earlier works [I§]. Nevertheless,
by using the fact that Es = 2(1 + v)Gs and C = v/(1 — v) [18], we find that

oy 3+ 5C

o 21+0) ®)

Thus, for the neo-Hookean model with C = 1 we find a = ay and thus both models agree. However, in the general
case of an arbitrary dilatation coefficient C of the Skalak model, the two quantities are different, meaning that the
constitutive law we use is different from the one used by Felderhof.



B. Comparison to the work of Bickel [19]

Bickel [19] studied the Brownian motion near a liquid-like membrane endowed with bending, but not with shear
resistance. He provided the following correction to the mobility tensor
7 Wq

AGy = —
Gt 4ng w — iwy

Vi (a, 2)7(q; 20) M, (9)

where w, = rp(g* —|—£H_4)/4nq and My =1, Mgy = My, =1, My, = My, = —i and M., = M,, =i. The
functions ~y are given by

71(‘17 Z) = szefq‘zh (10)
(g, 2) = gyze” ¥, (11)
v2(q,2) = (1+ qlz[)e™ =, (12)

The correlation length £ is not specified in detail in [I9]. For an infinite correlation length fl\_ 4 = 0 holds and we
recover the bending contributions of Egs. (B35|) and (B31]). Since the bending contribution is most important for the
perpendicular mobility AG,, we repeat it here from Eq. (B31)):

~ 1 ia3q3(1 + q|z]) (1 + gz
4dng 1 —iapq

The same equation can be obtained from Eq. @ for k =1 = z. The result is also recovered for the other components
of the Green tensor, after using the transformation equations from the framework we employed (I and ¢) to the usual
Cartesian coordinates (z and y).

IV. LONG-TIME TAILS FOR THE VELOCITY AUTOCORRELATION FUNCTIONS

By considering the integrand in Egs. and , without multiplying by s we have

s % ste=® —e )2 8 (se=" — re—*)?
Am()_GR( ( ) 4o ) ) Q)

no o2 2 4(r — 5)s2 — 023 * r(16s5(r — s) — rBio?)

with r = V/s2 + io2. Note that 8 ~ 02 and B, ~ 0%/3. In the limit of low frequencies, the second terms appearing in
the denominators can be dropped out. Eq. reduces to

Api(s)  3i Rrs*(e s — e"")2 +s(se™" — 7"(3_8)2

(2)

po 202z r(r —s)
By substituting s = pe and 02 = iM?2€?, it is easy to find after expanding in powers of e that

Apy(s) ~ 3R s

POR e R 3
1o 229 s(r+s) ®)

which is exactly the same equation as previously found by Felderhof [I7, Eq. (4.12)]. This leads after inverse Fourier
transform to a t~°/2 long-time tail for the velocity relaxation function as discussed in Ref. [I7]. Similarly, we get for
small s and o in the parallel case

A;LH(S) - 7%5 s+ 2r

~ , 4
Lo 4 zg s(r+s) @

as obtained by Felderhof [I7, Eq. (4.8)].
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FIG. 4. Scaled velocity autocorrelation function for the parallel (left) and the perpendicular diffusion (right). The shear and
bending contributions are shown in green and red respectively and the total contribution is shown in black. The dashed lines
are a guide for the eye.

A. Steady Stokes equations

The velocity autocorrelation function (VACF) can be computed from the inverse Fourier transform of the particle
steady mobility correction, as sated in Eq. of the main text
ou(t) = Do )
Ho
for t > 0. For the parallel motion, both the time dependent mobility correction due to shear and due to bending have
a long-time tail of t72, as it can be seen from Eqs. (C3)) and . Therefore, ¢|(t) scales as t~2 at large times.

For the perpendicular case, we showed that at large times, the shear contribution has a t=* tail (Eq. (C11))) while
the bending contribution has a t=%/3 tail (Eq. (C15)). Thus, we get a t=4/3 tail for ¢ (t). Fig. illustrates the
scaled velocity autocorrelation functions for both the parallel and the perpendicular diffusion. The shear and bending
contributions are also shown.

V. FITTING FORMULA

We have shown in Egs. (C7) and (C14) that the time dependent mobility correction for the perpendicular motion
and for the parallel motion respectively read

Appp(t) 3 a6(t) Apip(t) 3 a6(t)
Bunll) _ 3a8(®), -~ Aumsl) _ 3abl); &
Ho 8zy T Ho dz0 Tp
where
00 . oo 03
Iwi/‘ffmjﬂmw Il:/ w1+ u)*e” T du. 2)
0 0

Unfortunately, the integrals in Eq. can not be calculated analytically. We therefore use the following fitting
formulas (Batchelor parametrization [20])
15 1 15 1
=S T A e ®)
(1 + 7 ) (1 + 7 )

where 7y, = t/rT, with r = 2/5 for I; and r = 4/97 for I, . We recall that T}, = 4nz3 [ k.

In Fig. [f] we show a comparison between the results given by the numerical integration and the fitting formulas
whose expressions are given by Eq. . The two are found to be in a very good agreement, suggesting that the fitting
formulas can be used.
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FIG. 5. Comparison between the numerical evaluation of the integrals given by Eq. and the fitting formulas given by Eq.
. At long times, the integrals decay following a t~2 law for I, and as =43 for I,.

VI. LIMITING CASE FOR A HARD WALL

For a membrane with infinite shear and bending moduli, the hard wall limit is recovered. This is equivalent of
taking the limits when 8 and [}, tend to zero in the mobility correction due to shear and bending, respectively. We
get

A
B—0 Ho 32 20
A

Br—0 Mo 32 20
lim w = ,i§7 (3)

B—0 ) 16 zg

. A/LJ_ b(Bb) 15 R
lim —=PAh) 2 4
5}31210 o 16 20 ( )

It is worth to note here that for a membrane with infinite bending modulus, as stated in Egs. and (4)), the
mobility correction to the first order is identical to the one corresponding to a flat interface separating two fluids with
the same viscosity ratio [19] 21]. On the other hand, when all the moduli are taken to infinity, then the total mobility
correction is nothing but the first order mobility correction for a particle near a rigid wall given in the main text. We
note that in the large membrane moduli limit the contribution due to shear is five times more significant than the one
due to bending for the parallel motion. For the perpendicular motion, the contribution due to bending is five times
larger than the one due to shear.
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