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Abstract. In cluster-randomized trials, groups or clusters of individuals, rather
than individuals themselves, are randomly allocated to intervention or control. In
this article, we describe a new command, ccrand, that implements a covariate-
constrained randomization procedure for cluster-randomized trials. It can ensure
balance of one or more baseline covariates between trial arms by restriction to
allocations that meet specified balance criteria. We provide a brief overview of the
theoretical background, describe ccrand and its options, and illustrate it using an
example.
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1 Introduction

In cluster-randomized trials, groups or clusters of individuals, rather than individuals
themselves, are randomly allocated to intervention or control (Donner and Klar 2000).
Provided the sample size is large, randomization will ensure comparable arms in terms of
the distribution of known and, more importantly, unknown factors that may influence
the outcome (Dos Santos Silva 1999). The number of clusters in cluster-randomized
trials is often limited. Therefore, one cannot rely on chance alone to ensure balance
of important covariates (including the baseline value of the outcome) and sample size
between arms (Moulton 2004). Achieving baseline balance of important covariates not
only avoids the need to adjust for them in the final analysis but also is important for a
trial’s credibility. Furthermore, it increases statistical power and precision (Ivers et al.
2012).

In a recent methodological review, Ivers et al. (2012) discussed several techniques to
balance baseline covariates in cluster-randomized trials along with their advantages and
limitations, including stratification, matching, minimization, and covariate-constrained
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randomization. The last is often the method of choice when baseline data are available
but has rarely been used because of the need for statistical support and specialized com-
puter software to implement it (Ivers et al. 2012). Moulton (2004) proposed a method
for implementing covariate-constrained randomization, and Chaudhary and Moulton
(2006) wrote a SAS command and tutorial. Carter and Hood (2008) implemented a
covariate-constrained randomization tool in R.

Our aim is to make covariate-constrained randomization more accessible to non-
statisticians by providing Stata code and demonstrating its use in a simple example. In
this article, we give a brief overview of the covariate-constrained randomization proce-
dure, including notation, key definitions, and concepts. Then, we describe the ccrand

command and its implementation in Stata. Finally, we illustrate the command using an
example dataset. We provide the code for the example in the supporting information
(available from the journal’s web page).

Stratified randomization can be useful when there is substantial variability in the
outcome of interest between clusters. This means that strata are formed and clusters are
randomized separately in each relatively homogeneous stratum. While stratification can
also help balance on a limited number of covariates, it is recommended mainly for im-
proving precision of estimation by reducing intracluster correlation (Hayes and Moulton
2009). Our procedure allows users to combine restricted randomization with stratifica-
tion to both ensure balance and improve efficiency.

2 The covariate-constrained randomization procedure

2.1 The basic idea

The purpose of covariate-constrained randomization is to achieve balance between arms
on one or more important baseline covariates that are thought to be predictive of the
outcome of the trial, often including the baseline values of the primary endpoint itself
(Moulton 2004). This requires that covariate data be available for all clusters prior to
allocation. The main method for covariate-constrained randomization implies that all
possible allocations of dividing the clusters into two arms are simulated, and differences
in covariates between arms are calculated for each and checked against prespecified
balance criteria. For example, for the continuous covariate education, one could specify
the difference in group means between arms to be no greater than one year’s difference
in mean school attendance. The final set of allocations is then limited to those that meet
the prespecified balance criteria, and the actual allocation is chosen randomly from this
acceptable set.

2.2 Validity

If the constraints are too strict, it may be that two clusters are always or never in the
same arm in all the acceptable allocations because the balance criteria can be fulfilled
only this way. This challenges the validity of the design because then it would not hold
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true that “every pair of clusters has the same probability of being allocated to the same
treatment”, which “violates the assumption of independence between clusters in each
arm” and could potentially change the type I error (Hayes and Moulton 2009). These
situations can be identified by counting the number of times any given pair of clusters
has the same treatment allocation. Examining under- or overrepresented pairs can then
reveal the balance constraints responsible, which need to be relaxed (Moulton 2004).
However, relaxing the balancing constraints implies a reduction of covariate balance
between study arms.

3 The ccrand command

Our approach is similar to the steps described by Chaudhary and Moulton (2006) for
the SAS command.

1. Separately for each stratum, we first generate all possible allocations dividing the
clusters into two arms.

2. For each allocation (in each stratum), we calculate the means of relevant covariates
in both arms and retain only the allocations meeting the balance criteria. If too
few allocations are retained in some strata, the criteria need to be relaxed. If too
many allocations are retained (which may make the subsequent computation too
heavy), the criteria should be tightened.

3. By combining the acceptable stratum-level allocations, we generate all possible
overall allocations.

4. For each overall allocation, we calculate the means of relevant covariates in both
arms and again retain only the allocations that meet the overall balance criteria.

5. Finally, we perform a validity check by calculating how often each pair of clusters
is allocated to the same arm. If n is the number of acceptable allocations, it
should occur in approximately n/2 of these. The exact value is m! × (nk ), where
m is the number of clusters in a pair of clusters (2), n is the number of clusters
per stratum, and k is the number of strata.

6. We select the final allocation at random from all acceptable overall allocations.

3.1 Syntax

The syntax of ccrand is as follows:

ccrand mainvarlist, ibc("string") obc("string")
[
seed(#) cluster(varname)

stratum(varname) validitycheck(string) selectfinal(string)
]

where mainvarlist contains all the covariates to be balanced. Arguments in squared
brackets are optional and have default values assigned as described below.
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3.2 Options

ibc("string") (initial balancing criteria) specifies a string of numeric values that is
equal to the number of covariates separated by a blank (" ") and that represents
the maximum allowable differences between arms for each covariate for allocations
within strata. All covariates must satisfy the criteria individually for an allowable
allocation. Values must be positive. ibc() is required.

obc("string") (overall balancing criteria) specifies a string of numeric values that is
equal to the number of covariates separated by a blank (" ") and that represents
the maximum allowable differences between arms for each covariate for overall alloca-
tions. All covariates must satisfy the balancing criteria individually for an allowable
allocation. Values must be positive. obc() is required.

seed(#) sets the reproducible random-number seed to # for selecting one final over-
all allocation from all acceptable overall allocations. The seed needs to be set to
reproduce the results.

cluster(varname) specifies the name of the covariate containing cluster IDs. The
default is cluster(cluster).

stratum(varname) specifies the name of the covariate containing stratum IDs. The
default is stratum(stratum).

validitycheck(string) specifies whether the validity check should be performed and
details displayed after randomization (no; default is validitycheck(yes)).

selectfinal(string) specifies whether one final overall allocation should be selected at
random from all acceptable overall allocations (no; default is selectfinal(yes)).

3.3 The data structure

ccrand requires an input Stata dataset that contains the stratum and cluster IDs. It
also requires the cluster-level covariates to be balanced on.

4 Illustration using a data example

4.1 Example: A cluster-randomized trial of a complex intervention
to reduce child undernutrition

The aim of the Food and Agricultural Approaches to Reducing Malnutrition (FAARM)
cluster-randomized controlled trial
(http://www.clinicaltrials.gov/ct2/show/NCT02505711/) is to evaluate the impact of
an integrated home gardening, nutrition, and hygiene intervention on chronic under-
nutrition in young children in a low-income setting. The intervention is delivered to
women’s groups. The trial includes 2,700 young women and their children from 96 set-
tlements within 2 subdistricts of Habiganj District in Bangladesh. Following a baseline
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survey in 2015, settlements were allocated to either intervention or control arms in a 1:1
ratio using covariate-constrained randomization. Women in the intervention arm will
receive training and support over three years. The primary endpoint is linear growth
(length for age) in children under three years old, which will be collected in 2019.

The dataset

The example dataset is a subset of the FAARM baseline survey containing 24 clusters in
3 strata and 5 covariates to balance on. A partial output of the data is shown in table 1
for illustration. Each of the three strata contains eight clusters, of which four clusters
are to be allocated to the intervention arm. The five cluster-level baseline covariates
(some converted into z scores) are the number of included women in the cluster (women),
women’s height (z wht), child length for age at baseline (z lfa), child age in months at
baseline (z age), and child diarrhea prevalence at baseline (diarrhea).

Table 1. Listing of the first five lines of the input Stata dataset sorted by cluster

obs cluster s women z wht z lfa z age diarrhea

1 1 3 37 −0.24 0.70 −0.22 0.10
2 2 1 14 −0.32 −0.05 −0.06 0.10
3 3 1 17 0.21 1.86 −0.26 0.11
4 4 3 51 −0.07 −0.61 0.52 0.07
5 5 2 29 −0.54 −1.17 0.01 0.16

As in the example, covariates of interest may be standardized before applying the
ccrand command by calculating the respective z scores. The z score measures how
many standard deviations above the mean (positive values) or below the mean (negative
values) a data point is. z scores can be calculated using the formula Z = (X − μ)/σ,
where X is the covariate of interest, μ is the mean, and σ is the standard deviation.
Constraints can then be set in terms of standard deviations instead of the original
covariate units.

The command

ccrand women diarrhea z_wht z_lfa z_age, ibc("4 0.2 0.5 0.5 0.5") ///
obc("3 0.1 0.5 0.5 0.5") seed(89574) cluster(cluster) stratum(stratum)

The output

After processing the input dataset, the program generates all possible arm 1 and arm 2
allocations separately along with the relevant covariate data. In our example, we want to
choose 4 clusters from 8 in each stratum; thus the number of combinations per stratum
is 8 choose 4 = ( 84 ) = 70. The total number of arm 1 allocations calculated by the

program for all 3 strata is the sum of the combinations in the strata ( 84 ) + ( 84 ) + ( 84 ) =
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70+70+70 = 210, which yields 210×4 = 840 data rows. The number of combinations is
multiplied by 4 because there are 4 clusters stored in a separate row in each combination.
For each stratum, we compute covariate means for each allocation in each arm separately
and merge the results to compute the differences in means between the two arms. These
differences are compared with the values of the within-stratum initial balancing criteria
(ibc()). We then select the allocations that satisfy these initial criteria. In this example,
62 allocations out of a total of 210 qualify: 18 in stratum 1, 22 in stratum 2, and
22 in stratum 3. Based on these acceptable allocations in each stratum, all possible
overall allocations are generated by selecting one allocation from each stratum. In our
example, this results in a total of (18× 22× 22)× 3 = 8712× 3 = 26136 possible overall
allocations. Again, we calculate covariate means in both arms and check the difference in
means against the overall balancing criteria (obc()). In the example, 8,328 allocations
fulfilled these criteria. A listing of these allocations with the respective stratum IDs and
within-stratum allocation IDs, called rno, is saved in a dataset. Finally, we compute
the number of times a cluster appears with another cluster in the same arm as a check
for the validity of allocations. In the end, one allocation—to be used to implement
the randomization for the trial—is selected at random from those allocations qualifying
overall balancing criteria and displayed by the program. With the seed chosen in the
example, this results in allocation 498 with the “keep it simple, stupid” (KISS) random-
number generator (default until Stata 13) and allocation 283 with the Mersenne Twister
generator (new default introduced in Stata 14).

Recommendations

A prerequisite of the covariate-constrained randomization method is that recruitment
of clusters and collection of covariates for balancing must be completed prior to the
cluster allocation.

Implementing the randomization procedure supports a large number of strata with
a moderate number of clusters within strata. The initial balancing criteria should not
result in more than 25 allowable allocations per stratum, because all possible combina-
tions of clusters per strata are generated in the next step, which increases exponentially
and is computationally very intense. There are no restrictions on the maximum number
of covariates to balance on.

The program can also handle uneven numbers of clusters per stratum and will assign
the higher number of clusters to the first study arm, that is, for a stratum size of 7, 4
clusters will be assigned to the first study arm and 3 clusters will be assigned to the
second study arm.

5 Conclusions

Covariate-constrained randomization is a valuable tool for cluster-randomized trials.
However, the method was used in only 2% of 300 trials published from 2000 to 2008
(Ivers et al. 2011). This is partly because of its apparent complexity and the lack of
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software routines until the recent programs in SAS and R were available (Chaudhary
and Moulton 2006; Carter and Hood 2008). Because our program is inspired by the
SAS macro written by Chaudhary and Moulton, it covers the same functionality. Ad-
ditionally, the number of covariates is not limited in the Stata implementation and the
performance (run time) is better. The implementation in R does not provide the va-
lidity check but can be extended with knowledge of programming in R. We hope that
this routine will make the procedure more accessible to a wider audience of applied
researchers.
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