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Abstract—The substantial power consumption attributed to the
active components within fully-connected reconfigurable intelli-
gent surface (RIS) architecture significantly hinders the efficiency
and sustainability of DT-enabled MEC networks. To tackle this
challenge, we present an innovative sub-connected architecture
for active RIS within the digital twin (DT) integrated mobile
edge computing (MEC) framework of an Internet-of-Things
(IoT) networks, capitalizing on edge intelligence to enhance
ultra-reliable and low-latency communication (URLLC) services.
The primary aim of our research is to improve uplink data
transmission from IoT URLLC user nodes (UNs) to a base
station (BS) with the aid of an active RIS, even under an
imperfect channel state information (CSI). We have formulated
the total end-to-end (e2e) latency minimization problem, which
is solved by using an efficient alternating optimization (AO)
algorithm. The algorithm breaks down the proposed non-convex
problem into five subproblems, namely, beamforming design,
caching and offloading policy optimization, joint communication
and computation optimization, and joint active RIS phase shift
and amplification factor vector optimization. We conducted a
thorough analysis of the convergence properties of the proposed
AO algorithm, benchmarking its performance against the estab-
lished Heuristic algorithm. Our simulation results consistently
demonstrate the superiority of our proposed DT-assisted optimal
phase sub-connected active RIS scheme over various benchmark
schemes, taking into account various factors such as the number
of RIS elements, power budget constraints, imperfect CSI , edge
computing server (ECS) cache capacity, number of IoT UNs, and
the number of power amplifiers.

Index Terms—Active reconfigurable intelligent surface, fully-
connected architecture, sub-connected architecture, ultra-reliable
and low latency communication, digital twin, alternating opti-
mization, mobile edge computing.

I. INTRODUCTION

INTERNET-OF-THINGS (IoT) connectivity is vital for
time-critical communication, ensuring data delivery within

specified latency bounds. In the realm of advanced wireless
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communication services, particularly ultra-reliable and low-
latency communication (URLLC), the demand for massive
IoT user nodes (UNs) connectivity and latency-sensitive ap-
plications poses significant challenges [1]. The remarkable
technology of mobile edge computing (MEC) empowers
URLLC-based industrial IoT applications to achieve excep-
tional services and experiences [2]. Achieving efficient task
offloading in edge computing environments is challenged
by many factors, such as joint computations, heterogeneous
architecture, and task integration. To address these challenges
and enhance task offloading effectiveness, the integration of
digital twin (DT) and Metaverse technologies has emerged as
a promising approach [3], [4]. DT represents a virtual replica
of a physical object, system, or process, enabling simulation,
analysis, and optimization. Metaverse, on the other hand,
is a virtual environment that allows physical objects (e.g.,
IoT UNs) to interact with a virtual or digital environment
[5]. The integration of DT and MEC offers seamless end-
to-end (e2e) Metaverse services using real-time optimization
theory [6], [7]. It should be noted that most existing works
assume a direct link to the MEC, which is quite impractical
in many scenarios due to obstacles obstructing a direct link.
To solve this problem, alternative transmission paths can be
provided by the reconfigurable intelligent surface (RIS) [8].
While the passive RIS relies solely on phase-shift control for
signal reflection, the active RIS introduces a game-changing
twist by integrating individual power amplifiers within each
RIS element, thus enabling active signal amplification [9].
Consequently, harnessing the strengths of active RIS, equipped
with integrated reflection-type amplifiers to enhance received
signals, holds the potential to substantially boost the data
rate for task offloading to the MEC [10], [11]. However, the
presence of dedicated power amplifiers for each programmable
element in active RIS can pose a substantial challenge in terms
of high power consumption [12], [13]. Hence, a sub-connected
architecture is explored to address this issue. In a sub-
connected setup, power amplifiers are shared among groups of
RIS elements, improving energy efficiency while optimizing
signal paths and reducing interference, thus enhancing signal
quality [8], [14], [15]. This results in faster data transmission
and reduced latency, enabling signals to travel more efficiently
through optimized pathways. The synergy between the Meta-
verse, DT networks, and sub-connected active RIS is paving
the way for communication technology advancements that
offer reliable communication while ensuring minimal delays
for vital IoT applications, such as industrial IoT automation
and IoT-enabled autonomous vehicles.
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A. Related works

Previous studies [16], [17] primarily focused on resource
allocation for secure URLLC, with an emphasis on com-
munication aspects at the expense of computation. However,
given the demand for mission-critical application devices to
execute computation-intensive tasks within tight time con-
straints, MEC has become a compelling solution for enabling
rapid and efficient computation in URLLC systems [10], [18],
[19]. Simultaneously, DT technology offers viable features
that enable organizations to adhere to the strict needs of high
reliability and low latency, ensuring uninterrupted and depend-
able operations [1], [10]. In the context of IoT networks,
where seamless and reliable connectivity is paramount, the
integration of DT with URLLC becomes especially important,
as it facilitates the optimization of configurations to meet
URLLC requirements [4], [10], [19].

In the ever-expanding realm of IoT networks within bustling
urban environments, the quest for enhanced connectivity has
given rise to a wave of innovative research on RIS [12],
[20], [21], [21]–[23]. In particular, recent research works
show the efficacy of active RIS over passive RIS [12], [13].
However, prior research has primarily concentrated on active
RIS systems employing a dedicated power amplifier for each
individual RIS element, a setup commonly referred to as
the fully-connected architecture [12], [13]. This setup can
pose a significant power consumption challenge, especially
with a large number of RIS elements, which is addressed
through the use of a sub-connected architecture [14], [15],
[24]–[26]. Prior research predominantly centered on various
aspects of beamforming, including joint beamforming design
for passive RIS [24], active RIS [15], hybrid RIS [24], [25], as
well as channel estimation [26], all within the context of the
infinite blocklength regime. Motivated by the true potential
of RIS technology, unquestionably, there is a significant re-
search scope in RIS-assisted URLLC services to enhance the
seamless experiences of delay-sensitive UN [22], [27]–[29].
However, only a limited number of studies have specifically
explored the application of RIS in URLLC scenarios [30]–
[32]. The authors in [30] proposed a joint optimization of
phase shifts and beamforming variables of an active RIS
to allocate URLLC traffic, aiming to maximize the URLLC
sum rate in a multiple-input single-output system, where a
group of base station (BS) collaborates to serve URLLC
traffic. In [10], [33], the authors proposed an RIS-assisted DT-
enabled URLLC service to enhance reliability and reduce the
transmission delay while offloading the task to the BS from
the UN. Table I offers an extensive investigation of the existing
works and highlights the contributions of our proposed work.

B. Motivations and Contributions of the Work

The motivation behind this research is multi-faceted. Firstly,
in addressing the challenges posed by the power consumption
in the fully-connected RIS architecture [12] within RIS-aided
IoT networks, there is a need to incorporate a sub-connected
active RIS architecture [14]. Secondly, there is a crucial re-
quirement to advance the technological frontier by harnessing
the potential of the edge intelligence to unlock new capabilities

in URLLC services in MEC-enabled DT networks [1], [4],
[34]. Addressing these requirements is essential to empower
industries and applications that depend on real-time, mission-
critical communication and foster the growth of IoT-enabled
innovations. Our study stands at the crossroads in this pursuit,
poised to unravel the trade-offs and advantages between fully-
connected and sub-connected RIS architectures in DT-based
MEC communication frameworks, paving the way for future
research and advancements in this emerging field. The key
contributions of our proposed work can be summed up as
follows:

• We investigate a DT-based MEC system assisted by a
fully-connected and sub-connected active RIS architec-
ture to facilitate task offloading and enhance IoT-URLLC
services. The main aim of our work is to minimize the
total e2e latency in the proposed system while consid-
ering various constraints, such as beamforming, edge
caching, transmit power, task-offloading policies, energy
consumption, processing rates of the IoT UN, edge
computing server (ECS), active-RIS phase shift matrices,
amplification factor vector, and allocated bandwidth for
each IoT UN.

• We develop an efficient algorithm to address the problem
by breaking it down into five subproblems: beamform-
ing design, joint communication and computation opti-
mization, offloading policy optimization, caching policy
optimization, and joint active RIS phase shift and ampli-
fication factor vector optimization.

• In our study, we conduct simulations to compare latency
convergence in fully-connected versus sub-connected
configurations using the AO algorithm, benchmarked
against a Heuristic algorithm. These comparisons were
based on multiple parameters, including the number of
RIS elements, power budget constraints, imperfect CSI,
ECS cache capacity, the number of IoT UNs, and the
number of power amplifiers. The findings consistently in-
dicate a preference for the sub-connected active RIS con-
figuration. This configuration demonstrates the superior
performance in latency reduction, attributed to optimized
signal paths, minimized interference, and improved signal
quality, thereby facilitating faster data transmission.

The remainder of the paper is organized as follows: Section
II describes the proposed system model. Section III presents
the proposed solutions for fully-connected active RIS, while
Section IV presents the solutions for the sub-connected active
RIS. An extensive numerical analysis is used to demonstrate
the efficacy of the considered network is discussed in Section
V. Finally, in Section VI, our proposed work is concluded.
Notations: For the reader’s convenience and clarity of under-
standing, all essential symbols, along with their definition, are
comprehensively outlined in Table II.

II. SYSTEM MODEL

As depicted in Fig. 1 and Fig. 2, we examine the
fully-connected and sub-connected active RIS-assisted MEC-
enabled DT networks, respectively. We consider the randomly
distributed K IoT UN within a specific urban setting, denoted
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TABLE I: A Comparative overview of our work and the state-of-the-art

Paper RIS RIS architecture MEC URLLC Algorithm DT Performance metric
[1] ✗ ✗ ✓ ✓ AO ✓ Worst-case latency minimization of e2e

DT latency
[2] ✗ ✗ ✓ ✗ AO ✗ Aggregative game-based task partition-

ing and offloading scheme
[4] ✗ ✗ ✓ ✓ AO ✓ Total e2e latency minimization
[8] Passive FC ✗ ✓ AO ✗ Average decoding error probability and

data rate
[10] Passive FC ✓ ✓ DRL ✓ Latency minimization
[12] Active,

Passive
FC ✗ ✗ AO ✗ Sum-rate maximization

[13] Active,
Passive

FC ✗ ✗ AO ✗ Rate maximization

[14] Active SC ✗ ✗ AO ✗ Energy efficiency maximization
[15] Active SC ✗ ✓ AO ✗ Sum-rate maximization and power min-

imization
[16] ✗ ✗ ✗ ✓ AO ✗ Latency minimization
[17] ✗ ✗ ✗ ✓ SCA ✗ Minimization of the total transmit

power
[19] ✗ ✗ ✓ ✗ AO ✓ Latency minimization
[20] Passive FC ✗ ✗ AO ✓ Rate maximization
[22] Passive FC ✗ ✗ Dinkelbach’s

Method
✗ Energy efficiency maximization

[33] Passive FC ✗ ✓ SGD, MO-
SAC

✗ Transmission latency and the total ser-
vice cost minimization

[34] ✗ ✗ ✓ ✓ DDQN ✓ Energy consumption minimization
[35] ✗ ✗ ✓ ✓ DDN ✓ Energy consumption minimization
[36] ✗ ✗ ✓ ✗ PPO ✓ Energy consumption minimization

Our work Active FC and SC ✓ ✓ AO ✓ Total e2e latency minimization

by K = {1,2,...,K}. For the purpose of task offloading, single-
antenna IoT UNs establish communication with a M -antenna
BS, operating within the constraints of finite block-length
transmission. We assume the scenario where the direct path is
obstructed in the urban environment due to the dense network
coverage. Hence, we employ an active RIS1 comprising N
reflecting elements, represented by the set N = {1, 2, ..., N}.
Every reflecting element of the active RIS introduces an
additional reflection, characterized by a reflection coefficient
ϕn ≜ αne

jϱn , where ϱn represents the phase shift. The
amplitude of the nth RIS element, denoted as αn, is subject to
the constraint of a maximum amplification gain2, denoted as
αmax, such that αn ≤ αmax. The active RIS phase shift matrix
is represented as Φ ≜ diag {ϕ}, with ϕ ≜ {ϕ1, . . . , ϕN}T ∈
CN×N .

The channel gain between the IoT UN and the active RIS is
denoted by hr,k ∈ CN×1 and the channel gain between active
RIS and BS is represented by Hb,r ∈ CM×N that are defined
as follows [37]

hr,k=
d

−γr,k
2

r,k√
Zr,k + 1

(√
Zr,kq

LoS
r,k + T 1/2

r,Rqr,k

)
, (1)

1The manuscript underscores the effectiveness of active RIS systems in
diverse scenarios, from urban to remote areas, highlighting their superiority
in signal management and energy efficiency compared to traditional relays
and IAB nodes, and emphasizes their pivotal role in enhancing smart cities,
IoT networks, and challenging communication environments.

2The amplification gain αn is capped at a predefined constant to maintain
it within a specified range, thus averting scenarios of excessive amplification
that could lead to system instability and adversely affect overall performance.

Fig. 1: URLLC fully-connected active RIS-DT system.

Hr,b=
d

−γb,r
2

b,r√
Zr,k + 1

(√
Zb,rQLoS+T 1/2

b,RQT r,T

)
, (2)

where γr,k and γb,r are the pathloss exponents. Here, qLoSr,k

and QLoS denotes the LoS components from kth IoT UN to
the active RIS and from the active RIS to the BS, respectively.
Here, dr,k and db,r are the distance between the IoT UN-
RIS and RIS-BS, respectively. The Rician factors are denoted
by Zr,k and Zb,r and the small-scale fading parameters are
denoted by Q and qr,k which follow the standard complex
Gaussian distribution. Note that T r,R, T r,T , and T b,R are
the receive correlation matrix at the active RIS, the transmit
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TABLE II: Table of Notations

Index Meaning

k ∈ {1, 2, ...,K} (index of k-th UN)

n ∈ {1, 2, ..., N} (index of n-th RIS element)

l ∈ {1, 2, ..., L} (index of l-th required power amplifiers)

Notation Meaning

hr,k ≜ channel gain between active RIS and the IoT UN

Hb,r ≜ channel gain between active RIS and BS

db,r , dr,k ≜ distance between of the RIS-BS, IoT UN-RIS

γr,k , γb,r ≜ exponents of pathloss

qLoS
r,k , QLoS ≜ the LoS components from kth IoT UN to the active RIS, from the active RIS to the BS

Zr,k , Zb,r ≜ the Rician factors

Q, qr,k ≜ small-scale fading parameters

CN (m,σ2) ≜ Complex Gaussian distribution with mean m and variance σ2

a ≜ denotes the amplification factor vector

Γ ≜ the indicator matrix showing how the phase-shifting circuits and power amplifiers are connected

L ≜ the number of required power amplifiers

γF
k ≜ SNR of the kth IoT UN for fully-connected

γS
k ≜ SNR of the kth IoT UN for sub-connected

RF
k ≜ rate of the kth IoT UN for fully-connected

RS
k ≜ rate of the kth IoT UN for sub-connected

δ ≜ the transmission time interval

T ≜ the cumulative latency

E ≜ energy consumption

ξ ≜ the energy conversion efficiency

PBS , PU ≜ the dissipated power at BS and each IoT UN

PPS , PPA ≜ the active RIS hardware static power

σ2
0 ≜ variance of AWGN at active RIS

σ2
b ≜ variance of AWGN at BS

| · | ≜ absolute value

|| · || ≜ the norm of a value

Q(·) ≜ complementary cumulative distribution function (CCDF)

Q−1(·) ≜ the inverse of CCDF

diag(·) ≜ diagonal element of a matrix

Tr(·) ≜ the trace of a square matrix in linear algebra

Fig. 2: URLLC sub-connected active RIS-DT system.

correlation matrix at the active RIS, and the receive correlation
matrix at the BS, respectively.

By considering an imperfect channel state information (CSI)
scenario, the actual channel can be represented in terms of its
estimate as hk = ĥk + hek, where hk = Hr,bΦhr,k denotes
the effective channel link from the BS to the IoT UN, ĥk
is its estimated channel gain, hek is the channel estimation
error (CEE) vector with each of its entries as independent
and identically distributed, following CN

(
0, σ2

ek

)
. The signal

received at the BS under perfect CSI is given as follows:

yb = wH
k (hkxk +Hr,bΦz0 + nb),∀k ∈ K, (3)

where wk and xk are active receive beamformer at the BS
and the data symbol sent by the kth IoT UN, respectively.
Here, nb and z0 represent the additive white Gaussian noise
(AWGN) added at the BS and the dynamic noise at the active
RIS, which are given as CN

(
0, σ2

b IM
)

and CN
(
0, σ2

0IN
)
,

respectively. By substituting the hk in terms of its estimated
value in (3), we get the received signal under imperfect CSI
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as

yb = wH
k ((ĥk + hek)xk +Hr,bΦz0 + nb),∀k ∈ K. (4)

The following provides the signal-to-noise ratio (SNR) of the
kth IoT UN:

γk =
|wH

k ĥk|2pk
||wH

k Hr,bΦ||2σ2
0 + ||wH

k ||2BbkN0
, (5)

where B is the total bandwidth of the system and pk is the
transmit power of the kth IoT UN, where γk ∈ {γFk , γSk }.
Here, N0 represents the effective noise, which combines the
noise added at the BS and CEE, i.e., given by N0 = σ2

b +σ
2
ek.

A. DT-assisted active RIS communication model

As there is no direct path available due to the obstacles in
the path between the IoT UN and the BS, all the IoT UN
transmit their signal to the BS with the aid of active RIS. The
uplink rate expression for the kth IoT UN is given as [38]

Rk =
B

ln 2

[
bk ln (1 + γk)−

√
bkVk
δB

Q−1(εk)

]
, (6)

where bk is the allocated bandwidth coefficient of the kth IoT
UN, δ is the transmission time interval, and Q−1 (.) is the

inverse function and Q(εk) =
1√
2π

∫∞
εk

exp

(
−t2

2

)
dt, where εk

is decoding error probability. Here, the channel dispersion is
given by Vk = 1− [1 + γk]

−2. The uplink transmission latency
is given as T co

k = Dk

Rk
,∀RK ∈ {RFk , RSk }, where Dk is data

size (bits).

B. DT-assisted active RIS computation model

The kth IoT UN locally executes the βk proportion of the
tasks and offloads the (1−βk) proportion of tasks to the ECS
when there is an association between the IoT UN and the ECS.
A tuple Jk = (Dk, Ck, T

max
k ) represents the task at the kth

IoT UN, where Tmaxk and Ck are the maximum task latency
and the required cycles for computation, respectively.

We model the DT service for local processing as Tunk =
(funk , f̂unk ), where funk denotes the estimated processing rate
and f̂unk represents the error in the processing rate estimation
of the kth IoT UN node.

The processing rate of node P is expressed as

TPk = T̃Pk + TPek = ζkCk/f
P
ek, (7)

where P ∈ {un, ecs}, ζk = βk for P = un and ζk = 1− βk
for P = ecs. Here, T̃Pk = ζkCk/f

P
k is estimated processing

latency, TPek =
ζkCkf̂

P
k

[fP
k (fP

ek)]
is the latency error, and fPek = fPk −

f̂Pk is the processing rate error.

C. Energy and Latency computation

The expressions for energy consumption of the kth IoT UN
are given as follows:

Ecpk = βkθCk

(
funk − f̂unk

)2
/2, (8)

Ecmk = (1− βk) pkDk/R
F
k , (9)

Etotk = (1− µk) [E
cp
k + Ecmk ] , (10)

where Ecpk , Ecmk , Etotk and θ are the energy for computation,
the energy for communication, the total energy consumption
and its power parameter, respectively. Here, µ ≜ {µk} |µk ∈
{0, 1} ,∀k, represents the IoT UN affiliation with the ECS.
When µk = 1, there exists a connection between IoT UN and
ECS and thereby, the task Jk is cached at the ECS, which is
offloaded from the IoT UN, and when µk = 0, there exists no
connection between IoT UN and ECS [19].

The cumulative latency considering MEC is given as fol-
lows:

T totk =
µkCk
fecsek

+ (1− µk)× [Tunk + T co
k + T ecsk ] . (11)

D. Problem formulation for Fully-connected active RIS

Our aim in this subsection is to solve the total latency
minimization problem by dealing with the optimization of the
active RIS phase shift matrix, allocated bandwidth, offloading
proportions, MEC policies, transmit power, estimated process-
ing rates at IoT UN and ECS, the energy consumption of IoT
UN and MEC capacity at ECS. Thus, the optimization problem
for the proposed network in fully-connected architecture can
be formulated as follows:

min
wk,βk,µk,bk
pk,Φ,f

un
k ,f ecs

k

K∑
k=1

T tot
k (βk, µk, pk, bk,Φ, f

un
k , f ecsk ) , (12a)

s.t. T tot
k (βk, µk, pk, bk,Φ, f

un
k , f ecsk ) ≤ Tmax

k ,∀k,
(12b)

∥hr,kΦ∥2 pk + σ2
0 ∥Φ∥2F ≤ PB/K,∀k, (12c)

K∑
k=1

[µkf
ecs
k + (1− µk) (1− βk) f

ecs
k ] ≤ F ecs

max,

(12d)
Etot
k (µk, βk, f

un
k , pk, bk,Φ) ≤ Emax

k ,∀k, (12e)

RFk (pk, bk,Φ) ≥ Rmin,∀k, (12f)
K∑
k=1

bk ≤ 1,∀k, (12g)

K∑
k=1

µkDk ≤ Secs
max, (12h)

αn ≤ αmax,∀n, (12i)
p ∈ P,β ∈ B, f ∈ F , (12j)
∥wk∥ = 1,∀k, (12k)

where P ≜ {pk,∀k | 0 ≤ pk ≤ Pmaxk ,∀k} ,
B ≜ {βk,∀k | 0 ≤ βk ≤ 1,∀k}, F ≜
{f = {f un

k , f
ecs
k } ,∀k|0 ≤ f un

k ≤ F un
max,∀k; 0 ≤ f ecs

k ≤ F ecs
max∀k}

The constraints are associated with the uplink power, the
offloading decisions, and the processing rates. Constraint
(12b) indicates the upper limit of the latency. Constraints
on active RIS, maximum computing, and energy of the
IoT UN are given by (12c), (12d), and (12e), respectively.
Constraints (12f),(12g), (12h), and (12i) define the minimum
transmission rate, bandwidth allocation of IoT UN, the
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caching capacity of the ECS, and the maximum amplitude
coefficient, respectively. Note that the

∑
k E

max
k = Emax

ECS,
where Emax

ECS is the maximum energy consumption at the ECS.

E. Problem formulation for Sub-connected active RIS
In an effort to address the substantial power consumption

of fully-connected active RIS, we introduce the sub-connected
architecture as a proposed solution [14]. The number of power
amplifiers required are denoted as L = N

T , where each power
amplifier serves T RIS elements in the sub-connected active
RIS architecture. The precoding matrix at the sub-connected
active RIS can be described as Ψ = diag(ψ) = diag(ΦΓa)
with Ψ ∈ CN×N , where Γ ∈ CN×L and a ∈ RL×1 denote
the connection indicator matrix for power amplifiers and phase
shift circuits, and the amplification factor vector, respectively.

The power consumed by all system components can be
written as

Ptot =

K∑
k=1

pk + ξ

( K∑
k=1

∥∥wH
k Hr,bΨ

∥∥2 + ∥Ψ∥2 σ2
0

)
+KPU + PBS +NPPS + LPPA, (13)

where PPS and PPA constitute the hardware static power of
active RIS and relate to the phase shift circuit and power
amplifier, respectively. PU is the power loss at each IoT UN, ξ
is the energy conversion efficiency, and PBS denotes the power
loss at the BS.

The latency minimization problem for the proposed network
in sub-connected architecture can be formulated as follows

min
wk,βk,a,µk,bk
pk,Φ,f

un
k ,f ecs

k

K∑
k=1

T tot
k (βk, µk, pk, bk,Φ, f

un
k , f ecsk ) , (14a)

s.t. ξ

( K∑
k=1

∥∥wH
k Hr,bΨ

∥∥2 + ∥Ψ∥2 σ2
0

)
+NPPS + LPPA ≤ PmaxRIS , (14b)
|ϕn| = 1,∀n ∈ [N ] , (14c)
al ≥ 0,∀l ∈ [L] , (14d)
(12b), (12d), (12e), (12f), (12g), (12h),
(12j), (12k). (14e)

where (14b) denotes the constraint of the maximum total
power consumed at the active RIS (PmaxRIS ). The feasibile sets
of the phase-shift matrix and the amplification factor vector is
defined by the (14c) and (14d), respectively.

III. PROPOSED SOLUTION FOR FULLY-CONNECTED
ACTIVE RIS

The problem in (12) is inherently complex due to the
tight coupling of continuous and integer variables, resulting
in a challenging non-convex objective function. Therefore, we
introduce an alternative optimization algorithm to resolve the
issue. This method involves sequentially optimizing individual
variables while maintaining the remaining variables constant.
We have segregated the original problem into five sub-
problems: beamforming design, caching policy optimization,
offloading policy optimization, joint computation and commu-
nication optimization, and active RIS phase shift optimization.

A. Beamforming Design

In this subsection, we determine the beamforming design as

min
wk|µ(j),β(j),f (j),b(j),

p(j),Φ(j)

K∑
k=1

T tot
k (µk) , (15a)

s.t. (12b), (12c), (12f), (12k), (15b)

where f ∈ {funk , fecsk }, µ ∈ µk, b ∈ bk, p ∈ pk,∀k and
β ∈ βk. To maximize the SNR of each IoT UN, the linear
minimum mean-squared error (MMSE) receiver3 is widely
recognized as the most efficient receive beamformer [37].
Hence, we adopt the MMSE-based equalizer for IoT UN
which is mathematically expressed as

w∗
k=

(
hkh

H
k pk+Hr,bΦΦHHH

r,bσ
2
0+σ

2
b IM

)−1

hk
√
pk∥∥∥∥(hkhHk pk+Hr,bΦΦHHH

r,bσ
2
0+σ

2
b IM

)−1

hk
√
pk

∥∥∥∥ .
(16)

B. Caching Policy Optimization

In this subsection, we aim at determining the subsequent
iteration point µ(j+1), ∀µ ∈ {µ1, µ2 . . . µk} under all the other
constraints are fixed. Thus, the subproblem is expressed as

min
µk∈{0,1}|,w(j+1)

k ,β(j),f (j),

b(j),p(j),Φ(j)

K∑
k=1

T tot
k (µk) , (17a)

s.t. (12b), (12d), (12e), (12h). (17b)

Since µk is an integer variable, this problem exhibits non-
convex characteristics. To address this, we introduce the vari-
able tsk = Tunk + T cok + T ecsk ,∀k, and arrange the values of
tsk in descending order. Subsequently, we prioritize caching
the tasks with higher tsk until the constraint (12h) is violated
in relation to other constraints, allowing us to figure out the
optimal values of µ at the ith iteration, and this may require
a few constraints checks (< K) to execute optimization of µ
[4], [36].

C. Offloading Policy Optimization

With the objective of identifying the next iteration point
β(j+1), the subproblem can be formulated as follows:

min
βk∈[0,1]|w(j+1)

k ,µ
(j+1)

,

f (j),b(j),p(j),Φ(j)

K∑
k=1

T tot
k (βk) , (18a)

s.t. (12b), (12d), (12e), (12j). (18b)

Since this problem consists of linear constraints, it possesses
convex characteristics and can be effectively solved using
CVX.

3The MMSE-based equalizer for the kth IoT UN incorporates the con-
siderations for the increased interference caused by the active RIS noise
amplification [39], [40].
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D. Joint Communication and Computation Optimization

In this subsection, our objective is to determine the sub-
sequent iteration points f (j+1),b(j+1),p(j+1) by fixing the
values of µ(j+1), β(j+1) and Φ(j). Utilizing the approximation
Vk ≈ 1 under the condition of high received SNR [4], RFk can
be defined as

RFk ≈
B

ln 2

[
bk ln (1 + γk)−

√
bk
ψB

Q−1(εk)

]
≜

B

ln 2
[Gk − Bk] , (19)

where Gk = bk ln(1 + γ) and Bk =
√
bk
Q−1(εk)√

ψB
. After

considering Taylor’s approximation, we reformulate Gk as

G(j)
k = z ln

(
1 +

x̂

ŷ

)
+ x
( ẑ

x̂+ ŷ

)
− y
( x̂ẑ

ŷ(x̂+ ŷ)

)
. (20)

Moreover, by using the inequality
√
z ≤

√
ẑ
2 + z

2
√
ẑ

, we

can approximate B(j)
k as Bk ≤ Q−1(εk)√

ψB
(
√
ẑ
2 + z

2
√
ẑ
) ≜ B(j)

k ,

where z = bk, x = |wH
k ĥk|2pk, y = ||wH

k Hr,bΦ||2σ2
0 +

||wH
k ||2BbkN0, ẑ = b̂k, x̂ = |wH

k ĥk|2p̂k, and ŷ =
||wH

k Hr,bΦ||2σ2
0 + ||wH

k ||2Bb̂kN0. Thus, the rate expression
is given as RFk ≥ R

(j)
k ≜ B

ln 2

[
G(j)
k − B(j)

k

]
. Now, the approx-

imate expression of constraint (12g) is R(j)
k ≥ Rmin,∀k. To

deal with the non-convex constraint (12f), we introduce a new
variable τk ≜ {τk} ,∀k such that 1/RFk ≤ τk,∀k and thus,
we can reformulated the constraint (12e) as

1
/
R

(j)
k ≤ τk, (21)

(1− µ
(j+1)
k )

[
θ

2
β
(j+1)
k Ck(f

un
ek )

2,

+
(
1− β

(j+1)
k

)
pkτk

]
≤ Emaxk ,∀k. (22)

Now that constraint (21) is convex. However, it is noted that
(22) is still non-convex. Hence, we approximate the constraint
using the inequality given in [4] as follows(

1− µ
(j+1)
k

)[θβ(j+1)
k Ck(f

un
ek )

2

2

+

(
1− µ

(j+1)
k

)
2

(
τ
(j)
k

p
(j)
k

p2k +
p
(j)
k

τ
(j)
k

τ2k

) ≤ Emax
k ,∀k. (23)

Then, the non-convex objective function (14a) can be approx-
imately represented as follows

T totk ≤(1− µ
(j+1)
k )

[
β
(j+1)
k Ck
funek

+Dkτk +
(1− µ

(j+1)
k )Ck
fecsek

]

+
µ
(j+1)
k Ck
fecsek

≜ T́ totk . (24a)

Finally, we formulated the joint communication and computa-
tion optimization subproblem as

min
b,p,f |w(j+1)

k ,µ(j+1),β(j+1)

K∑
k=1

T́ totk ,∀k, (25a)

s.t. T́ totk ≤ Tmaxk , (25b)
(12d), (12f), (12g), (12j), (21), (23). (25c)

E. Active RIS phase shift optimization

We optimize the phase shift matrix Φ of active RIS in this
subproblem. Hence, we reformulate the objective function by
removing the terms that are independent on Φ as shown below.

min
Φ|w(j+1)

k ,µ(j+1),β(j+1),

f (j+1),b(j+1),p(j+1)

K∑
k=1

T cok =

K∑
k=1

Dk/R
F
k , (26a)

s.t. (12b), (12c), (12e), (12f), (12i). (26b)

Here, the problem (26a) holds a non-convexity nature because
of the objective function and its respective constraints. To solve
problem (26a) by satisfying RFk ≥ R

(j)
k , we simplify (6) as

RFk ≜ A1 ln (1 + γk)−A2 ≜ A1 ln (1 + λk)−A2, (27)

where A1 = B
ln 2bk and A2 = B

ln 2

√
bkVk

δB Q−1(εk). To
handle the non-convex objective function of problem (26a),
we introduce new auxiliary variables ρk ≜ {ρk} ∀k and λk.
Thus, the problem (26a) is reformulated as follows

min
Φ|w(j+1)

k ,µ(j+1),β(j+1),f (j+1),b(j+1),p(j+1)

K∑
k=1

Dkρk, (28a)

s.t. 1/R
(j)
k ≤ ρk, (28b)

γk ≥ λk,∀k, (28c)
(12c), (12e), (12i). (28d)

Furthermore, the optimal RIS phase shift matrix is obtained
by solving the problem (28a). Firstly, we define Hr,k =
diag

{
| [hr,k]1 |

2, ..., | [hr,k]N |2
}

, Hr,k = diag {Hr,k, 0} to
solve the constraint (12c). Now, the constraint (12c) can be
reformulated as

∑K
k=1 ∥hr,kΦ∥2 pk + σ2

0 ∥Φ∥2F ≤ PB/K =
Tr(HrU), where Hr = pkHr,k+σ

2
0I, I = diag {IN , 0} , U =

uuH , and uH = [ϕ1, ..., ϕN , 1] . To solve constraint (28c),
we define tHk = wH

k Hr,b and get
∣∣wH

k (Hr,bΦhr,k)
∣∣2 =

Tr(JkU), where Jk = jkj
H
k , jk = diag

{
oHk
}
hr,k. Defining

Ok = diag
{
| [ok]1 |2, ..., | [ok]N |2

}
,Ok = diag {Ok, 0}, we

have σ2
0

∥∥wH
k GΦ

∥∥2 + σ2
b ∥wk∥ = σ2

0Tr(OkU) + σ2
b ∥wk∥ .

The optimization of problem (28a) can be transformed as

min
Φ

K∑
k=1

Dkρk, (29a)

s.t. Tr(HrU) ≤ PB/K, (29b)

Tr(J1U) ≥ ... ≥ Tr(JKU), (29c)

(JkU)pk

σ2
0(TKU) + σ2

b ∥wk∥
≥ λk, (29d)[

U
]
n,n

≤ α2
max,∀n, (29e)

U ⪰ 0, (29f)[
U
]
N+1,N+1

= 1, (29g)

rank(U) = 1. (29h)
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The problem (29a) is certainly non-convex due to constraint
(29h). Hence, the problem can be transformed into a typical
convex semi-definite programming problem utilizing the semi-
definite relaxation (SDR) approach. In this way, the constraint
(29h) is relaxed, and then it can be solved by using CVX.
We adopt the eigenvalue decomposition to obtain a rank-one
solution [37]. Suboptimal rank-one solution u∗∗ can be derived
by u∗∗ =

√
YiGi, where Gi is the eigenvector related with

the largest eigenvalue and Yi is the largest eigenvalue of U
∗
.

IV. PROPOSED SOLUTION FOR SUB-CONNECTED ACTIVE
RIS

The procedure followed in the proposed solution for fully-
connected active RIS remains the same for sub-connected
active RIS4, with the key distinction being that the phase shift
optimization in the fully-connected architecture is substituted
with a joint phase shift and amplification factor vector opti-
mization problem in the sub-connected architecture.

A. Joint phase shift and amplification factor vector optimiza-
tion

In this subsection, we optimize the phase shift matrix
and amplification factor vector of sub-connected active RIS
to solve this problem by considering the rate expression as
follows

max
Φ,a

RSk , (30a)

s.t.(14b), (14c), (14d). (30b)

Since the (30) is still nonconvex, we introduce κ ∈ CK×1 and
ν ∈ CK×1, which are referred to as auxiliary variables. Now,
we can reformulate the problem (30) in terms of auxiliary
variables as follows:

max
Φ,a,κ,ν

g(Φ,a,κ,ν), (31a)

s.t. (14b), (14c), (14d), (31b)

where

g(Φ,a,κ,ν)

=

K∑
k=1

[
ln (1 + κk)− κk + 2

√
1 + κk Re

{
ν∗kw

H∗
k ĥk

}
− |νk|2

(∥∥wH∗
k Hr,bΨ

∥∥2 σ2
0 +

∥∥wH∗
k

∥∥2BbkN0

)]
. (32)

Here, we use AO to alternately optimize the variables Θ,a,
κ, and ν, with all the remaining variables constant. By setting
∂g/∂κk and ∂g/∂νk to 0, ∀k ∈ [K], we calculate the optimal
values of the optimization variables of problem (31a) as given
below

κoptk =
ρk
2

(
ρk +

√
ρ2k + 4

)
, (33)

νoptk =

√
1 + κkw

H∗
k ĥk∥∥wH∗

k Hr,bΨ
∥∥2 σ2

0 +
∥∥wH∗

k

∥∥2BbkN0

, (34)

4Note that we have to replace RF
k with RS

k to solve the sub-problems.

where ρk = Re
{
ν∗kw

H∗
k ĥk

}
.

For the optimal RIS precoding, for ease of notation, let us
denote ϖk = wH∗

k Hr,b. Then, wH∗
k ĥk can be rewritten as

wH∗
k ĥk = hHr,k diag (ϖk)ψ. (35)

The following represents the reformulated active RIS pre-
coding optimization problem by substituting (35).

max
Θ,a

Re
{
ψHv

}
−ψHQψ, (36a)

s.t. ψHRψ ≤ P̃max
RIS , (36b)

(14c), (14d), (36c)

where

Q =

K∑
k=1

|νk|2 σ2
z diag (ϖk ⊙ϖ∗

k) , (37)

v =

K∑
k=1

diag (hr,k)

(
2
√

1 + κHk ν
∗
kϖk

)
, (38)

R =

K∑
k=1

diag (ϖk ⊙ϖ∗
k) + σ2

0IN . (39)

Now, the problem (36c) can be effectively solved by alter-
nating direction method of multipliers [14] as it is a quadratic
constraint quadratic programming problem. By considering the
constraints (14c) and (14d), amplification factor vector aopt

and the associated phase-shift matrix Θopt are given by

aopt = Γ† diag
(
exp

(
−j arg

(
ψopt )))ψopt , (40)

Θopt = diag
(
exp

(
j arg

(
ψopt ))) . (41)

The solutions derived from solving the subproblems, namely
(15), (17), (18), and (25), for the fully-connected architecture
remain valid when applied to the sub-connected architecture.
This is because, in the sub-connected architecture, the addi-
tional optimization variable a is treated as a constant while
solving these subproblems.

B. Unified Alternating Optimization (AO) Algorithm

To provide more clarity, the overall procedure to solve the
problems (12) and (14) is provided in Algorithm 1. The pro-
posed algorithm addresses two distinct cases: fully-connected
RIS and sub-connected RIS. The algorithm begins by initializ-
ing key variables and setting convergence parameters. In each
iteration, the algorithm alternates between updating the fully-
connected RIS parameters (phase shifts) upon selection of case
1 and the sub-connected RIS parameters (phase shifts and
amplitude coefficients) upon selection of case 2. For the fully-
connected case, the algorithm optimizes the RIS phase shifts
using an AO approach. Conversely, for the sub-connected RIS,
the algorithm optimizes both the phase shifts and amplitude
coefficients. The optimization process involves solving convex
subproblems for the transmit beamforming vector, RIS phase
shifts, user association, and RIS configuration. The algorithm
iteratively refines these variables until convergence or a maxi-
mum iteration threshold is reached. This algorithm provides a
comprehensive approach to optimizing either fully-connected
or sub-connected RIS configuration.
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Algorithm 1 Unified A0-based Algorithm for Fully-
Connected and Sub-Connected RIS

1: Initialize j = 0 and Jmax = 50;
2: Set initial feasible points w(0), µ(0), β(0), b(0), p(0), f (0), a(0),

and Φ(0);
3: Set the tolerance εk = 10−3;
4: repeat
5: Case 1:Fully-Connected RIS Optimization:
6: Solve (15) for given µ(j), β(j), f (j), b(j), p(j), and Φ(j) to

find w⋆ and then update w(j+1) = w⋆;
7: Solve (17) for given w(j), β(j), f (j), b(j), p(j), and Φ(j) to

find µ⋆ and then update µ(j+1) = µ⋆;
8: Solve (18) using w(j), µ(j), f (j), b(j), p(j), and Φ(j) to find

β⋆ and then update β(j+1) = β⋆;
9: Solve (25) using w(j), µ(j), β(j), and Φ(j) to find

(f⋆,b⋆,p⋆) and then update (f (j+1),b(j+1),p(j+1)) =
(f⋆,b⋆,p⋆);

10: Solve (26) using w(j), µ(j), β(j), b(j), p(j), and f (j) to find
the best solution of Φ⋆ then update Φ(j+1) = Φ⋆;

11: Case 2: Sub-Connected RIS Optimization:
12: Solve (15) for given µ(j), β(j), f (j), b(j), p(j), a(j), and

Φ(j) to find w⋆ and then update w(j+1) = w⋆;
13: Solve (17) for given w(j), β(j), f (j), b(j), p(j), a(j), and

Φ(j) to find the best solution of µ⋆ and then update µ(j+1) =
µ⋆;

14: Solve (18) using w(j), µ(j), f (j), b(j), p(j), a(j), and Φ(j)

to find β⋆ and then update β(j+1) = β⋆;
15: Solve (25) using w(j), µ(j), β(j), and Φ(j) to find

(f⋆,b⋆,p⋆) and then update (f (j+1),b(j+1),p(j+1)) =
(f⋆,b⋆,p⋆);

16: Solve (30) using w(j), µ(j), β(j), b(j), p(j), and f (j) to find
(Φ⋆,a⋆) and then update (Φ(j+1),a(j+1)) = (Φ⋆,a⋆);

17: Increment j value by 1;
18: until Convergence or j > Jmax.

C. Computational Complexity

TABLE III: Computational Complexity

Variable Computational Complexity
FC SC

wk O
(
K2

√
4K

)
O

(
K2

√
4K

)
µk O

(
K2

√
2K + 2

)
O

(
K2

√
2K + 2

)
βk O

(
K2

√
3K + 1

)
O

(
K2

√
3K + 1

)
b, p, f O

(
16K2

√
5K + 2

)
O

(
16K2

√
5K + 2

)
Φ O

(
N2

√
4K +N

)
-

Φ, a - O
(
(L)2

√
N + L+ 1

)
The overall computational complexity for the alternating op-

timization process in the fully-connected scenario is attributed
to the updates of the variables wk, βk, µk, {b, p, f}, and Φ,
as detailed in (15), (17), (18), and (25), respectively. Similarly,
in the sub-connected scenario, the computational complexity
arises from updating the variables wk, βk, µk, {b, p, f} and
{Φ, a}, which are explained in (15), (17), (18), (25) and (30),
respectively. The computational complexity of optimization
subproblem is given by O

(
V 2
n

√
Cn
)
, where Vn and Cn denote

the number of scalar variables and the number of linear or
quadratic constraints.

Table III categorizes and compares the computational
complexities of individual sub problems of the fully-
connected and sub-connected algorithms. The overall
computational complexity of the fully-connected and

sub-connected algorithms can be approximated as
O(K2

√
4K+K2

√
2K + 2+K2

√
3K + 1+16K2

√
5K + 2+

N2
√
4K +N), and O(K2

√
4K + K2

√
2K + 2 +

K2
√
3K + 1 + 16K2

√
5K + 2 + (L)2

√
N + L+ 1),

respectively. In the comparison between fully-connected and
sub-connected RIS architectures, the sub-connected approach
demonstrates a significant reduction in complexity. This
reduction is quantified by a factor of (T 2), highlighting the
sub-connected RIS as a more efficient and manageable option
in terms of computational complexity.

D. Verification of AO Convergence:

The convergence analysis leverages fixed-point iteration,
where each iteration updates a subset of variables, and the
mapping T : The minimization process of f(X ) is guided by
X (j) 7→ X (j+1). If T is a mapping that has the contraction
property, Banach’s fixed-point theorem [41] guarantees that
{X (j)} converges to a unique fixed point X ∗ and f(X ) has
its stationary solution at this point. Besides that, the convexity
of every subproblem also guarantees a monotonic reduction
in the objective function which can be given in terms of
f(X (j+1)) ≤ f(X (j)). By the compactness of the feasible
set and Weierstrass extreme value theorem [42], bound and
limit points, {X (j)} are assured. Furthermore, the fact that
f(X ) is continuously differentiable on its entire domain along
with the boundedness of its subgradient shows that any limit
point X ∗ will be a stationary point, meaning it satisfies first-
order necessary conditions for optimality, ∇f(X ∗) = 0.
This analysis verifies that the AO algorithm converges to a
stationary value under these given conditions, thus eliminating
worries about sensitivity to initial values.

V. NUMERICAL RESULTS AND ANALYSIS

The proposed system model is investigated under rigorous
evaluation through extensive simulations. To ensure the reli-
ability and validity of the simulations, a well-defined set of
parameters from [4], [37] is utilized, as listed in Table IV.

TABLE IV: Simulation parameters

Parameter Value Parameter Value Parameter Value
M,N 2, 4 F ecs

max 30 GHz Rmin 0.3 bit/s

K 15 Tmax
k 10 ms Emax

k 3 mJ

PB -5 dBm B 5 MHz εk 10−8

db,r 150 m dr,k 90 m Pmax
RIS 9 dBW

γr,k, γb,r [2.6, 2.2] Zr,k, Zb,r [4, 4] PU 10 dBm

PBS 6 dBW PPS 10 dBm PPA 10 dBm

Fig. 3 illustrates the convergence of DT-based URLLC
systems using active RIS in both fully-connected and sub-
connected configurations. This is analyzed within the frame-
work of the proposed AO algorithm, benchmarked against the
conventional Heuristic algorithm. From the observations, we
observe that the sub-connected RIS exhibits lower latency
in both perfect and imperfect CSI conditions when com-
pared to fully-connected active RIS. This trend is rationalized
as follows: A fully-connected RIS provides greater control
since each element can be individually tuned. However, this
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Fig. 3: Convergence of the proposed Algorithm 1 for two distinct
cases: fully-connected and sub-connected RIS configurations.

necessitates the use of more sophisticated algorithms for
configuring these elements, potentially leading to increased
processing latency. Conversely, the sub-connected RIS has the
potential to reduce processing latency due to fewer active
elements requiring control, facilitated by the use of shared
power amplifiers for groups of reflection elements. Further-
more, the AO algorithm’s performance in these simulations
exhibits marked superiority in latency reduction compared to
Heuristic approaches. This effectiveness is attributed to the
AO algorithm’s ability to consistently reach optimal or near-
optimal solutions, ensuring a high degree of precision that is
particularly beneficial in complex problem-solving scenarios.
Additionally, the figure highlights the impact of the initial
solution, derived from the SVD-based Heuristic method, on
the AO algorithm’s convergence. By starting with a solution
that approximates the global optimum, the convergence speed
and solution quality of the AO algorithm are significantly
improved. This aspect is particularly critical in addressing
the nonconvex challenges characteristic of DT-based URLLC
systems, underscoring the value of a well-conceived initial
solution in complex optimization landscapes.

Fig. 4 illustrates the total e2e latency versus Emax under
different values of Secs

max. When Secs
max increases from 40 Kb

to 60 Kb for Emax =1 to 5, the total e2e latency decreases.
In this context, an increase in edge caching capacity leads
to a reduction in latency. Notably, there is a substantial gap
between Secs

max = 60 Kb and Secs
max = 40 Kb. This pronounced

difference serves as clear evidence of the efficacy of the task
caching model for time-sensitive metaverse applications in the
DT scenario. To illustrate, consider a metaverse application
that requires real-time interaction and data exchange. The
latency in such an application can be modeled as Tmetaverse =
Tdata transmission + Tprocessing. Our proposed system aims to
minimize Tdata transmission through efficient beamforming and
RIS design, and Tprocessing through optimized MEC offloading
strategies. By achieving a lower Tmetaverse, our system thus

1 2 3 4

9

9.5
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10.5

11

11.5

12

12.5

13

Fig. 4: Maximum energy requirement.

Fig. 5: Impact of task capacity.

provides a conducive environment for deploying responsive
and reliable metaverse-based services. By comparing fully-
connected active RIS and sub-connected active RIS, it is
observed that the sub-connected active RIS exhibits lower
latency. Specifically, the latency of sub-connected active RIS is
reduced by 11% compared to fully-connected active RIS under
the same scenario (Emax = 2 mJ) and (Secs

max = 40 Kb).
The reason for this trend is explained as follows: The sub-
connected active RIS optimizes the RIS phase shift and
amplification vector factor, resulting in a stronger signal that
reduces data propagation time through the network, conse-
quently lowering latency.

Fig. 5 demonstrates the effect of task capacity on the total
e2e latency of sub-connected active RIS as Secs

max increases
from 40 Kb to 60 Kb. An escalation in task capacity implies
more resource-intensive tasks with substantial data transfers,
resulting in higher latency. This phenomenon arises because
these tasks require more time for completion, causing delays
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for IoT UN or systems awaiting a response. Conversely,
reduced task capacity signifies less resource demand and
lower data requirements, resulting in lower latency, facilitating
quicker responses, and enhancing the overall efficiency of the
IoT network.

Fig. 6 provides the comparison of the proposed fully-
connected (FC) and SC (SC) active RIS schemes with optimal
beamforming (ARO) for various values of N against bench-
mark schemes, such as passive RIS with optimal beamforming
(PRO) and active RIS with random beamforming (ARR). The
proposed FC and SC configurations using ARO are compared
with the existing FC methods using PRO, as detailed in [11]
and [34]. The salient findings depicted in the figure can be
summarized as follows: By employing higher values of N
in both active and passive RIS configurations and adopting
a strategy of using fewer active elements for control in the
SC setup, several notable advantages are realized. These in-
clude an enhancement in channel gain diversity and improved

4.2378
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24.3444
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Fig. 8: Effect of K and Secs
max.

beamforming capabilities. Additionally, this approach leads to
a reduction in the computational burden, an improvement in
the SNR, and consequently, a significant decrease in latency.
Additionally, ARO in the SC configuration achieves a latency
reduction of 1.99 times compared to the ARO scheme in the
FC configuration. This advantage is attributed to the active RIS
intelligent phase adjustment and beamforming optimization
capabilities, which effectively mitigate interference. Moreover,
when comparing SC PRO to the FC PRO scheme and SC ARR
to the FC ARR, significant latency reductions of 2.23 times
and 2.38 times, respectively, are achieved. This is because the
active RIS with a SC architecture optimizes the amplification
factor vector along with the RIS phase shift matrix. A higher
amplification factor enhances signal strength, leading to a
reduction in data propagation time through the network, con-
sequently lowering latency. Furthermore, enhanced RIS phase
adjustment optimizes signal direction, improving the quality
of wireless communication links by intelligently changing
the radiation propagation environment and thereby reducing
latency.

Fig. 7 depicts the impact of Pk on total e2e latency in
FC and SC configurations of the proposed network against
benchmark schemes, such as PRO and ARR. The proposed
FC and SC configurations using ARO are compared with the
existing FC methods using PRO, as detailed in [11] and [34].
The observations of Fig. 7 are provided as follows: Increasing
the power improves the signal, reduces susceptibility to inter-
ference, ensures clearer communications, and reduces delays,
resulting in faster data transmission and lower e2e latency. In
the FC scenario, SC ARO achieves 2 times lower latency than
FC ARO, operating within the same power budget. Similarly,
the SC PRO scheme surpasses the FC PRO, and the SC ARR
outperforms the FC ARR by achieving latency reductions of
2.19 times and 2.27 times, respectively. The advantage of SC
RIS lies in having fewer active elements to control, potentially
reducing processing latency.

Fig. 8 reveals the total e2e latency versus K at different
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Fig. 9: Maximum power at RIS.

Secsmax in both fully-connected and sub-connected systems.
When the Secsmax increase from 40 Kb to 60 Kb for K = 5,
K = 10, and K = 15, it results in a decrease in total e2e
latency by 22.24%, 16.39%, and 16.97% for fully-connected
and 28%, 16.7%, and 11.5% for sub-connected. We draw two
observations from the results. First, the decreasing trend in
latency when increasing the Secsmax occurs because higher edge
caching capacity allows for more efficient data storage and
retrieval in the ECS reducing the need for data transmission
from IoT UN to the server. As a result, reduced data trans-
mission requirements lead to lower latency, improving system
performance. Second, as K increases, latency increases. This
is because, with more IoT devices, there is higher competition
for network resources, leading to increased congestion and
potential data transmission delays. These findings demonstrate
that the sub-connected system exhibits reduced latency, as the
sub-connected RIS has the capacity to decrease processing
latency by controlling fewer active elements.

Fig. 9 depicts the total end-to-end (e2e) latency versus
maximum power of the RIS (PmaxRIS ) under different number of
RIS elements served by each power amplifier (T ). Specifically,
T = 1 is employed for the FC scenario, while T = 4 and
T = 8 are used for the sub-connected configuration. The
increase in the value of T correlates with a reduction in
latency, as observed from the experimental results. Notably, in
the sub-connected condition with T = 8, latency experiences
a decrease of 24% compared to sub-connected condition with
T = 4. This decrease in latency is primarily due to the more
efficient power management facilitated by the sub-connected
architecture. In the sub-connected setup, power amplifiers are
shared among groups of RIS elements, enhancing energy
efficiency while optimizing signal paths and reducing inter-
ference. Consequently, signal quality is improved. This study
indicates that increasing the value of T in a sub-connected
architecture can result in a significant improvement in energy
efficiency and signal quality, as reflected in the reduction of
latency. These findings strengthen the argument that the sub-
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Fig. 10: Number of Power amplifiers.

connected approach is capable of addressing issues that arise
in a FC setup.

Fig. 10 illustrates the total end-to-end (e2e) latency in
relation to L for various values of T . The fully-connected
scenario is indicated by T = 1, while the sub-connected con-
figurations are represented by T = 4 and T = 8. Experimental
data show an inverse relationship between T and latency,
highlighted by two significant observations: Firstly, at a fixed
value of L, an increase in T leads to a consistent decrease
in latency. This trend underlines the superior efficiency of the
sub-connected configurations over the fully-connected ones.
It aligns with the relationship L = N

T , where a higher T
leads to a lower effective load per active element, thereby
reducing the latency. Secondly, at a fixed value of T , increasing
L results in a decrease in latency. This pattern holds true
across various T values. A higher L at a fixed T indicates an
increased total number of elements N , which contributes to
more efficient signal processing and resource allocation, hence
reducing latency. For instance, within the fully-connected
setup at T = 1, a rise in L from 32 to 64 leads to a latency
reduction of 3.4%. In the sub-connected scenario at T = 4
with L = 64, there is a 4.2% decrease in latency compared
to L = 32. Additionally, in the sub-connected state at T = 8
with L = 64, the latency reduction is even more significant at
4.8% compared to L = 32. These latency improvements are
attributed to the efficient power management inherent in the
sub-connected architecture. In this setup, power amplifiers are
distributed among groups of RIS elements, enhancing energy
efficiency, optimizing signal paths, reducing interference, and
consequently improving signal quality.

VI. CONCLUSION

Our research effectively demonstrated the benefits of in-
tegrating MEC and sub-connected active RIS-assisted DT
communication system in improving task offloading efficiency
and reduced latency in edge computing environments for IoT-
URLLC services. We proposed a e2e latency optimization
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problem for the proposed DT-enabled MEC-URLLC network
for both sub-connected and fully-connected architectures,
which is solved using AO algorithm and compared against
the benchmark scheme i.e., Heuristic approach. We observed
that the results illustrate the superior performance of the sub-
connected active RIS, surpassing benchmark schemes with sig-
nificant improvements when compared to the fully-connected
active RIS scheme. Specifically, it achieved a performance
improvement of 2 times compared to fully-connected ARO,
2.19 times compared to fully-connected PRO, and 2.27 times
to fully-connected ARR. Furthermore, we observed that there
is a significant reduction in the total e2e latency of the
proposed system with an sub-connected active RIS architecture
for increased Secsmax, increased number of power amplifiers, in-
creased number of RIS elements and for decreased number of
UNs. These significant improvements underscored the inherent
advantages of the sub-connected architecture of the proposed
system in reducing latency for IoT URLLC services.
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