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Abstract—Physical layer key generation (PLKG) leverages
wireless channels to produce secret keys for legitimate users.
However, in millimetre-wave (mmWave) frequency bands, the
presence of blockage significantly reduces the key rate (KR) of a
PLKG system. To address this issue, we introduce reconfigurable
intelligent surfaces (RISs) as a potential solution for constructing
RIS-reflected channels, thereby enhancing the KR. Our study
focuses on the beam-domain channel model and exploits the
sparsity of mmWave bands to enhance the randomness of secret
keys. To relieve pilot overhead in multi-user systems, we employ a
compressed sensing (CS) algorithm to estimate angular informa-
tion and propose a channel probing protocol with the full-array
configuration for acquiring the beam-domain channel. We derive
the analytical expressions for the KR in the case of full-array
configuration. To optimize the KR, we design the phase shift and
precoding vectors based on the obtained angular information.
Furthermore, we employ a water-filling algorithm that relies on
the Karush-Kuhn-Tucker (KKT) conditions to optimize power
allocation for estimating the beam-domain channel with the same
channel variance. When channel variances of the beam-domain
channel differ, we design a deep-learning-based power allocation
method for a more complex problem. What is more, we design
a sub-array configuration scheme that exploits the difference
in spatial angles between users to reduce pilot overhead and
derive the analytical expression for the KR. Through extensive
simulations, we demonstrate that our proposed PLKG schemes
outperform existing methods.

Index Terms—Reconfigurable intelligent surface, key genera-
tion, millimetre-wave communications and compressed sensing.

I. INTRODUCTION

THE millimetre-wave (mmWave) communications utilize
the bandwidth from 30 GHz to 300 GHz to increase

communication capacity [1], which provides large bandwidth
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available for 5G and beyond. However, due to the open
nature of the wireless channels, the mmWave signals received
by legitimate users will be intercepted by eavesdroppers.
The ongoing task of addressing vulnerabilities in mmWave
technology remains crucial to ensuring the security of 5G and
beyond [2]. Physical layer security (PLS) can be classified
into keyless secure transmission and key generation [3]. In
mmWave environments, keyless secure transmission [3], a
branch of PLS, is investigated to protect the confidential
message transmitted between legitimate users. For example,
Ragheb et al. [4] designed the signal and artificial noise
powers, the beamforming design at the base station (BS), and
the phase shifts at the reconfigurable intelligent surface (RIS)
to optimize the secrecy rate.

However, keyless secure transmission usually requires the
signal-to-interference-plus-noise ratio (SINR) at the user to be
better than that at the Eve so that the secrecy rate is non-
negative. Also, the channel state information (CSI) of Eve
is required to design the optimization algorithm of preceding
vectors at the BS or the phase shifts at the RIS. In contrast,
physical layer key generation (PLKG) exploits the properties
of channel randomness, reciprocity, and spatial decorrelation
to achieve information-theoretical security. PLKG is a poten-
tial technique to establish symmetric keys between legitimate
users [3].

However, PLKG suffers from poor channel conditions such
as static channels, obstacle blockages, long distances, and
sparsity. Firstly, when the variation of wireless channels is
slow, PLKG cannot produce keys efficiently, such as in static
environments. Secondly, the key rate (KR), denoting the num-
ber of secret keys per channel use, declines with the decrease
in the signal-to-noise ratio (SNR) when the channel is blocked
by obstacles or the distance between users gets far. Finally, the
self-correlation between measurements obtained from antennas
in a multiple-input-multiple-output (MIMO) system can have
a significant impact on the randomness of secret keys.

Recently, the RIS has emerged as a prospective approach
to address the aforementioned challenges [5]–[8]. A RIS
consisting of many discrete elements can configure its reflec-
tion coefficients to control the channel [9]. In single-antenna
systems, the RIS can randomly tune reflection coefficients and
change the wireless channel with time to mimic the fast-fading
effects. Ji et al. [5] utilized the random phase shift vector to
improve the KR in quasi-static environments. Lu et al. derived
the analytical expressions of the lower and upper bounds of the
KR with the random configuration of RIS. Low-SNR problem
is solved by optimizing the phase shift vector to improve
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the channel quality of legitimate users in [7]. Hu et al. [8]
extended the design of phase shift vectors in key generation
systems in multi-antenna scenarios.

However, the above works focus on sub-6GHz systems. In
mmWave systems, electromagnetic waves experience signifi-
cant path loss and limited scattering, leading to a high rate of
signal blockage [1]. When the direct channel is blocked, an
RIS can construct a reflected channel to solve the blockage-
prone problem in key generation. The previous works [10] and
[8] have proposed to design the phase shift vector at the RIS
and the precoding vector at the BS to increase the KR. How-
ever, these works are based on a channel covariance matrix
(CCM) that is derived from the full-scattering environments.
In mmWave systems, the scatterers are limited and the received
signals at transceivers experience paths with different angles
of arrival (AoAs) and angles of departure (AoDs). There is an
urgent need to design phase shift and precoding vectors based
on angular information, in addition to CCMs.

Despite the challenges, the mmWave frequency band
presents potential benefits for PLKG. Since the multi-paths
from different clusters exhibit independent scattering phenom-
ena [11], the secret keys extracted from the beam-domain
channel are random. Furthermore, the sparsity property of
the mmWave channel sheds some insights on reducing pilot
overhead in key generation. Firstly, the previous works [7], [8],
[10] focused on sub-6GHz and required the prior information
of CCM to jointly design precoding and phase shift vectors,
resulting in an increased pilot overhead to estimate the CCM.
In the antenna domain, the pilot overhead to estimate the CCM
of the cascaded channels in RIS-assisted systems increases
with the increasing number of antennas at transceivers and
reflecting elements at RIS. By exploring the sparsity of beam-
domain channels in RIS-aided systems, Zhou et al. [12]
and Wei et al. [13] proposed compressed sensing (CS)-based
channel estimation method with low overhead. Secondly, the
pilot overhead of the orthogonal pilots is linear to the number
of users in multi-user systems. Li et al. [14] utilized the
orthogonal property of spatial angles between users. They
designed precoding vectors to align with these orthogonal
spatial angles, enabling multiple users to share the same pilot,
which effectively reduces pilot overhead. Since the reflecting
elements of RIS are massive, the orthogonal property also can
be used to relieve the pilot overhead in multi-user systems.

Motivated by the above observations, this paper investigates
the RIS-assisted key generation for mmWave multi-user sys-
tems. Our main contributions are summarized as follows:

• We study a PLKG framework for RIS-assisted mmWave
systems, where full-array configuration is configured to
allow all reflecting elements to serve a UE. Compared
to channel coefficients in the antenna domain, the beam-
domain channel is sparse and uncorrelated, which greatly
reduces the pilot overhead and redundancy between mea-
surements. We first use the orthogonal matching pursuit
(OMP) algorithm to estimate the angular information that
changes slowly. Based on the angular information, we
propose a channel probing protocol with the least square
(LS) estimator to acquire the beam-domain channel.

• We derive the analytical expressions of the KR extracted
from the beam-domain channel in the full-array config-
uration. Based on the estimated angular information, we
design the phase shift vector at RIS and the precoding
vector at the BS. Furthermore, we find the optimal power
allocation using the water-filling algorithm based on the
Karush-Kuhn-Tucker (KKT) conditions when channel
variances of beams are equal.

• When the channel variances of beams are different, the
water-filling algorithm is not applicable to finding the
optimal power allocation. We further design an unsu-
pervised deep neural network (DNN), named as KGPA-
Net, to output the optimal power allocation based on the
channel variances of beams and the power information.

• To further reduce the pilot overhead, we propose to apply
a sub-array configuration in which a sub-array serves a
user. Since the spatial angles from users to the RIS are
different, the users share the same pilot in the downlink
channel probing, which reduce the pilot overhead.

• We performed Monte Carlo simulations to validate the
analytical expressions of KR for both full-array and
sub-array configurations. During these simulations, we
evaluated the KR against varying transmit power levels
and explored the influence of the number of reflecting
elements and antennas on the KR performance. Our
results demonstrate that the proposed scheme outperforms
existing methods across these different parameters.

Our previous work [15] considered exploiting randomness
from the beam-domain channel in a single-user mmWave
system. In this paper, we considerably extend the work to a
more general scenario with multiple users. The phase shift and
precoding vectors are designed to maximize the KR when the
channel variances of beams are equal. Furthermore, a deep-
learning network is proposed to optimize the KR when the
channel variances of beams are different. To further relieve the
pilot overhead, we design a sub-array configuration to reduce
the pilot length in downlink channel probing.

Our previous work in [16] proposed to extract secret keys
from massive subchannels associated with each reflecting
element in sub-6GHz. We jointly designed the precoding and
phase shift vectors to improve KR. While the BS should ac-
quire the prior information of CCM in sub-6GHz, the sparsity
property makes the KR be optimized based on the angular
information in the mmWave band, which makes the design of
precoding and phase shift vectors completely different.

The rest of this paper is organized as follows. Section II
illustrates the system model. Section III describes the channel
model of the full-array configuration. In Section IV, we
propose a channel probing protocol for a multi-user mmWave
system, and the expression of KR is derived. Section V
formulates an optimization problem. Then we propose a water-
filling algorithm-based power allocation method. Furthermore,
A deep-learning-based method is extended to solve the general
case. In Section VI, we proposed a sub-array configuration
to relieve the pilot overhead. Section VII discusses the key
generation protocol. Section VIII shows the security analysis.
The simulation results are presented in Section IX. Section X
provides the discussion. Section XI concludes this paper.
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Notations: Italic letters, boldface lower-case letters, boldface
upper-case letters, and calligraphic letters denote scalars, vec-
tors, matrices, and sets, respectively. diag(·) forms a diagonal
matrix out of its vector argument. vec(·) is the vectorization of
a matrix argument. (·)T , (·)H , (·)−1 and (·)∗ denote the trans-
pose, conjugate transpose, inverse, and conjugate, respectively.
Cm×n is the complex space of a m × n matrix. Z indicates
the set of all integers. IN denotes the N ×N identity matrix.
[A]m,n denotes the (m,n)-th element of matrix A. [a]m
denotes the m-th element of vector a. CN (µ, σ2) denotes the
circularly symmetric complex Gaussian distribution with mean
µ and variance σ2. E{·} denotes the statistical expectation,
and ⊗ is the Kronecker product. I(.; .) denotes the mutual
information. ⋄ is the transposed Khatri-Rao product. mod (·)
is the modulus operator and ⌊·⌋ is the floor function.

II. SYSTEM MODEL

A. Overview

As shown in Fig. 1, we consider a RIS-assisted mmWave
system that consists of a BS, K pieces of user equipment
(UE), and a RIS. The direct channels between BS and UEs are
blocked by obstacles, and the RIS constructs reflected channels
to assist the key generation process. There are several scatters
around the BS and RIS, causing the RIS-reflected channels to
pass different paths of clusters.

The PLKG protocol is a four-stage process, including
channel probing, quantization, information reconciliation, and

privacy amplification, as shown in Fig. 2. Channel probing
is conducted in the time division duplex (TDD) mode by
UEs and BS; BS and K UEs send pilots to each other to
measure the RIS-reflected channels. In the quantization stage,
the analogue channel measurements are mapped into a set of
binary values. Information reconciliation eliminates discrepan-
cies in binary sequences. Subsequently, privacy amplification
algorithms are used to mitigate potential information leakage
in the previous stages. BS and the k-th UE agree on the same
K at the end of the key generation, where the K is unique
from other UEs. This paper focuses on channel probing and
optimizes phase shift and precoding vectors.

Eavesdropper attempts to intercept the secret key K by
utilizing its own channel measurements. As a fundamental
assumption in PLKG, we consider that Eve is located at
least half the wavelength away from the UEs and the BS,
ensuring that it remains outside the protected area. The pilots
received by UEs and BS and the pilots received by the
eavesdropper undergo independent channel fading [14]. Due
to the extremely small half-wavelength of mmWave, which
is 0.5 mm, and the significantly larger size of devices, it is
infeasible for Eve to be positioned within the protected area
[1], [11], [17]. The proximity of the half wavelength makes
it highly likely that Eve would be detected within a distance
shorter than the aforementioned threshold.

B. Device Configuration

We consider a Cartesian coordinate system, where a BS is
located parallel to the x-axis, as shown in Fig. 1. The BS is
modeled as a uniform linear array with N antennas, uniformly
spaced with a distance of da m. When a wave impinges on the
BS from an azimuth angle, ψ, the array response vector (ARV)
is b(ψ) = 1√

N
[1, . . . , ej2π(N−1) da

λ sinψ]T . The BS applies an
angle precoding vector, w ∈ CN×1, to estimate spatial angles,
or a probing precoding vector, pk ∈ CN×1, for conducting
channel probing with the k-th UE.

A RIS is deployed parallel to the y − z plane. The RIS
is modeled as a uniform planar array that has M = My ×
Mz reflecting elements with My reflecting elements per row
and Mz elements per column. When a wave reaches the RIS
from the azimuth angle, θ, and the elevation angle, φ, the
ARV of the RIS is given by a(θ, φ) = az(φ) ⊗ ay(θ, φ),
where az(φ) = 1√

Mz
[1, . . . , ej2π(Mz−1) d

λ sinφ]T , ay(θ, φ) =
1√
My

[1, . . . , ej2π(My−1) d
λ cosφ sin θ]T , λ is the wavelength and

d is the side length of a reflecting element.
Each reflecting element of the RIS can control the wave

impinging on it. We denote the reflection coefficients of M
reflecting elements as v = [ϕ1, . . . , ϕM ]T , where ϕm is the
reflection coefficient of the m-th element. Specifically, ϕm =
ejωm , where ωm is its phase shift which is generated from
uniform quantization of [0, 2π).

To serve multiple UEs, the RIS is deployed as full-array
(FA) or sub-array (SA) configurations. In the FA configuration,
all elements of a RIS, v, configure reflection coefficients to a
dedicated UE, which will be elaborated in Sections III, IV
and V. Detailed in Section VI, in the SA configuration, a
sub-array consisting of a group of M/K elements from v



4

configures reflection coefficients to a dedicated UE; K sub-
arrays simultaneously serve K UEs.

III. FA-BASED CHANNEL MODEL

A. Individual Channel

In full-scattering sub-6GHz environments, the CCM-based
model is applied, where channels are the multiplication of
two CCMs and a complex gain matrix [9], [18]. The BS-RIS
channel experiences the paths from different spatial angles
is G = R

H/2
r GwR

H/2
a , where the entries of Gw follow

independent and identically distributed (i.i.d.) CN (0, 1), and
Rr and Ra are the CCMs at RIS and BS, respectively. In
mmWave channels, the scattering paths are not enough to
model the wireless channel as the CCM-based model. Instead,
the geometric channel model is widely used for mmWave
channels [12], [13]. There are individual channels, including
the BS-RIS channel and the channel from RIS to the k-th UE
channels. The complex gains for all channels are assumed to
follow complex Gaussian distribution [19].

The BS-RIS channel is modeled as a function of spatial
angles and channel gains of paths of clusters, given by

G =

√
MN

βgJg

Lg∑
lg=1

Jlg∑
j=1

glg,ja(θ
g
lg
, φglg )b

H(ψglg,j), (1)

where G ∈ CM×N , βg is the path-loss effect, Jg =
∑Lg

lg=1 Jlg
is the number of paths for Lg clusters, the lg-th cluster
has Jlg paths, glg,j denotes the corresponding complex gain
associated with the j-th path of the lg-th cluster, ψglg,j denotes
the AoD, and θglg and φglg denote the azimuth and elevation
AoA, respectively. The complex gain, glg,j ∼ CN (0, σ2

g), is
identically and independently distributed (i.i.d.).

The channel from the k-th UE to RIS is modeled as

fk =

√
M

βf,kJf,k

Lf,k∑
lf=1

Jlf ,k∑
j=1

flf ,j,ka(θ
f
lf ,j,k

, φflf ,j,k), (2)

where fk ∈ CM×1, βf,k is the path-loss effect, Jf,k =∑Lf,k

lf=1 Jlf ,k is the number of paths for Lf,k clusters, the lf -
th cluster has Jf,k paths, flf ,j,k denotes the complex gain
associated with the j-th path of the lf -th cluster, and θflf ,j,k and
φflf ,j,k denote the azimuth and elevation AoA, respectively.
The Jf,k paths are sorted based on the (lf , j)-th path for
j = 1, . . . , Jlf ,k and lf = 1, . . . , Lf,k. The complex gain of
the l-th path, flf ,j,k ∼ CN (0, σ2

f,k,l), is i.i.d.

B. Cascaded Channel

We define the cascaded channel controlled by RIS as

hk(v) = GHdiag(v)fk = GHdiag(fk)v = Hkv, (3)

where hk(v) ∈ CN×1, and Hk = [hk,1 . . . ,hk,M ] ∈ CN×M

is the channel associated with M reflecting elements. The BS
and the k-th UE can directly measure the cascaded channel and
convert their measurements to secret keys, which is commonly
adopted by previous works [7], [8]. However, the cascaded
channel is coarse-grained. The dimension of the cascaded

channel in the antenna domain is N , which fundamentally
limits the SKR. Our previous work in [16] proposed to extract
secret keys from massive subchannels associated with each
reflecting element, hk,m = gmfk,m, m = 1, . . . ,M , where
gm is the m-th column of GH and fk,m is the m-th entry
of fk. The subchannels of the cascaded channel extend the
dimension of channels for key generation from N to NM .

To estimate hk,m, Alice and Bob transmit multiple rounds
of pilots to each other with a pilot overhead of at least M ,
which is challenging to key generation. We note that mmWave
channels with extremely high carrier frequencies exhibit the
well-known angular sparsity [12], [13]. There are only a few
multipath components with different AoDs and AoAs between
the BS and UE, which is helpful for reducing pilot overhead.

C. Sparse Cascaded Channel

We consider the virtual beam-domain representation of the
geometric channel models to elaborate on the sparsity of the
RIS mmWave channels. Before that, we transfer the scalar
form of channels (1), (2) into the matrix form.

The BS-RIS channel in (1) is rewritten in matrix form
as G = AgΛgA

H
N , where Ag ∈ CM×Lg , Ag =

[a(θg1 , φ
g
1), . . . , . . . ,a(θ

g
Lg
, φgLg

)], AN ∈ CN×Jg , and AN =

[b(ψg1,1), . . . ,b(ψ
g
Lg,JLg

)]. The matrices Ag and AN repre-
sent the AoAs and AoDs, respectively. Λg ∈ CLg×Jg , is the
beam-domain channel with Jg non-zero entries, as follows

Λg =

g1,1, . . . , g1,J1 0
. . .

0 gLg,1, . . . , gLg,JLg

 . (4)

The k-th UE-RIS channel in (2) is rewritten in matrix
form as fk = Af,kcf,k, where Af,k ∈ CM×Jf,k , Af,k =

[a(θf1,1,k, φ
f
1,1,k), . . . ,a(θ

f
Lf,k,JLf,k

,k, φ
f
Lf,k,JLf,k

,k)], cf,k ∈
CJf,k×1, and cf,k = [f1,1,k, . . . , fLf,k,JLf,k

,k].
Based on (3), the cascaded channel of the k-th UE, Hk, is

represented as a geometric channel model, which is given by

HH
k = (A∗

f,kc
∗
f,k) ⋄ (AgΛgA

H
N )

(a)
= A∗

f,k ⋄Ag

(
c∗f,k ⊗ (ΛgA

H
N )
)

(b)
= A∗

f,k ⋄Ag(c
∗
f,k ⊗Λg)(1⊗AH

N ) = AM,kΛkA
H
N , (5)

where Hk ∈ CN×M , AM,k = A∗
f,k ⋄ Ag , AM,k ∈

CM×LgJf,k , Λk = c∗f,k⊗Λg , and Λk ∈ CLgJf,k×Jg . (a) holds
due to the property of transposed Khatri-Rao product, i.e.,
(AC)⋄(BD) = (A⋄B)(C⊗D). (b) holds due to the property
of Kronecker product, i.e., (AC)⊗(BD) = (A⊗B)(C⊗D).
Therefore, Hk = AN (cTf,k ⊗ΛH

g )AH
M,k.

The geometric channel model (5) exhibits the sparsity of
the RIS mmWave channels. Therefore, CS-based channel
estimation methods can be utilized to measure the sparse chan-
nel [12]. To employ CS-based channel estimation methods,
we transform the channel (5) into the virtual beam-domain
channel, H̃k, which is given by

Hk = UNH̃kU
H
M , (6)

where UN ∈ CN×N and UM ∈ CM×M are the codebooks
at the BS and the RIS, respectively. From the mathematical
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aspects, UN and UM are unitary matrices consisting of
samples of virtual angles.

We set UN = [b(ψ1), . . . ,b(ψN )], where ψn, n =
1, . . . , N , is the predefined spatial angle at the BS. Define
ψ̄n = d

λ sinψn = 1
N (n − N+1

2 ) as the virtual spatial
angle at the BS. Also, we set UM = Uz ⊗ Uy , where
Uz = [az(φ1), . . . ,az(φMz

)], Uz ∈ CMz×Mz , Uy =
[ay(θ1, φ1), . . . ,ay(θMy

, φMy
)] and Uy ∈ CMy×My . Define

φ̄nz = d
λ sinφnz = 1

Mz
(nz − Mz+1

2 ), nz = 1, . . . ,Mz ,
as the virtual spatial elevation angle, where φnz

is the pre-
defined elevation angle. Define θ̄ny

= d
λ cosφnz

sin θny
=

1
My

(ny − My+1
2 ) as the virtual spatial azimuth angle, ny =

1, . . . ,My , where θny
is the predefined azimuth angle. Thus,

UM = [u(1),u(2), . . . ,u(J)] is the full-array codebook,
where J = M is the number of predefined directions, and
u(j) = az(φnz

)⊗ay(θny
, φnz

) with nz = ⌊(j− 1)/My⌋ and
ny = mod (j−1,My) is the codeword of the j-th direction.

According to (6), the virtual channel representation of the
beam-domain channel H̃k = UH

NHkUM is shown at the top
of the next page. In (7), the equation (c) holds on if M → ∞
and N → ∞. The proof is shown in Appendix A.

IV. FA-BASED BEAM-DOMAIN CHANNEL PROBING

The beam-domain channel is a matrix characterized by a
combination of non-zero channel gains and zero values. The
row and column coordinates of non-zero channel gains within
the channel matrix align with the indices in the codebooks at
the BS and RIS, respectively, indicating the corresponding vir-
tual AoAs and AoDs. Compared to channel gains that change
rapidly, the physical positions of BS and RIS vary much more
slowly [12], [20]. Thus, it is plausible to suppose that the
virtual spatial angles, i.e., AoDs from the RIS and AoAs
to the BS, remain constant over several channel coherence
blocks. The proposed channel probing protocol consists of two
phases. In the first phase, the angular information is estimated,
since the angular information changes slowly with physical
positions. Benefitting from the angular sparsity, BS applies
the OMP algorithm to measure the angular information. In
the second phase, given the virtual AoAs and AoDs, a simple
LS estimator is applied to measure the varying beam-domain
channel in subsequent coherence time slots, which greatly
reduces the computational complexity and pilot overhead.

A. Estimating the Virtual Spatial Angles

BS estimates the spatial angles from the uplink channel in
the first phase. In the uplink channel, UEs transmit multiple
packets to BS. The BS adjusts the phase shift vector for each
packet to configure the sensing matrix for the OMP algorithm.

When the BS configures the phase shift vector v(t) for the
t-th uplink packet, the k-th UE transmits the public uplink
packet, sk ∈ CK×1, to the BS. The packets of K UEs are
orthogonal, i.e. sHk1sk2 = KPb for k1 = k2 and sHk1sk2 = 0
for k1 ̸= k2, where Pb is the transmit power of UEs. According
to (3), the received signal at the BS is

Ya(t) =
∑K

k=1
Hkv(t)s

H
k +Na(t), (8)

where Ya(t) ∈ CN×K , Na(t) ∈ CN×K is the complex
Gaussian noise, the entry of Na(t) is i. i. d. na, and na ∼
CN (0, σ2

a). Then, the BS applies the angle precoding vector
wH(t) to transform Ya(t)sk(s

H
k sk)

−1 as

ŷa,k(t) = wH(t)Hkv(t) +wH(t)Na(t)sk(s
H
k sk)

−1

= wH(t)(vT (t)⊗ I)vec(Hk) + n̂a,k(t)

= (vT (t)⊗wH(t))Fxk + n̂a,k(t), (9)

where ŷa,k(t) ∈ C, F = U∗
M ⊗UN , F ∈ CMN×MN , xk =

vec(H̃k), xk ∈ CMN×1, and n̂a,k(t) ∈ CN (0, Paσ
2
a/(KPb)).

With unit power input signal, the numerical results of ∥w∥2F
equals the transmit power of BS, i.e., Pa = ∥w∥2F .

To recover the virtual spatial angles, BS receives overall V
packets in (9) and stacks them into a vector, given by

ŷa,k = [ŷa,k(1), . . . , ŷa,k(V )]T = PFxk + na,k, (10)

where ŷa,k ∈ CV×1. Specially, P is the configuration
of phase shift and precoding vectors over V packets, i.e.,
P = [vT (1) ⊗ wH(1); . . . ;vT (V ) ⊗ wH(V )]. Here, na,k =
[n̂a,k(t); . . . ; n̂a,k(t)] is the uplink estimation noise. We define
Φ = PF, Φ ∈ CV×MN , as the sensing matrix.

Based on (10), the BS applies the OMP algorithm to
measure the virtual AoAs and AoDs of the beam-domain
channel [12], [13]. BS gets the x̂k and rearranges the vector
form into the matrix form, Ĥk, which is the estimation of H̃k.
The row coordinate of a non-zero value in Ĥk indicates the
estimation of the index of a virtual spatial angle in UN . Thus,
the column vectors of UN corresponding to row coordinates
of non-zero values in H̃k represent the estimated virtual AoAs
to BS, i.e., ÂN,k. The column coordinate of a non-zero value
in Ĥk indicates the estimation of the index of a virtual spatial
angle in UM . Thus, the column vectors of UM corresponding
to column coordinates of non-zero values in H̃k represent the
estimated virtual AoDs from RIS, i.e., ÂM,k.

B. Channel Sampling for Beam-Domain Channels

Given the estimated virtual spatial angles, the BS and UEs
only need to measure the channel gains of the beam-domain
channel in the remaining coherence slots. We apply the LS
estimator that has 2KL = 2K

∑K
k=1 Jf,k pilot overhead,

where Jf,k slots are consumed for estimating the beams of
the k-th UE in the uplink or downlink channel sampling.

1) Uplink Channel Sampling: K UEs simultaneously trans-
mit the t-th uplink packet to the BS. The received signal at
the BS is Ya(t). Applying the LS estimator, the BS gets the
cascaded channel of the k-th UE as

ẑa,k(t) = Hkv(t) + n̂a,k(t), (11)

where ẑa,k(t) ∈ CN×1, n̂a,k(t) = Na(t)sk(s
H
k sk)

−1 ∈ CN×1

is the LS estimation noise, n̂a,k ∼ CN (0, σ̂2
aI), and σ̂2

a =
σ2
a/(KPb) is the mean square error (MSE) of the BS.
The BS is equipped with a hybrid precoder that consists

of a radio frequency (RF) precoder, FRF ∈ CN×NRF , and
K digital baseband (BB) precoders, fBB,k ∈ CNRF×1, k =
1, . . . ,K. Specifically, FRF ∈ CN×NRF is the radio frequency
precoder, where NRF is the number of radio frequency chains



6

H̃k =

Lg∑
lg=1

Jlg∑
jg=1

Lf∑
lf=1

Jlf∑
jf=1

g∗lg,jgflf ,jf ,kU
H
Nb(ψglg,jg )× aH(−θflf ,jf ,k + θglg ,−φ

f
lf ,jf ,k

+ φglg )UM

(c)
≈

Lg∑
lg=1

Jlg∑
jg=1

Lf∑
lf=1

Jlf∑
jf=1

g∗lg,kgflf ,jf ,kδ(ψ̄ − ψ̄glg,jg )× δ(θ̄ + θ̄flf ,jf ,k − θ̄glg )× δ(φ̄+ φ̄flf ,jf ,k − φ̄glg ). (7)

and N > NRF [21]. The BS applies the probing precoding
vector, pk = FRF fBB,k, pk ∈ CN×1, to the k-th UE and gets

ẑa,k(t) = pHk ẑa,k(t) = pHk Hkv(t) + n̂a,k(t), (12)

where n̂a,k(t) = pHk n̂a(t) is the estimation noise after
precoding and n̂a,k(t) ∼ CN (0, Pa,kσ̂

2
a). With the unit power

of the input signal, the numerical value of ∥pk∥2F equals the
transmit power of k-th UE, i.e., ∥pk∥2F = Pa,k.

After the k-th UE transmit Lk packets, the BS obtains Lk
measurements in (12) and stacks them into a vector given by
za,k = [ẑa,k(1), . . . , ẑa,k(Lk)] = pHk ANΛHAH

M,kVk + η̄a,k,
where za,k ∈ C1×Lk and η̄a,k = [n̂a,k(1), . . . , n̂a,k(Lk)].

We replace the za,k with its conjugate transpose, i.e.,

za,k = VH
k AM,kΛAH

Npk + ηa,k, (13)

where za,k ∈ CLk×1, ηa,k ∈ CLk×1 is the estimation noise
after precoding, and ηa,k ∼ CN (0, Pa,kσ̂

2
aILk

).
We define Vk = [v(1), . . . ,v(Lk)] ∈ CM×Lk as the phase

shift matrix to model the configuration of the phase shift
vectors over Lk packets. Lk equals the number of paths from
the k-th UE to RIS, i.e., Lk = Jf,k. Notably, Lk can be
get from the number of non-zero values of Ĥk in the first
phase. Thus, the total number of packets for the uplink channel
sampling is L =

∑K
k=1 Lk =

∑K
k=1 Jf,k. With K packet

length, the uplink pilot overhead is KL.
2) Downlink Channel Sampling: The digital BB precoding

matrix is FBB = [fBB,1, . . . , fBB,K ], fBB ∈ CNRF×K . The
precoded signal at the BS is expressed as S = FRFFBBX,
where S ∈ CN×Td , X = [xT1 , . . . ,x

T
K ]T , X ∈ CK×Td , xk ∈

C1×Td and Td is the length of a downlink packet. xk is the data
symbol vector of a downlink packet with E{xHk xk} = ITd

.
With orthogonal downlink packet to distinguish UEs, we set
Td = K to distinguish K UEs.

In the t-th slot, the BS transmits the preceded signal to the
UEs. The RIS controls v(t) to reflect it and then the k-th UE
receives the signal as

yb,k(t) = vH(t)HH
k S+ nb,k(t)

= vH(t)HH
k

∑K

k′=1
FRF fBB,k′xk′ + nb,k(t), (14)

where yb,k(t) ∈ C1×K , nb,k(t) ∈ C1×K is the Gaussian
noise vector and the noise power is σ2

b . By the LS estimation,
the k-th UE measures the cascaded channel as ẑb,k(t) =
vH(t)HH

k pk+ n̂b,k(t), where n̂b,k(t) = nb,k(t)x
H
k (xkx

H
k )−1

and n̂b,k(t) ∼ CN (0, σ̂2
b ). The MSE of UE is σ̂2

b = σ2
b/K.

The k-th UE collects Lk measurements as zb,k =
[ẑb,k(1); . . . ; ẑb,k(Lk)] = VH

k AM,kΛkA
H
Npk + ηb,k, where

zb,k ∈ CLk×1, ηb,k = [n̂b,k(1); . . . ; n̂b,k(Lk)] and ηb,k ∼
CN (0, σ̂bILk

). The downlink pilot overhead is KL.

C. Channel Covariance Matrix of Antenna-Domain Channels

When the paths originate from all possible angles in front
of the RIS in sub-6GHz, the CCM at the RIS can be ap-
proximated as a real matrix, as depicted in equation (11)
of [9]. Especially, the spatial correlation matrix is the CCM
normalized by the channel variance. In contrast, the CCM in
mmWave environments does not yield a simplified version.
Different from the CCM in sub-6GHz, the CCM at the RIS
in mmWave environments is given by

RRIS = E
{
(ARgR)(ARgR)

H
} (a)

≈ ARE
{
gRg

H
R

}
AH
R

= ARΛRA
H
R , (15)

where AR = [a(θ1, φ1), . . . , . . . ,a(θLR
, φLR

)] ∈ CM×LR is
the matrix containing the array response vectors of LR paths,
gR = [c1, . . . , cLB

]T ∈ CLB×1 is the corresponding complex
gains, and ΛB ∈ CLB×LB is a diagonal matrix whose diagonal
entries are channel eigenvalues. The equation (a) holds since
the range of spatial angles is approximately zero in mmWave
scenarios [22]. Since the BS-RIS channel is quasi-static, the
spatial angles and channel gains do not change over a long
time. Therefore, the CCM at the BS is not analyzed here.

To calculate the KR in mmWave environments, we initiate
the construction of the CCM for subchannels of the cascaded
channel, i.e., hs,k = vec(HH

k ) ∈ CNM×1. We define Rs,k =
E{hs,khHs,k}, which is given by

Rs,k = E{hs,khHs,k} = E
{

vec(HH
k )(vec(HH

k ))H
}

(b)
= E

{
(A∗

N ⊗AM,k)vec(Λk)vecH(Λk)(A
T
N ⊗AH

M,k)
}

≈ Us,kΛs,kU
H
s,k, (16)

where (b) holds due to vec(ABC) = (CT ⊗ A)vec(B),
Us,k = A∗

N ⊗ AM,k ∈ CNM×JgLgJf,k is the tall matrix
describing the spatial correlation between antennas and ele-
ments, Λs,k = E{vec(Λk)vecH(Λk)} ∈ CJgLgJf,k×JgLgJf,k

is a matrix whose diagonal entries are channel variances of
sub-channels, Λs,k describes the correlation between channel
gains of sub-channels.

D. Key Rate

In practice, statistical information about Eve is hard to
acquire [10]. In such a case, the KR between the BS and
the k-th UE is the mutual information of their measure-
ments, i.e., I(za,k; zb,k) [23]. Based on (16), we construct
the covariance matrices of BS’s and UE’s measurements.
Define Ra,k = E{za,kzHa,k} and Rb,k = E{zb,kzHb,k} as
the covariance matrices of za,k and zb,k, respectively. Define
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Rab,k = E{za,kzHb,k} as the cross-covariance matrix of za,k
and zb,k. Then, we get

Ra,k = VH
p,kRs,kVp,k +

Pa,kσ
2
a

KPb
ILk

, (17)

Rb,k = VH
p,kRs,kVp,k +

σ2
b

K
ILk

, (18)

Rab,k = Rba,k = VH
p,kRs,kVp,k, (19)

where Vp,k = p∗
k ⊗ Vk ∈ CNM×Lk is the equivalent

precoding matrix. The full CCM of both measurements is

Kab,k = E
{[

za,k
zb,k

]
[zHa,k, z

H
b,k]

}
=

[
Ra,k Rab,k

Rba,k Rb,k

]
. (20)

Therefore, the k-th UE’s KR can be expressed as

I(za,k; zb,k) = log2

(
|Ra,k||Rb,k|

|Kab,k|

)
= log2

(
|Rv,k + Pa,kσ̂

2
aILk

||Rv,k + σ̂2
b ILk

|
|(Pa,kσ̂2

a + σ̂2
b )Rv,k + Pa,kσ̂2

aσ̂
2
b ILk

|

)
, (21)

where Rv,k = VH
p,kRs,kVp,k is the equivalent CCM. Ap-

parently, the KR in (21) is determined by the Rv,k. Previous
works on RIS-assisted key generation [10] and [8] designed
the precoding and phase shift vectors to modify Rv,k so
as to improve the KR. However, the BS should acquire the
prior information of the equivalent CCM, which induces a
burden for pilot overhead. Benefitting from the sparsity of the
mmWave band, the KR in (21) can be simplified and optimized
based on the prior information of virtual spatial angles.

Notably, the analytical expression of the KR relies on
the Gaussian distribution assumption for the sub-channels of
the cascaded channel, denoted as hs,k. Given the stationary
physical locations of the BS and RIS, the BS-RIS channel G
is quasi-static, while the channel from the k-th UE to the RIS,
fk, is subject to variations. The assumption is widely used in
[24] and [25]. Consequently, the sub-channels of the cascaded
channel are modeled to follow a Gaussian distribution.

V. FA-BASED KEY RATE OPTIMIZATION

Since the physical locations of BS and RIS are stationary,
the BS-RIS channel is quasi-static, while the channel from
the k-th UE to the RIS is varying. The design of probing
precoding and phase shift vectors contains two steps. Firstly,
the BS designs the probing precoding vector to align with
the maximal channel gain of the quasi-static BS-RIS channel.
Secondly, the phase shift vectors are designed to extract secret
keys from varying channels from the k-th UE to RIS. Given
the probing precoding and phase shift vectors, we design two
algorithms to find the optimal power allocation of multiple
UEs when the channel variances of beams are equal and not
equal, respectively.

A. Design Probing Precoding Vector

The precoding vector is pk =
√
Pa,kpn,k, where Pa,k is

the power allocated to the k-th UE and pn,k represents the
unit N × 1 precoding weight vector. In order to maximize the
received power, pn,k is set as the eigenvector corresponding

to the maximal channel eigenvalue, i.e., the x-th column of
ÂN,k. Given the pk, za,k is simplified as

za,k = VH
k AM,kΛkA

H
Npk + ηa,k

≈ gM
√
Pa,kV

H
k AM,k(cf,k ⊗ e) + ηa,k

= gM
√
Pa,k(U

H
MVk)

H(UH
M fM,k) + ηa,k, (22)

where gM = max{glg,j}, fM,k = AM,k(cf,k⊗e), e ∈ CLg×1

with the only 1 at the lmax-th column and lmax is the
corresponding row index of glg,j in Λk. Notably,

fM,k = AM,k(cf,k ⊗ e) = (A∗
f,k ⋄Ag)(cf,k ⊗ e)

(c)
= (A∗

f,kcf,k) ⋄ (Age) = (A∗
f,kcf,k) ⋄ (ag)

(d)
= (A∗

f,k ⋄ ag)(cf,k ⊗ 1) = (A∗
f,k ⋄ ag)cf,k, (23)

where (c) and (d) due to (AC) ⋄ (BD) = (A ⋄B)(C⊗D)
and ag is the AoD of gM in Ag .

Similarly, we get zb,k = gM
√
Pa,kV

H
k fM,k + ηb,k. Ac-

cording to [21], an indiscriminate power allocation is con-

figured for all RF chains, i.e., fBB,k =

√
Pa,k

NRF
1NRF

and
FRF = [pn,k, . . . ,pn,k]. Therefore, pk can be decomposed
as FRF fBB,k. Specially, pn,k = · · · = pn,K since all UEs
share the same BS-RIS channel.

B. Channel Covariance Matrix of Beam-Domain Channels

The CCM of fM,k is Rf,k = E
{
fM,kf

H
M,k

}
. The virtual

beam-domain channel is defined as f̃M,k = UH
M fM,k, f̃M,k ∈

CM×1. The CCM of f̃M,k is R̃f,k = E
{
f̃M,k f̃

H
M,k

}
. Based

on [26], the channel variance of cf,k are equal in isotropic
environments. We set σ2

f,k,l = σ2
f,k for l = 1, . . . , Jf,k. The

normalized CCM of f̃M is R̃n,k = E
{
f̃M,k f̃

H
M,k

}
/σ2

f,k.
To investigate the normalized CCM of a UE, we ignore the

subscript k of R̃n,k for simplicity. According to Appendix
A, the normalized CCM is calculated at the top of the next
page (24), where x = 1

Mz
(pz − Mz+1

2 ), y = 1
My

(py − My+1
2 ),

p = (My−1)pz+py and q = (My−1)qz+qy , and f(φf , θf )
is the probability density function. The (24) indicates that R̃
approaches a diagonal matrix when Mz and My are large
enough. The diagonal matrix contains a small portion of non-
zero entries and a large portion of zero entries. The non-zero
entries represent clusters whose elevation angle ranges from
φmin
f to φmax

f and azimuth angle ranges from θmin
f to θmax

f ,
i.e., θf ∈ [θmin

f , θmax
f ] and φf ∈ [φmin

f , φmax
f ]. We define A as

the non-zero diagonal indices in R̃, which is computed as A =
{p|p = (My − 1)pz + py, p ∈ Z, ⌊Mz

d
λ sinφmin

f ⌋ + Mz+1
2 ≤

pz ≤ ⌊Mz
d
λ sinφmax

f ⌋ + Mz+1
2 , ⌊My

d
λ cosφf,i sin θ

min
f ⌋ +

My+1
2 ≤ py ≤ ⌊My

d
λ cosφf sin θ

max
f ⌋+ My+1

2 }.

C. Design Phase Shift Matrix

Based on the CCM analysis of f̃M,k, we observe that the
virtual beam-domain channel can be approximated as a matrix
where the channel gains cf,k are present at specific locations,
while the remaining entries are zero. The index of non-zero
values in f̃M,k denote the channel gains corresponding to the
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lim
Mz,My→∞

[R̃n]p,q = [E
{
UH
Ma(θf , φf )a(θf , φf )

HUM

}
]p,q

=

∫ θmax
f

θmin
f

∫ φmax
f

φmin
f

δ(
d

λ
sinφf − x)δ(qz − pz)δ(

d

λ
cosφf sin θf − y)δ(qy − py)f(φf , θf )dφfdθf , (24)

samples of AM,f,k. Based on (23), AM,f,k = A∗
f,k ⋄ ag ∈

CM×Jf,k is the paths from the k-th UE to the RIS and then to
the BS through the path with the best channel gain. To estimate
the virtual beam-domain channel f̃M,k, the phase shift matrix
Vk is configured as

√
MÂM,f,k. With the estimated channels

ÂM,k, ÂM,f,k consisting of Jf,k columns is selected from
ÂM,k. Given the Vk, za,k in (22) is further simplified as

za,k ≈ gM
√
MPa,kcf,k + ηa,k. (25)

Similarly, we get the measurement of the k-th UE as follows:

zb,k ≈ gM
√
MPa,kcf,k + ηb,k, (26)

where zb,k is the measurement of instantaneous channel gains
cf,k. Next, we will derive the analytical expression of the
KR in terms of the channel variance of cf,k and the transmit
power Pa,k. Furthermore, we will optimize the transmit power
Pa,k to maximize the KR. Notably, there is no loss of phase
information in (26). Since the number of elements M is large,
the size of the codebook UM ∈ CM×M is large. This ensures
the array response vector of a path aligns with a specific
column of UM and is orthogonal to other columns. Therefore,
the phase shift matrix that is designed according to UM can
align with array response vectors of AM,k and eliminate the
impact of the spatial angles from the RIS. Similarly, when the
number of antennas N is large, the precoding vector that is
designed according to UN ∈ CN×N can align with an array
response vector of AN and eliminate the impact of the spatial
angles from the BS. However, if M and N are not large,
there is a loss of phase information, presenting a potential area
for future research. Nevertheless, our approach establishes an
upper bound for such cases.

D. Key Rate Derivation and Optimization Problems

When the pn aligns with the spatial angle of the maximal
channel gain of the BS-RIS channel and the phase shift vectors
align with spatial angles of f̃M,k, the source of randomness is
converted from the subchannels hs,k in (21) to the varying
channel gains cf,k. We define the CCM of cf,k as Λf,k =
E{cf,kcHf,k} = diag{[σ2

f,1, . . . , σ
2
f,Jf,k

]}. Thus, the KR in (21)
is approximated as

Ck = I(za,k; zb,k)

≈ log2

(
|Mσ2

gPa,kΛf,k + σ̂2
aPa,kI||Mσ2

gPa,kΛf,k + σ̂2
b I|

|Mσ2
gPa,k(σ̂

2
aPa,k + σ̂2

b )Λf,k + σ̂2
b σ̂

2
aPa,kI|

)

=

Jf,k∑
l=1

log2

(
1 +

Mσ2
gσ

2
f,k,lPa,k

σ̂2
aPa,k + σ̂2

b + σ̂2
aσ̂

2
b/(Mσ2

gσ
2
f,k,l)

)

=

Jf,k∑
l=1

log2

(
1 +

1

ηa,k,l + ηb,k,l + ηa,k,lηb,k,l

)
, (27)

where ηa,k,l =
σ̂2
a

Mσ2
gσ

2
f,k,l

and ηb,k,l =
σ̂2
b

Mσ2
gσ

2
f,k,lPa,k

are the
MSE of the l-th beam of BS and k-th UE, respectively, and
σ2
g is the variance of gM .
Based on (27), we formulate the optimization problem of

the multi-user case as follows.

(P1) : max
Pa,k

K∑
k=1

Jf,k∑
l=1

log2

1 +
Mσ2

gσ
2
f,k,lPa,k

σ̂2
aPa,k + σ̂2

b +
σ̂2
aσ̂

2
b

Mσ2
gσ

2
f,k,l


s.t.

∑K

k=1
Pa,k ≤ Pa. (28)

The objective function of (P1) is the key rate of K UEs, where
a log(·) function denotes the key rate that a UE obtains from
a path of its beam-domain channel. Notably, the beam-domain
channel is sparse when the number of elements and antennas
is large. With the sparsity, the design method of the phase shift
matrix at RIS and precoding vector at the RIS can be applied
so that the objective function of (P1) is valid.

When the channel variances of complex gains in fk are
equal, the optimization function is simplified as

(P2) : max
Pk

K∑
k=1

log2

1 +
Mσ2

gσ
2
f,kPa,k

σ̂2
aPa,k + σ̂2

b +
σ̂2
aσ̂

2
b

Mσ2
gσ

2
f,k


s.t.

∑K

k=1
Pa,k ≤ Pa. (29)

Next, we will design the full-array configuration with power
allocation (FA w/ PA) scheme to solve (P2), which is elabo-
rated in Section V-E. When the channel variances of beams
are equal, (P2) can be solved by the classical Lagrangian mul-
tiplier method. Regarding (P1) considering channel variances
are not equal, it is much more complicated, which cannot be
solved by the Lagrangian multiplier method. Because the Pa,k
allocated to the k-th UE for extracting secret keys is coupled in
the objective function, we proposed a full-array configuration
with a deep learning-based power allocation (FA w/ DLPA)
scheme to solve it, which is explained in Section V-F.

E. Full-Array Configuration with Power Allocation for (P2)
For simplicity, we define the objective function of (P2) as

f . Based on [27], the solution of the Lagrangian multiplier is
a global maximum when the objective function, f , is concave
over a convex set. We sort to verify whether the objective
function of (P2) is concave. We derive the first-order and
second-order partial derivatives of f , given by

∂f

∂Pk
=

xb,k/ ln 2

(xa,kP 2
a,k + xb,k(2xa,k + 1)Pa,k + x2b,k(xa,k + 1))

,

∂2f

∂P 2
k

=
−xb,k(2xa,kPa,k + xb,k(2xa,k + 1))/ ln 2

(xa,kP 2
a,k + xb,k(2xa,k + 1)Pa,k + x2b,k(xa,k + 1))2

,

(30)
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Algorithm 1 Bisection Algorithm

Input: {ph,i}, Pa, µmax, µmin, xa,k, xb,k, ϵ;
Output: {pi}, µ.

1: Set µ = (µmin + µmax)/2;
2: Calculate Pa,k according to (33);
3: repeat
4: if

∑K
k=1 Pa,k < Pa then

5: µmax = (µmin + µmax)/2;
6: else
7: µmin = (µmin + µmax)/2;
8: end if
9: Set µ = (µmin + µmax)/2;

10: Calculate Pa,k according to (33);
11: until |

∑K
k=1 Pa,k − Pa| ≤ ϵ.

where xb,k =
σ̂2
b

Mσ2
gσ

2
f,k

and xa,k =
σ̂2
a

Mσ2
gσ

2
f,k

. According to

(30), ∂f
∂Pa,k

≥ 0. It is indicated that K functions of mutual
information are monotonically increasing. What is more, based
on (30), ∂2f

∂P 2
a,k

≤ 0, which means the K functions are concave.
We can find the optimal value of (P2) by the watering filling
algorithm for the KKT conditions [28].

With the water-filling level µ, we derive the corresponding
KKT conditions as

gk(Pa,k) =
∂f

∂Pa,k
=
∂I(za,k; zb,k)

∂Pa,k
= µ, (31)

µ

(∑K

k=1
Pa,k − Pa

)
= 0,

∑K

k=1
Pa,k ≤ Pa. (32)

According to [28], g1(Pa,1) = ... = gK(Pa,K), which means
the increasing rates of the transmit power assigned to the k-th
UE are the same with the optimal Pa,k. Therefore, the KKT
conditions (31) and (32) can be transformed to using the water-
filling algorithm to find the optimal power Pa,k and multiplier
µ. Based on (31), we calculate the Pa,k in a function of µ as

Pa,k =

√
x2b,k(2xa,k + 1)2 − 4xa,kxb,k(xb,k(xa,k + 1)− 1

ln 2µ )

2xa,k

+
−xb,k(2xa,k + 1)

2xa,k
. (33)

Substituting Pa,k to
∑K
k=1 Pa,k = Pa, we design a bisection

algorithm to find the multiplexer µ and Pa,k in Algorithm 1.
In step 1, the initial µ is set as µ = (µmin + µmax)/2. In

step 2, the Pa,k is calculated according to (33). From steps
3 to 11, we apply the bisection search to find the optimal µ
until |

∑K
k=1 Pa,k−Pa| ≤ ϵ. In each loop, with a given µ, the

Pa,k is derived from (33). If Algorithm 1 ends, the final Pa,k
is the optimal power assigned to the k-th UE.

F. Full-Array Configuration with Deep Learning-Based Power
Allocation for (P1)

The water-filling algorithm offers an optimal solution for
(P2) when the channel variances of complex gains in fk
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Fig. 3. KGPA-Net.

are equal. However, the optimization problem (P1) can not
be solved by Algorithm 1 since the transmit power of the
k-th UE is coupled for Jf,k beams with different channel
variances. Inspired by [10], a deep learning-based algorithm
provides a solution for more complex problems. In order to
solve (P1), we design an unsupervised DNN-based power
allocation algorithm, referred to as KGPA-Net. The objective
is to develop a DNN that can effectively learn the corre-
lation between the power information and channel variance
of UEs, and subsequently determine the optimal values of
Pa,k, k = 1, 2, · · · ,K, that maximize the SNR at the receiver.

The KGPA-Net architecture, as depicted in Fig. 3, takes as
input a 1 × 1 tensor representing the power range of UEs,
denoted as [pmin, pmax], and K 4 × 1 tensors representing
the channel variances of paths. The model then utilizes two
fully connected (FC) layers as hidden layers for feature
extraction, with ReLu serving as the activation function. The
output layer comprises one K × 1 FC layer and one K × 1
normalization layer. The output of the FC layer is denoted
by p′ =

[
P ′
a,1, P

′
a,2, · · · , P ′

a,K

]T
. To satisfy the total power

constraint, the normalization layer performs

Pa,k = Pa
P ′
a,k∑K

k=1 P
′
a,k

, k = 1, 2, · · · ,K. (34)

In the training phase, KGPA-Net updates parameters by
unsupervised learning with the aim of maximizing KR. This
is accomplished by minimizing the loss function given by

Loss = − 1

Nm

∑Nm

n=1

∑K

k=1
I(za,k,n; zb,k,n), (35)

where Nm is the number of training samples, za,k,n and zb,k,n
are the measurements in the n-th training. A smaller loss
function corresponds to a higher average SKR. The DNN is
updated using the stochastic gradient descent method (Adam
optimizer) with a learning rate of 0.001. The training process
is performed offline. In the online inference phase, the BS
allocates power directly to UEs based on the output of the
trained neural network, as soon as it receives the power and
channel variances of the UEs.

Our proposed neural network exclusively utilizes fully con-
nected layers, also known as a multilayer perceptron [29],
which is simpler compared to other deep learning architec-
tures like convolutional neural networks and recurrent neural
networks. This simplicity is sufficient for our purposes, as our
network is designed to learn the relationship between power
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allocation, beam domain power variance, and total power,
without the need for more complex structures. In the future,
if the complexity of the optimization problem increases, we
may consider exploring other network architectures.

G. Complexity Analysis
We analyze the complexity of the FA w/ PA scheme.

Firstly, the BS uses the OMP algorithm to estimate the spatial
angles. The complexity of the OMP algorithm is given by
O(nml), where n is the measurement length, m is sparse
signal length with sparsity level l [12], [30]. For a UE, the
BS uses V packets to estimate JgJf,k paths from a MN × 1
sparse vector. Therefore, the complexity is O(VMNJgJf,k).
Assume K UEs with the same number of paths Jf . The
complexity is O(KVMNJgJf ). Secondly, the BS and UEs
use the LS estimator to measure the beam-domain channels.
The complexity is O(2L), where L =

∑K
k=1 Jf,k is the sum

of all paths [12].
Finally, the BS uses Algorithm 1 to find the power allo-

cation. The complexity of Algorithm 1 is determined by the
precision parameter ϵ. In Algorithm 1, the bisection algorithm
seeks to find µ to satisfy

∑K
k=1 Pa,k = Pmax. The search

interval is [µmin, µmax]. If the accuracy of the bisection search
is ϵ, then µmax−µmin

2TP
≤ ϵ2, where TP is the iteration count. The

total complexity of Algorithm 1 is O(TP ).
In the FA w/ DLPA scheme, the BS employs the KGPA-

Net for the allocation of transmit powers. The offline training
complexity remains a challenge due to the intricate implemen-
tation of the backpropagation process during training, as noted
in [31]. Hence, our focus lies solely on the complexity of the
online deployment, which relies on straightforward matrix-
vector multiplications. In the KGPA-Net, there are two FC
layers, where the first layer has L1 = 400 units and the second
layer has L1 = 200 units. Also, the dimension of the input of
the KGPA-Net is 4K+1, and the dimension of the output is K.
According to [32], the computational complexity of a linear
layer is O(U1U2), where U1 and U2 represent the dimensions
of the input and output. The complexity of the first layer,
the second layer and the output layer are O((4K + 1)L1),
O(L1L2) and O(L2K), respectively. Therefore, the total
complexity is O((4K + 1)L1 + L1L2 + L2K).

VI. SUB-ARRAY CONFIGURATION

When the number of UEs gets larger, the total pilot overhead
2KL is heavy in the full-array configuration with power
allocation (FA w/ PA) in Section IV. Besides, as analyzed
in (24), the estimated beam-domain channel of different UEs
are correlated if their beams are overlapping. To reduce the
pilot overhead and relieve the channel correlation, the k-th
UE can extract secret keys from the Ln,k non-overlapping
beams. The total number of packets for the channel probing is
2Ln = 2

∑K
k=1 Ln,k. However, the pilot overhead is still linear

to the number of UEs. To further relieve the pilot overhead in
multi-user systems, we use the sub-array configuration (SA)
[33], where a sub-array serves a UE. A sub-array consisting
of parts of elements configures the reflection coefficients to
a dedicated UE. A RIS can be subdivided into sub-arrays,
enabling the simultaneous reflection of signals towards K UEs.

A. Channel Model

We divide the horizontal reflecting elements of RIS into K
adjacent groups, each of which has L = My/K elements.
The cascaded channel of the k-th UE (5) in the full-array
configuration is decomposed to R = K sub-cascaded channel
since the RIS is divided into a set of R sub-arrays. The
cascaded channel from the k-th UE to the r-th sub-array is

Hr,k = AN (cTf,k ⊗ΛH
g )AH

M,r,k, (36)

where AM,r,k = A∗
f,r,k ⋄ Ag,r ∈ CMs×LgJf,k ,

Ag,r = [as(θ
g
1 , φ

g
1), . . . ,as(θ

g
Lg
, φgLg

)] ∈ CMs×Lg , Af,r,k =

[as(θ
f
1,1,k, φ

f
1,1,k), . . . ,as(θ

f
Lf,k,JLf,k

,k, φ
f
Lf,k,JLf,k

,k)] ∈
CM×Jf,k , Hr,k ∈ CN×Ms , and Ms = LMz is
the number of elements of a sub-array. Notably,
as(θ, φ) = az(φ) ⊗ ay,s(θ, φ) is the ARV of
the r-th sub-array, where as ∈ CMs×1 and
ay,s(θny , φnz ) = 1√

My

[1, . . . , ej2π(L−1) d
λ cosφnz sin θny ]T is

the ARV of L adjacent elements along the y-axis.
The sub-array codebooks of sub-arrays are set differently.

The r-th sub-array codebook is Us,r ∈ CLMz×J that com-
prises J = M codewords, i.e., Us,r = [ur(1), . . . ,ur(J)].
Notably, ur(j) = uz(j) ⊗ uy,r(j) is the codeword of the
j-th direction for the r-th sub-array. We have uz(j) =
az(φnz ) and uy,r(j) = [ay(θny , φnz )](r−1)L+1:rL =

ej(r−1)Lθ̄ny ay,r(θny
, φnz

), where θ̄ny
= d

λ cosφnz
sin θny

=
1
My

(ny−My+1
2 ). Thus, the virtual beam-domain channel of the

k-th UE through the r-th sub-array is H̃r,k = UH
NHr,kUs,r.

B. Channel Sampling

1) Uplink Channel Sampling: K UEs simultaneously trans-
mit uplink packets to the BS. The received signal of BS is

Ys
a(t) =

∑R

r=1

∑K

k=1
Hr,kvr(t)s

H
k +Ns

a(t), (37)

where vr(t) is the phase shift vector of the r-th sub-array,
Ys
a(t) ∈ CN×K , and Ns

a(t) ∈ CN×K is the complex Gaussian
noise matrix with zero mean and σ2

a variance.
The BS measures the cascaded channel of the k-th UE as

ẑsa,k(t) =
∑R

r=1
Hr,kvr(t) + n̂sa,k, (38)

where n̂sa,k = Ns
a(t)sk(s

H
k sk)

−1 is the LS estimation noise,
n̂sa,k ∼ CN (0, σ̂2

aI), and σ̂2
a = σ2

a/(KPb) is the MSE of UE.
The BS applies the precoding vector, ps,k = FRF fBB,k,

ps,k ∈ CN×1, to the k-th UE and gets

ẑsa,k(t) = pHs,kẑ
s
a,k(t) = pHs,k

∑R

r=1
Hr,kvr(t) + n̂sa,k, (39)

where n̂sa,k = pHs,kn̂
s
a,k is the estimation noise after precoding

and n̂sa,k ∼ CN (0, Pa,kσ̂
2
a).

After UEs transmit Ls packets, the BS receives Ls packets
and stacks them into a vector zsa,k = [ẑsa,k(1), . . . , ẑ

s
a,k(Ls)] =

pHs,k
∑R
r=1 Hr,kVr + η̄sa,k, where zsa,k ∈ C1×Ls and η̄sa,k =

[n̂sa,k(1), . . . , n̂
s
a,k(Ls)] ∈ C1×Ls . We replace zsa,k by its

conjugate transpose and substitute (36) to it, given by

zsa,k =
∑R

r=1
VH
r AM,r,k(c

∗
f,k ⊗Λg)A

H
Nps,k + ηsa,k, (40)
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where zsa,k ∈ CLs×1 and ηsa,k ∈ CLs×1 ∼ CN (0, Pa,kσ̂
2
aI).

We define Vr = [vr(1), . . . ,vr(Ls)] ∈ CM×Ls as the
phase shift matrix to model the configuration of the phase
shift vector of the r-th sub-array over Ls packets. The total
number of packets for the uplink channel sampling in the sub-
array configuration is Ls, where Ls = max{Ln,k} and Ln,k
equals the number of non-overlapping beams of the k-th UE.
With K packet length, the uplink pilot overhead is KLs.

2) Downlink Channel Sampling: In the t-th slot, the BS
transmits downlink packets to UEs. The RIS controls vr(t)
to reflect the downlink packet and then the k-th UE receives
the signal as ysb,k(t) =

∑R
r=1 v

H
r (t)HH

r,kpx + nsb,k(t), where
p = FRF fBB is the downlink precoding vector shared by all
UEs, ∥p∥2F = Pa, and x is the symbol with x ∗ xH = 1.

The k-th UE conducts the LS estimation to measure the
cascaded channel as ẑsb,k(t) =

∑R
r=1 v

H
r (t)HH

r,kp + n̂sb,k(t),
where n̂sb,k(t) = nsb,k(t)x

H(xxH)−1 ∼ CN (0, σ̂2
b ) and σ̂2

b =
σ2
b is MSE of UE. The k-th UE collects Ls measurements as

zsb,k = [ẑsb,k(1); . . . ; ẑ
s
b,k(Ls)], which is given by

zsb,k =
∑R

r=1
VH
r AM,r,k(c

∗
f,k ⊗Λg)A

H
Np+ ηsb,k, (41)

where zsb,k ∈ CLs×1, ηsb,k = [n̂b,k(1); . . . ; n̂b,k(Ls)] and
ηsb,k ∼ CN (0, σ̂bI). The pilot overhead for the downlink
channel sampling in the SA configuration is Ls. Therefore,
the total pilot overhead of the SA configuration is (K+1)Ls.

C. Key Rate of the Sub-Array Configuration

Similar to the precoding vector design in full-array configu-
ration, the uplink and downlink precoding vector in sub-array
configuration is set as p =

√
Papn,k and ps,k =

√
Pa,kpn,k,

respectively. Define hr,k = HH
k,rpn,k, hr,k ∈ CM×1, and

Rr,k = E{hk,rhHk,r}. When the channels of different UEs
become independent, we calculate the covariance matrices as

Rr
a,k = Pa,k

∑
r
VH
r Rr,k

∑
r
Vr + Pa,kσ̂

2
aI, (42)

Rr
b,k = Pa

∑
r
VH
r Rk,r

∑
r
Vr + σ̂2

b I, (43)

Rr
ab,k = Rba,k =

√
Pa,kPa

∑
r
VH
r Rr,k

∑
r
Vr, (44)

Therefore, we have (45), which is shown at the top of
the next page. In order to cancel the interference from other
UEs, Vr should be designed as Rr,kVr = 0, for r ̸= k.
Consequently, the objective function can be simplified as
(46), which is shown at the top of the next page, where
ξa,k,l =

σ̂2
a

Msσ2
gσ

2
f,k,l

and ξb,k,l =
σ̂2
b

Msσ2
gσ

2
f,k,lPa

are the MSE
of the l-th beam of BS and the k-th UE, respectively.

VII. KEY GENERATION PROTOCOL

A. Quantization

BS and the k-th UE convert channel measurements, za,k(t)
and zb,k(t), respectively, to binary sequences. We apply a sin-
gle threshold quantization, Q(·), which is a common practice
in the key generation field [34], [35]. Each UE carries out
quantization independently, given by Kb,k = Q(zb,k). We
use the bit disagreement rate (BDR) to quantify the difference
between the sequences of BS and the k-th UE. The BDR

is defined as BDR =
∑lk

i=1 |Ka,k(i)−Kb,k(i)|
lk

, where lk is the
sequence length. To mitigate the BDR, alternative quantization
methods, such as the guardband-based method [36] or the
correlation-based method [37], can be employed. Interested
readers can refer to various quantization methods in [38].

B. Information reconciliation and privacy amplification

Due to noise, disparities arise between the sequences of BS
and UEs after quantization. To address these discrepancies,
both BS and UEs apply information reconciliation methods
such as Cascade and secure sketch to remove inconsistencies
[3]. A comprehensive overview of various information recon-
ciliation methods is available in [39].

During the preceding information reconciliation process, BS
and UEs must exchange partial information over a public chan-
nel. An eavesdropper could exploit this exchanged information
to make educated guesses about the secret keys. Consequently,
the eavesdropper gains an advantage in finding the secret keys
more efficiently. BS and UEs utilize privacy amplification
methods to transform the sequences into shorter secret keys
to wipe off the leaked information. Widely adopted privacy
amplification techniques include the leftover hash lemma,
cryptographic hash functions, and the Merkle-Damgard hash
function, as detailed in [3].

VIII. SECURITY ANALYSIS

In our paper, we assume eavesdroppers are located half-
wavelength distance from the UEs so that the wireless channels
of eavesdroppers are uncorrelated with UEs. However, if an
Eve is near a UE, the beam-domain channel of the Eve may
be correlated with that of a UE. According to [14], if an
Eve is too close to the k-th UE, parts of their beams may
overlap. We define L as the set of lleak overlapping beams.
The beam-domain channel of the k-th UE and the Evs is
cf,k and cf,e, respectively. We define the l-th beam of cf,k
and cf,e are ze,l and zb,l, respectively. If ze,l and zb,l are
overlapping, the cross-correlation between ze,l and zb,l is given
by ρ = E{ze,lz∗b,l}/

√
E{ze,lz∗e,l}E{zb,lz∗b,l}.

If Eve is near to the k-th UE and is capable of the ability
of the UE to estimate the downlink channel as described in
Section IV, parts of beams are overlapping and there is leaked
information of secret keys. According to [40], if Eve possesses
less knowledge regarding the measurement of k-th UE zb,k
compared to the BS, or similarly, has less information about
the measurement of the BS za,k than the k-th UE, this disparity
in information can be effectively utilized for key generation.
We calculate the achievable KR as follows:

Ck,o = I(za,k; zb,k)−min {I(ze; zb,k), I(ze; za,k)}
(a)
= I(za,k; zb,k)− I(ze; zb,k) = Ck −

∑
l∈L

I(ẑe,l; ẑb,l)

=

Jf,k∑
l=1

log2

(
1 +

1

ηa,k,l + ηb,k,l + ηa,k,lηb,k,l

)
−
∑
l∈L

log2

(
1 +

ρ2

1− ρ2 + ηb,k,l + ηe,k,l + ηb,k,lηe,k,l

)
,

(47)
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Cs,k = log2

(
|
∑
rVrRr,k

∑
rVr + Pa,kσ̂

2
a,kI||

∑
rVrRr,k

∑
rVr + σ̂2

b,kI|
|(Pa,kσ̂2

a,k + σ̂2
b,k)

∑
rVrRk,r

∑
rVr + Pa,kσ̂2

a,kσ̂
2
b,kI|

)
(45)

= log2

(
|Pa,kVkRr,kVk + Pa,kσ̂

2
a,kI||PaVkRr,kVk + σ̂2

b,kI|
|(Paσ̂2

a,k + σ̂2
b,k)Pa,kVkRr,kVk + Pa,kσ̂2

a,kσ̂
2
b,kI|

)
=

Ln,k∑
l=1

log2

(
1 +

1

ξa,k,l + ξb,k,l + ξa,k,lξb,k,l

)
. (46)

where ze is the measurement of Eve, ηe,k,l is the MSE of the
l-th beam of Eve, Ck in (27) is the KR of the k-th UE when all
the beams of the UE and the Eve are non-overlapping. When
σ2
a = σ2

b and Pa = Pb, the equation (a) holds due to ηa,k,l =
σ2
a/(KMσ2

gσ
2
f,k,lPb) ≤ ηb,k,l = σ2

b/(KMσ2
gσ

2
f,k,lPa,k).

IX. NUMERICAL RESULTS

This section showcases the numerical results to validate the
performance of the proposed key generation schemes

A. Parameter Settings

1) Device Configuration: The BS is located on the x-axis
with antenna spacing da = λ/2 and λ = 0.01 m, where the
coordinate of the first antenna is (9.84, 1.07, 1.37). The first
reflecting element is located at (29.54, 3.68, 3.68). The side
length of an element is normalized by the wavelength and
set as half-wavelength, i.e., dr = dr

λ = 1
2 . The two UEs are

located at the x− y plane. The transmitting powers of the BS
and UEs are set identically as Pt = Pa = Pb dBm. All noise
powers are set as σ2

0 = σ2
a = σ2

b = −96 dBm.
2) Channel Configuration: The path-loss effect is modeled

as βuv = β0(
duv

d0
)−ϵuv , u, v ∈ {a, b, r}, where ϵuv is the path-

loss exponent, β0 = −30 dB denotes the path-loss effect at
d0 = 1 m and duv is the link distance. The path-loss exponents
of the BS-RIS and UE-RIS links are set as ϵar = 2.2 and
ϵbr = 2.8, respectively.

The number of clusters in the BS-RIS channel is Lg = 2 and
each cluster has 3 paths. The channel variance of the BS-RIS
channel is σ2

g = 1. The number of clusters in each UE-RIS
channel is Lf,k = 2 and each cluster has 2 paths. The channel
variance of the k-th UE-RIS channel is σ2

f,k,l = 1.

B. The Proposed and Compared Schemes

The proposed schemes are summarized as:
1) Full-array configuration with power allocation (FA

w/ PA): The LS method is employed to estimate the
beam-domain channel in (6). The precoding and phase-
shift vectors are configured according to Section V.
The power allocation based on Algorithm 1 is used to
optimize the KR in (29) in Section V-E.

2) Full-array configuration without correlation (FA w/o
C): The configuration of phase shift and precoding
vectors are the same as the full-array configuration. The
pilot length is chosen based on non-overlapping beams.

3) Sub-array configuration (SA): The LS method is
employed to estimate the beam-domain channel in (6).
The precoding and phase-shift vectors are configured in

Section VI. Since the KR in (46) is determined by Pa,
the power Pa,k is equally allocated.

4) Full-array configuration with Deep learning-based
power allocation (FA w/ DLPA): The beam-domain
channel in (6) is estimated. The precoding and phase-
shift vectors are configured according to Section V.
The deep-learning-based power allocation is shown in
Section V-F to optimize the KR in (28).

The benchmark schemes are summarized as:
1) Random configuration (RA): Both the precoding and

phase-shift vectors are randomly configured [5]. The
equivalent channel in (3) is measured.

2) CCM-based configuration (CCM): The equivalent
channel in (3) is measured. Both the precoding matrix
[10] and the phase-shift vector [8] are optimized based
on the CCM of subchannels in (16) to maximize (21).

3) Hardamard-pattern configuration (HP): According to
[16], the subchannels of the cascaded channel in (5)
is measured. The precoding and phase-shift vectors are
configured in the Hardamard pattern [18].

4) Full-array configuration (FA): The beam-domain
channel in (6) is measured. The precoding and phase-
shift vectors are configured according to Section V. With
equal power allocation, the KR in (29) is calculated.

C. Performance Analysis

The figures presented use solid or dashed lines to represent
numerical results, while simulation results are denoted by
markers. Monte Carlo simulations are used to verify the
numerical results, and the ITE toolbox [41] is employed to
calculate the mutual information of the measurements of the
BS and the UEs for further validation.

1) Evaluation of KR: We evaluated the KR of two UEs
against transmit power, the number of reflecting elements as
well as antennas and then extended it to more UEs.

Figure 4 depicts the beam-domain channel of a UE. The BS-
RIS channel comprises 2 clusters, each containing 3 paths.
As shown in Fig. 4, three non-zero values along the y-axis
represent a cluster of the BS-RIS. Additionally, the UE-RIS is
composed of 2 clusters, each containing 2 paths. The two non-
zero values along the x-axis represent a cluster of the UE-RIS.
Given that the BS-RIS channel has a total of 2× 3 = 6 paths
and the UE-RIS channel has 2× 2 = 4 paths, Fig. 4 exhibits
a total of 6× 4 = 24 non-zero values, since the beam-domain
channel is the cascade of the BS-RIS and UE-RIS channels.

Figure 5 exhibits the KR that BS and two UEs can extract
in each channel probing with different transmit powers. The
two UEs are located at (0, 0, 0) and (150, 150, 0). In FA w/
PA configuration, the BS and a UE apply the channel probing
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protocol in Section IV to estimate a cluster of 4 paths. The
increase in the transmit power has a big influence on the
KR since the high power improves the similarity of their
measurements. The KR of the FA w/ DLPA configuration fits
the KR of the FA w/ PA configuration, which validates the
performance and reduces the complexity. The KR of the RA
configuration is the least favourable due to the possibility of
the random phase shift vector being orthogonal to the spatial
angles of the beam-domain channel, resulting in almost zero
channel variance. Additionally, the average disparity between
the KR of the FA w/ PA configuration and the RA config-
uration is substantial. This is attributed to the beam-domain
channel offering more channel dimensions for key generation,
thereby enhancing the overall key rate. Compared to the HP
configuration, the FA w/ PA configuration also has a small
decrease, since the HP configuration consumes more pilot
overhead to estimate the subchannels of the cascaded channel
and the estimation noise is smaller. However, there exists
serious auto-correlation between the measurements from the
HP configuration while the measurements from the proposed
scheme are nearly uncorrelated.

Figure 6 illustrates the KR per channel probing for a
different number of reflecting elements. It is apparent that the
KR improves with the number of reflecting elements since
the increase of reflecting elements improves the SNR at the
receivers. What’s more, the KR of the CCM configuration
does not increase greatly, because the channel dimension is
limited. As shown in Fig. 6, the KR of the FA configuration
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approaches the KR of the FA w/ PA configuration with the
increase of elements. Since when the estimation noise gets
smaller, the optimal power allocation strategy for FA w/ PA
generally approaches equal power allocation. Furthermore,
Fig. 7 investigates the KR versus the number of antennas.
It is observed that the KR increases with antennas. With the
increment in the number of antennas, the estimation of the
most powerful beam from the BS to the RIS is more accurate,
which improves the KR.

Figure 8 extends the case of two UEs to the case of
multiple UEs. The former simulation considers the isotropic
environment, where the channel variances of beams are equal
and the (P1) is solved. The FA w/ DLPA scheme can solve
the (P2) in the non-isotropic environment, where the channel
variances of beams are not equal. Therefore, Fig. 8 illustrates
the performance of the FA w/ DLPA configuration for the
system where the channel variances of paths in fk are not
equal. In the case of non-equal channel variances, the channel
variances of 4 paths are set as 1.323, 1.312, 1.184, 1.181.
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Firstly, with the increase in the number of UEs, the total
KR of the system is increased. Secondly, in the case of FA
w/ PA, the KR extracted from the paths with equal channel
powers is greater than the KR extracted from the paths with
different channel powers. Finally, in the case of FA w/o C,
the KR extracted from the paths with equal channel powers
is smaller than the KR extracted from the paths with different
channel variances, since each UEs extract KRs from the first
two strongest paths.

2) Evaluation of Evesdropping: Figure 9 illustrates the
effect of cross-correlation between the beam-domain channels
of a UE and an Eve on the KR. In this scenario, two clusters,
each containing two paths, are shared between the UE and Eve,
leading to correlated channel gains. As the cross-correlation
coefficient increases from 0.1 to 1, there is a noticeable decline
in the KR for the proposed schemes, denoted by solid lines.
This decrease occurs because Eve intercepts more secret keys
as the cross-correlation rises. Furthermore, Fig. 9 also explores
the FA w/ PA scheme under two additional conditions: the
presence of a single overlapping cluster and the absence of any
overlapping clusters, depicted with dashed lines. The highest
line represents the scenario without overlapping clusters be-
tween the UE and Eve, indicating either the absence of Eve
or Eve far away from the UE. When there are one or two
overlapping clusters, the KR is lower compared to the scenario
without overlapping clusters.

3) Evaluation of BDR: As shown in Section VII-A, after
the channel probing process, the BS and UEs quantize their
measurements into binary sequences. We evaluated the BDR
of two UEs against transmit power.

The plot in Fig. 10 illustrates the relationship between
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Fig. 11. (a) Correlation of channels in the antenna domain. (b) Correlation
of channels in the beam domain. N = 46, M = 36.

TABLE I
RANDOMNESS TEST RESULTS

FA w/ PA FA w/ DLPA FA w/o C SA
Frequency 0.15 0.11 0.74 0.01

Block frequency 0.57 0.22 0.46 0.46
Runs 0.72 0.57 0.23 0.60

Longest run of 1s 0.86 0.83 0.16 0.66
DFT 0.83 0.80 0.81 0.08

Serial 0.65 0.36 0.39 0.73
0.64 0.68 0.59 0.98

Appro. entropy 0.34 0.85 0.62 0.38
Cum. sums. (fwd) 0.23 0.16 0.85 0.01
Cum. sums. (rev) 0.19 0.07 0.54 0.02

the BDR and the transmit power. It is observed that the
BDR decreases as the transmit power increases. This can
be attributed to the fact that higher SNR values result in
fewer discrepancies between the measurements of Alice and
Bob. The BDR of the HP configuration is smaller than other
schemes since the pilot length is NM which greatly reduces
the estimation power. The BDR of the RA configuration is
the highest because the random phase shift vector may be
orthogonal to the spatial angles of the fk which makes the
channel power nearly zero. The SA configuration exhibits a
higher BDR compared to other proposed schemes due to the
scaling of the complex gain by the inverse of the number of
UEs, resulting in impaired performance. The BDR of the FA
w/ PA configuration is higher than the FA configuration since
the water-filling algorithm allocated more power to the UE
with stronger UEs. Therefore, the BDR of the poorer UE will
greatly increase the total BDR.

4) Evaluation of Randomness: We investigate the impact
of spatial correlation on the randomness of measurements of
beams in fading blocks, which are used as a random source
for key generation. As shown in Fig. 11, the spatial correlation
between channel coefficients in the antenna domain is serious,
while the spatial correlation between channel coefficients in
the beam domain is weak. To evaluate the randomness of the
measurements, we employ the National Institute of Standards
and Technology (NIST) test suite, a widely used tool in the
key generation field [34]. Specifically, we generate 6000 fading
blocks, where each block contains 4 measurements of 4 paths,
with N = 39, M = 144, and Pt = 20 dBm. We apply
9 statistical tests from the NIST test suite using the toolbox
[42], and for each test, we obtain a p value. A p value greater
than 0.01 indicates that the sequence passes the particular
randomness test. Our results, summarized in Table I, show that
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all the p values are greater than 0.01. The simulation results
show that the spatial correlation of beam-domain channels
does not affect the randomness of measurements.

X. DISCUSSION

A. Large-Scale UEs
When the number of UEs increases, more than one UE

might have the same spatial angles. If two UEs near each other
have paths of the same spatial angle, the complex gains of the
paths are correlated. In the worst case, two UEs have two
paths sharing the spatial angle and having highly correlated
complex gain, where the complex gain is near the same. The
secret keys extracted from these two paths can not be used.
In such worst case, the key rate is given by

CW =

K∑
k=1

∑
l∈Gk

log2

1 +
Mσ2

gσ
2
f,k,lPa,k

σ̂2
aPa,k + σ̂2

b +
σ̂2
aσ̂

2
b

Mσ2
gσ

2
f,k,l

 ,

(48)

where Gk is the set containing the indices of the paths which
do not overlap with paths of other UEs.

B. The Condition for Distinguishing UEs
As described in Section IV-A, the BS uses the OMP

algorithm to estimate the spatial angles. The codebook is
F = U∗

M ⊗ UN , where UM and UN predefine the spatial
angles at the RIS and the BS, respectively. The number of
paths of the BS-RIS and the k-th UE-RIS channels are Jg
and Jf,k, respectively. A non-zero value in the beam-domain
channel of the k-th UE xk corresponds to a column vector of
F. Although UEs share the same BS-RIS channel, the non-
zero values of {xk} are on different entries since the spatial
angles of the UE-RIS channels are different. According to
[13] and [30], the total number of non-zero elements in xk
is JgJf,k, which is always much smaller than the size of
the codebook MN . With the sparsity of mmWave channels,
the OMP algorithm can be used to estimate {xk} and the
coordinates of {xk} help distinguish the spatial angles of UEs.

XI. CONCLUSION

In conclusion, this paper addressed the challenges of opti-
mizing PLKG in RIS-assisted mmWave multi-user systems.
By transforming channels from the spatial domain to the
beam domain, we proposed an effective channel probing
method based on the OMP and LS algorithms to acquire
angular information and channel gain. Analyzing the CCM of
the beam-domain channel, we observed uncorrelated channel
gains, which influenced our approach to KR optimization.
Through the design of phase shift and precoding vectors,
along with power allocation methods based on the water-
filling algorithm and deep learning, we achieved superior key
generation performance. Additionally, we introduced a sub-
array configuration scheme that leveraged differences in spatial
angles between users, successfully reducing pilot overhead.
The presented numerical results verified the efficacy of our
proposed methods, demonstrating their superiority over exist-
ing CCM-based algorithms in PLKG.

APPENDIX

A. Proof of the Sparsity Property

In order to prove the Eq. (7), we should prove the sparsity
property of the virtual beam-domain channel from both sides
of BS and RIS. If the elevation and azimuth angles of a path
from RIS are φ0 and θ0, respectively, we have

[UH
Ma(θ0, φ0)]n =

(
aHz (φn)az(φ0)

)
⊗
(
aHy (θn, φn)ay(θ0, φ0)

)
=

1

M

∑
mz

e−i2π(mz−1)(φ̄0−φ̄nz )
∑

my

e−i2π(my−1)(θ̄0−θ̄ny )

=
1

M
e−iπ(Mz−1)(φ̄0−φ̄nz )

sin(−πMz(φ̄0 − φ̄nz
))

sin(−π(φ̄0 − φ̄nz
))

× e−iπ(My−1)(θ̄0−θ̄ny )
sin(−πMy(θ̄0 − θ̄ny

))

sin(−π(θ̄0 − θ̄ny
))

, (49)

where φ̄0 = d
λ sinφ0, θ̄0 = d

λ cosφ0 sin θ0, φ̄nz
= d

λ sinφnz
,

θ̄ny
= d

λ cosφnz
sin θny

, ny = mod (n − 1,My) and nz =
⌊(n− 1)/My⌋. If Mz and My go to infinity, we have

lim
MzMy→∞

[UH
Ma(θ0, φ0)]n = δ(φ̄0 − φ̄nz

)δ(θ̄0 − θ̄ny
), (50)

where δ(x) = 0 if x ̸= 0; δ(x) = 1 if x = 0.
If the azimuth angle of a path from BS is ψ0, we can

similarly prove limN→∞[UH
Nb(ψ0)]n = δ(ψ̄0 − ψ̄n), where

ψ̄0 = d
λ sinψ0, ψ̄n = d

λ sinψn.
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