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A B S T R A C T

Safety and security interdependencies have been of interest for researchers for several decades. However, in practice, they are not given the necessary consideration 
yet due to various reasons, such as lack of understanding and reluctance to change current practices. This research is aimed at advancing the state of the art in this 
area by developing a practical, easy to adapt and to use methodology for managing interdependencies and trade-offs throughout the development lifetime of cyber 
physical systems. The methodology is named TOMSAC, short for Trade-Off Management between Safety And Cyber security.
1. Introduction

A good general survey of co-engineering methods for safety and cy-

ber security across the entire cyber-physical domain is given by Kaval-

lieratos et al. (2020). It provides a comprehensive survey of 68 safety 
and cyber security co-engineering methods and discusses relevant open 
issues and research challenges. The 68 methods are categorised as “in-

tegrated” (i.e. two separate interrelated safety and security processes) 
or “unified” (i.e. one unified process combining both safety and secu-

rity). 37 of the reviewed methods are integrated, and 31 are unified. 
The majority of the methods reviewed are model-based (52 out of 68) 
and are developed for a single application domain (45). Only 20 meth-

ods are informed by relevant standards, and interestingly the majority 
of reviewed methods (49) do not address the issue of conflict-resolution. 
Only 28 methods include techniques to communicate results to stake-

holders, while the majority (41) are not supported by any software tool 
or toolkit. Taken together, these results suggest that the field of cyber 
security and safety co-engineering is far from mature.

Eames and Moffett (1999) make the point that there are disadvan-

tages to approaches that attempt to unify safety and security analysis 
techniques concluding (re ‘unification’) that “in the majority of situa-

tions it is inappropriate to attempt to unify safety and security risk anal-

ysis techniques.” Regarding ‘integration’ they conclude that “the value 
in integrating safety and security lies with harmonising techniques from 
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each domain.” This approach (integration) allows the specialised tech-

niques from both the safety and security domain to remain unchanged, 
and the specialist expertise does not need to be retrained.

The AQUAS (Pomante et al., 2019) project began by trying to inves-

tigate the inter-dependence of safety, security and performance in the 
context of the increasing complexity caused by linking the open world 
and the embedded world. They set this work in five different domains 
(Air Traffic Management, Medical Devices, Rail Carriages, Industrial 
drive and Space multicore architectures).

A key contribution of AQUAS was to advance, where relevant, a 
combined approach for standards beyond the current state of the art. 
This was done by evolving the concept and practice of the security 
informed safety case with impact on performance taken into consid-

eration. Implications for Systems of Systems were also drawn out. The 
AQUAS paper is closest to our approach, which is restricted to the au-

tomotive domain.

Looking specifically within the automotive domain, as early as 2013 
Bloomfield et al. (2013) were working on “security-informed safety” 
based on the impact that security might have on structured safety cases. 
They point out the challenges facing an interworking of security and 
safety, including the need for a common ontology, the differences be-

tween the principles that underpin the areas, the differing underlying 
threat models, and the need for a common approach to the safety and 
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security standards. This interest resulted in Robin Bloomfield and oth-

ers from his company writing the BSI code of practice PAS:11281 “to 
provide recommendations for managing security risks that might lead 
to a compromise of safety in a connected automotive ecosystem” (B. S. 
Institution, 2018).

More recently, cybersecurity has become a regulated area for sev-

eral vehicle categories, including passenger cars, buses and trucks. UN 
Regulations 155 (UNECE, 2021a) and 156 (UNECE, 2021b) specify re-

quirements for cybersecurity and software updates respectively, which 
manufacturers must meet in order to be granted type approval for those 
vehicles in countries that implement the regulations. In particular, the 
EU has implemented UN R155 as part of the General Safety Regula-

tion (GSR2), further establishing the important role that cybersecurity 
plays in overall safety. Compliance with R155 is also required as part of 
other UNECE regulations including R157 (UNECE, 2021c) on the type 
approval of Automated Lane Keeping Systems (ALKS), which requires 
consideration of “cyber-attacks having an impact on the safety of the 
vehicle.”

In August 2021, the new international standard ISO/SAE 21434 
“Road vehicles – Cybersecurity engineering” (ISO/SAE, 2021a) was 
published to support the practical implementation of UN R155. This 
document was developed by experts from across the automotive indus-

try including vehicle manufacturers, the tiered supply chain, cybersecu-

rity consultants and government organisations. It is now in widespread 
use by the automotive industry as the state-of-the-art for cybersecurity 
engineering, providing guidance on implementing a cybersecurity man-

agement system and carrying out the cybersecurity activities needed to 
support compliance with UN R155. ISO/SAE 21434 explicitly requires 
organisations to identify other engineering disciplines that interact with 
cybersecurity, such as functional safety, and establish communication 
channels between those disciplines. In addition, the international stan-

dard ISO 26262 for functional safety (ISO, 2018) contains a reciprocal 
requirement to identify interactions and establish communication chan-

nels between functional safety and cybersecurity. The strong relation-

ship particularly between cybersecurity and functional safety can be 
seen in the way the two standards ISO/SAE 21434 and ISO 26262 share 
common elements of the process frameworks they define, for example 
the aligned lifecycle phases and risk management approach.

Within automotive, the first area in which the safety / cyber secu-

rity trade-off became apparent was within the area of the CAN bus. This 
bus was designed for inter-ECU communication. It was defined without 
security in mind and with very high reliability. Kleberger et al. (2011)

provide an overview of in-vehicle security threats and potential protec-

tions with respect to the CAN network.

Authenticity is an important security requirement for automotive 
systems, and many software or hardware authentication solutions are 
surveyed in Kleberger et al. (2011). Of these solutions, Message Au-

thentication Code (MAC) is the key technique. The limited bandwidth 
and payload size of the CAN protocol means those techniques tend to be 
lightweight in order to keep other design requirements satisfied. Since 
CAN is primarily a protocol designed for safety, this can be seen as an 
early step in trading off between safety and security requirements.

Lin and Yu (2016) give a good review of safety and security trade-

offs looking at TTEthernet (Time Triggered Ethernet). This is seen as 
one of the competitors to replace the CAN bus, although the authors use 
TTEthernet as a communication medium between vehicles, rather than 
inside them. They look at three use cases: secret key management, frame 
replication and elimination, and Virtual Local Area Network (VLAN) 
segmentation.

Apvrille and Li (2019) work on the basis that a single person (or a 
single team) is responsible for the initial design of the system, and so 
it is relatively straightforward to harmonise safety, security and perfor-

mance requirements. TTool (Apvrille, 2008) (their tool of choice) keeps 
the entire modelling and verification process in a single toolkit, which 
is carried out simultaneously for safety, security and performance re-
2

quirements. Apvrille and Li (2019) note that the soundness of the model 
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transformation for ProVerif is partially proved. They also offer Design 
Space Exploration within their work. But by looking at security, safety 
and performance separately it seems that they then lose out on any 
chance to exploit interdependencies between these. They propose mak-

ing one of security, safety or performance a primary requirement of the 
tool, and provide ways to deal with unsatisfied elements from the other 
two. This is an indication that the paper (although it uses vehicles in the 
case study) is in fact focused at the moment on smaller CPS sectors. Our 
work is very much focused on vehicles at the moment, and we look at 
the question of comparing the interrelationships of safety and security 
from their point of view.

Looking more widely than communication technologies, in Huber et 
al. (2018) the authors look at how organizations from the automotive 
industry “tackle the challenge of integrating safety and security aspects 
during system development.” Their overall conclusion is that currently 
“there are significant deficits in the integration of both domains.” The 
authors present an exploratory survey (restricted to Europe) of integrat-

ing safety and security aspects during system development within the 
automotive industry. Four key findings (KFs) emerged from this study:

(KF1) the majority of (automotive) organizations do not actively take 
interdependencies between safety and security requirements into 
account.

(KF2) prevalent problems concerning complexity, traceability change 
management and availability of resources complicate the inte-

gration of security.

(KF3) the objectives of both the security domain and the safety domain 
span across multiple organizations.

(KF4) there is a relatively uniform understanding and general aware-

ness within the organisations concerning the fundamental differ-

ences between the safety and security domain.

The conclusion from these key findings was the need for a holistic 
model that unifies documentation artifacts in order to reduce complex-

ity and facilitate effective change management.

Four types of interactions between safety and security have been in-

troduced by Piètre-Cambacédès (2010) (in French), and then published 
by Kriaa et al. (2015). These interactions include:

(1) Conditional dependency: fulfilment of safety requirements is a con-

dition for security, or vice versa;

(2) Mutual reinforcement: safety requirements or measures increase se-

curity, or vice-versa;

(3) Antagonism: safety and security requirements or measures conflict 
with each other;

(4) Independency: no interaction.

Kolb et al. (2021) argue that more rigorous definitions of safety and 
cyber security are needed, which would consider:

• Directionality: are safety and security uni-directional or bi-

directional and from which direction do they flow?

• Intensity: for a quantifiable co-analysis, the intensity of these inter-

actions has to be considered.

• Nature of the interaction: for each of the possible interactions, 
from influence to dependency or antagonism, accounting for the 
positive or negative impact of such an interaction is fundamental. 
Moreover, conditional dependencies raise the question of who is 
responsible for actions when safety and security are heavily depen-

dent.

Kolb et al. (2021) performed comparative analysis of 14 methods for 
model-based safety and security co-analysis. The following are the key 
findings/challenges:
• Most methods combine attack trees and fault trees.
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Fig. 1. The Impact of Safety Measures on Cyber Security.

• No novel constructs for capturing safety-security interactions are 
introduced. Instead, the existing constructs for safety and security 
modelling are merged.

• Safety and security interactions are not fully understood yet.

• No novel metrics have been proposed to quantify safety-security 
interactions.

• No large case studies on safety/security co-analysis were carried 
out.

The overall aim of our research is to continue to address these chal-

lenges.

2. Safety and cyber security interdependencies

Figs. 1 and 2 show the interdependencies between safety and cy-

ber security measures and requirements. Fig. 1 shows the impact of 
safety measures on cyber security, while Fig. 2 the impact of cyber 
security measures on safety. Three types of relationships, defined in 
Piètre-Cambacédès (2010), Kriaa et al. (2015), are depicted in Figs. 1

and 2: antagonism, reinforcement, and conditional dependency.

In addition to interdependencies between the safety and cyber se-

curity requirement and measure levels, there could be dependencies 
between the failure and attack levels as well. E.g., a safety failure could 
contribute to enabling a security attack, or vice versa. Furthermore, a 
safety failure could block a security attack, or vice versa. Thus, two 
new types of relationships can be defined: “enabling” and “blocking”. 
We have expanded the initial classification of safety and security inter-

dependencies, proposed in Kolb et al. (2021), and added “enabling” and 
“blocking” relationships, as shown in Fig. 3.

Along with relationship types, Fig. 3 includes various factors, rele-

vant for all relationship types, such as:

• Direction – there are two directions, either from safety to security 
(the effect of safety on security), or vice versa.

• Intensity – the measure of the intensity of the interdependency.

• Methods/models – various methods and models to facilitate the 
analysis of interdependencies.

The aim of our work is to present a method that allows the rela-

tionship between safety and cyber security to be considered together at 
each stage of the Cyber Physical System (CPS) lifecycle, and that will 
highlight the interaction between them both.

3. Methodology overview

Fig. 5 shows the framework of TOMSAC methodology, which in-

cludes:

• lifecycle phases of CPS;

• teams involved in the development process, such as design/devel-
3

opment, safety and cyber security teams, suppliers and users;
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Fig. 2. The Impact of Cyber Security Measures on Safety.

• synchronization points at different lifecycle phases for teams to 
align their work products and make trade-offs, if necessary.

There are numerous teams involved in CPS development, such as 
developers, safety team, cyber security team, etc., who follow their own 
standards, have different processes, develop different work products, 
and, even speak different languages, or use the same terms to mean 
different things, which makes it difficult for them to fully understand 
each other and integrate their work results. The aim of the TOMSAC 
methodology is to provide these teams with a unified framework to 
facilitate communication and alignment of their work.

4. The TOMSAC methodology tailored for the automotive domain

The automotive sector, more precisely, automated road vehicles, 
is our main area of expertise. Thus, we will first tailor the TOMSAC 
methodology to this sector. Lifecycle phases are therefore adjusted to 
the ISO 26262 (ISO, 2018) and ISO/SAE 21434 (ISO/SAE, 2021a) ac-

tivities. ISO 26262 is road vehicle functional safety standard, while 
ISO/SAE 21434 is the cyber security standard. Both ISO 26262 and 
ISO/SAE 21434 require the identification of related disciplines and 
to establish and maintain communication channels between those dis-

ciplines. ISO 26262 explicitly mentions cybersecurity, and similarly 
ISO/SAE 21434 identifies functional safety as related disciplines.

The following sub-sections describe the application of the TOM-

SAC methodology to the automotive concept and product development 
phases.

4.1. Trade-off management during concept phase

Fig. 4 includes an overview of the TOMSAC methodology applied to 
automotive development concept phase.

In this phase, the automotive Original Equipment Manufacturers 
(OEMs) or the teams involved share responsibilities, and develop a sys-

tem concept model. As part of the system concept model they would 
carry out an initial risk assessment concluding by agreeing on the asso-

ciated safety and cybersecurity requirements and measures.

As we can see from Fig. 4, there are three teams involved in this 
phase: development, safety, and cyber security. We propose three syn-

chronization points in this phase for teams to align their work products 
and make any necessary trade-offs.

4.1.1. Synchronization point (1): agreed roles, responsibilities, regulations

At this point, a meeting should be organized among all teams to 
agree on how they will coordinate their work. The agreement could 
include the defined roles, responsibilities, regulations they will follow, 
schedules, and so on.

4.1.2. Synchronization point (2): agreed safety and cyber security goals

It is useful to have a synchronization point at the end of risk assess-
ment, when safety and cyber security goals (high-level requirements) 
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Fig. 3. Safety and security interdependencies.

Fig. 4. The concept phase activities and synchronization points between development, safety, and cyber security teams.
4

Fig. 5. The lifecycle phases of CPS, the teams involved and the synchronisation/trade-off points.
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Fig. 6. Concept phase activities and synchronization points between develop-

ment, safety, and cyber security teams.

are defined, and their corresponding risk levels are determined. The ob-

jectives of this synchronization point are twofold:

(1) To verify if all important assets of the system (from the developers’ 
point of view) are protected - i.e., to make sure that the safety and 
cyber security teams haven’t missed anything; and

(2) to make an initial interdependency analysis between safety and 
security by analysing the relationships between safety and cyber 
security goals.

To meet the first objective, we could use relationship matrices to map 
safety and cyber security goals to system assets, as shown in Fig. 6. In 
Fig. 6, “O” denotes that the goal (row) contributes to protecting the 
asset (column).

All three teams need to agree on the safety and cyber security goals, 
their risk levels, and risk treatment option (either reducing or avoiding, 
sharing, retaining) for each asset, in accordance with ISO 26262 and 
ISO/SAE 21434 respectively.

To meet the second objective, we could use the relationship matrices 
GG1 and GG2, shown in Figs. 7 and 8 respectively. GG1 helps to analyse 
the impact of cyber security goals on safety goals, while GG2 focuses on 
the impact of safety goals on cyber security goals.

In Fig. 7, “O” denotes that cyber security goal (column) contributes 
to satisfying safety goal (row), while “X” means that cyber security goal 
(column) conflicts with safety goal (row).

Meanwhile, in Fig. 8, “O” shows that safety goal (column) con-

tributes to satisfying security goal (row), while “X” – that safety goal 
(column) conflicts with cyber security goal (row).

Matrices GG1 and GG2 are also useful to agree on risk treatment 
options for interdependent safety and cyber security goals.

4.1.3. Synchronization point (3): agreed safety and cyber security 
requirements and measures

Once safety and cyber security goals have been finalized, the re-

quirement with risk treatment option “reduce” are refined into re-

quirements – design-independent strategies to achieve goals. Safety 
and cyber security requirements are also assigned safety and security 
measures, which are then allocated either to the vehicle’s systems or 
environment.

At this point, when safety and security measures have been deter-

mined by respective teams, we can start to analyse possible interdepen-

dencies between them.

To identify and resolve potential conflicts between measures, we can 
use Cyber Risk Assessment Framework (CRAF) (Asplund et al., 2019). 
The CRAF method includes:

• A pre-defined mapping between data security and safety properties 
(see Fig. 9);

• A set of tables, completed by both safety and security teams (see 
Figs. 10-12).

Fig. 10 can be used by the safety team to analyse if cyber security 
5

requirements and measures do not conflict with safety, while Fig. 11 is 
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used to check if safety requirements and measures do not conflict with 
cyber security.

If potential conflicts are identified in Figs. 10 and 11, both teams 
need to try to resolve the conflicts by exploring alternative solutions. 
To evaluate the alternatives, Fig. 12 can be used.

Fig. 12 shows the types of safety and cyber security relationships, 
that can be analysed using the CRAF method. As we can see from Fig. 16

our work considers the antagonism relationship and includes models 
for interdependency and trade-off analysis (alternative solution evalu-

ation). The options in the key as possible entries in matrices MR1-4 in 
Fig. 14 include satisfaction, contributing to satisfaction and antagonism. 
These are captured in Fig. 16.

In addition to the CRAF method, we can use relationship matrices 
to help analyse other types of relationships, namely conditional depen-

dency and reinforcement. Fig. 14, shows a relationship matrix which 
integrates four smaller matrices, MR1-MR4, for analysing the relation-

ships between safety/cyber security requirements and measures.

The following are the steps for completing matrices MR1-MR4:

(1) Safety team fills in MR1.

(2) Cyber security team completes MR2.

(3) Cyber security team shares their list of security measures with 
safety team and safety team completes MR3;

(4) Safety team shares the list of safety measures with cyber security 
team and cyber security team completes MR4;

(5) Safety and cyber security teams meet and discuss the results of ma-

trices MR3-MR4 to reach the final agreement on safety and security 
measure selection. In case of conflicts Fig. 12 could be used to eval-

uate alternative measures.

If quantitative data of the effectiveness of safety/security measures 
in satisfying the requirements is available, this data could be used in 
Fig. 13 (throughout matrices MR1-MR4) to replace symbol “O”, which 
only indicates that the measure contributes to satisfying the require-

ment, but does not specify how effective this is. Thus, these matrices 
could be used to record “intensity” information as well.

Fig. 16 summarizes the types or safety and security relationship con-

sidered in matrices proposed so far.

Once the safety and cyber security teams have finalized the selection 
of safety and security measures, they should agree with the develop-

ment team about the allocation of measures to vehicle-level systems 
that implement the item (vehicle-level function) or to the environment. 
To facilitate this process, relationship matrices ME1-ME2, which map 
measures to vehicle systems or environment, could be used, as shown 
in Fig. 17.

These matrices are particularly useful to integrate the threat analy-

sis results of multiple items, since each item is analysed independently, 
therefore safety and cyber security requirements are specified and mea-

sures are selected independently as well.

4.1.4. Summary of matrices used in concept phase

Fig. 15 and Fig. 18 provide the summary of the matrices used in 
the concept phase. There are 10 matrices in total: four matrices are 
constructed at goal level and six at the requirement level.

4.2. Trade-off management during product development phase

In the product development phase we have four synchronization 
points, as shown in Fig. 19.

4.2.1. Synchronization point (4): agreed system-level requirements, safety 
mechanisms and security controls, and their allocation

Once a detailed system design is developed by the development 
team, the safety and security teams can refine concept-level safety and 
cyber security requirements into more detailed system-level require-
ments. Furthermore, concept-level safety and security measures are 
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Fig. 7. Relationship matrix GG1 to analyse conflicts of cyber security goals with safety goals.

Fig. 8. Relationship matrix GG2 to analyse conflicts of safety goals with cyber security goals.

Fig. 9. Mapping between data safety and security properties.

Fig. 10. CRAF table for conflict analysis between security measures and safety.

Fig. 11. CRAF table for conflict analysis between safety measures and security.
6

Fig. 12. CRAF alternatives’ evaluation.
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Fig. 14. Relationship matrices MR1 – MR4 for interdependencies between measures and requirements.

O – measure (column) contributes to satisfying the requirement (row);

C – having the measure (column) is a condition for satisfying the requirement;

X – measure (column) may violate the requirement (row).
Fig. 13. Relationships addressed by the CRAF method.

refined into technical safety mechanisms and security controls, which 
are assigned to corresponding system elements, where they will be al-

located. Several relationship matrices can be used at this stage to help 
teams identify interdependencies and make trade-offs, if necessary.

Firstly, matrices MR5-MR8 can be constructed, as shown in Fig. 20. 
These matrices are more refined versions of MR1-MR4, developed in 
concept phase.

The following are the steps for completing matrices MR5-MR8:

(1) Safety team completes in MR5.

(2) Cyber security team completes MR6.

(3) Cyber security team shares their list of security controls with safety 
team and safety team completes MR7;

(4) Safety team shares the list of safety mechanisms with cyber security 
team for completing MR8;

(5) The safety and cyber security teams meet and discuss the results of 
matrices MR5-MR8 to reach the final agreement on safety and secu-

rity measure selection. In the event of conflicts, the teams need to 
make trade-offs to remove conflicts while retaining an acceptable 
residual risk level.

Once safety and cyber security teams have finalized the selection of 
safety mechanisms and security controls, they should agree with the 
development team about the allocation of measures to system elements. 
To facilitate this process, relationship matrices ME3-ME4, which map 
safety mechanism and security controls to system elements, are shown 
in Fig. 21.

4.2.2. Synchronization point (5): agreed hardware and software-level 
safety and cyber security requirements

At this stage, system-level cyber security requirements are refined 
into hardware and software-level cyber security requirements, which 
are specified for hardware and software implementation.

This synchronization point is aimed at identifying possible inter-

dependencies between safety and cyber security requirements for the 
same hardware and software components. Four matrices, RE1-RE4 can 
7

be used for this purpose, as shown in Fig. 22. Furthermore, these matri-
Fig. 15. Description of the 10 matrices used in the concept phase.

Fig. 16. Relationships addressed by matrices GG1-GG2 and MR1-MR4.

ces are useful for defining software/hardware component performance 
requirements.

4.2.3. Synchronization point (6): agreed detailed design

At this stage, safety mechanisms and cyber security controls are 
added to detailed system design by the development team, which then 

need to be reviewed by all three teams.
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Fig. 17. Relationship matrices ME1 and ME2 to allocate safety and security 
measures to vehicle systems/environment

X – the measure (row) is allocated to the item/environment (column).

Fig. 18. Summary of concept phase matrices at: a) goal level; b) requirement 
level.

4.2.4. Synchronization point (7): agreed post-development safety and 
cyber security requirements

At the end of product development phase, safety and cyber secu-

rity requirements for post-development phase have to be defined. These 
phases include production, operation and maintenance, and decommis-

sioning. A relationship matrix can be used for each phase, as shown in 
Fig. 23. In total, six matrices are defined, RA1-RA6.

Additional requirements for post-development phase activities, to 
facilitate the implementation of post-development safety and cyber se-

curity requirements, can be defined and added at the bottom of Fig. 23.

4.2.5. Summary of matrices used in product development phase

Fig. 23 and Fig. 24 include a summary of matrices used in the prod-

uct development phase.

In total, sixteen matrices have been defined for this phase: six for 
analysis of interdependencies at system-level requirement level; four 
for hardware and software-level requirement level; and six for post-

development requirement level.

5. Case study

The case study chosen is a vehicular platoon. Platooning is an ap-

plication where a group of vehicles move one after another in close 
proximity, acting jointly as a single physical system. The aims of pla-

tooning are to improve safety, reduce fuel consumption, and increase 
road use efficiency (Balador et al., 2022).

Platooning was chosen as a cyber-physical system use case because 
it directly involves both safety and cyber security, and decisions made 
about safety and security decisions can likely interact.

Any cyber security breach in such a high-speed network can com-

promise the safety and security of the system.

The safety and security analysis used for this case study have been 
8

done by ISO/SAE (2021b) and in-house using a commercial automotive 
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threat modelling and security analysis tool named ThreatGet (Christl 
and Tarrach, 2021), respectively. The Safety Analysis has been con-

ducted with The Hazard Analysis and Risk Assessment (HARA) method-

ology in accordance with (ISO, 2018) and the security analysis utilised 
the Threat Analysis and Risk Assessment (TARA) process as instructed 
in ISO/SAE (2021a).

5.1. The platoon architecture

Transportation by vehicular platoon has many advantages within 
the logistics industry where it can reduce fuel and environmental costs 
(Taylor et al., 2022). Fig. 25 shows the high-level architecture of vehic-

ular platoons. It can be seen that the architecture consists of two distinct 
domains:

The platoon domain contains the platoon vehicles with Vehicle-to-

Vehicle (V2V) communication between them. Further, it can be seen 
that the platoon contains two types of vehicles. (1) A single leader ve-

hicle – user driven and responsible for all the decisions regarding the 
speed and distance the other vehicles need to keep to maintain safety. 
The leader transmits this information to the member vehicles contin-

uously. (2) Multiple member vehicles – these vehicles are part of the 
platoon, and they are mostly driven autonomously. They rely on the in-

formation received from the leader vehicle, with sensor information to 
keep them informed of the vehicle in front of them, where they maintain 
the minimum distance among them as instructed by the leader vehicle. 
For instance, if the leader instructs the member vehicles to reduce speed 
by 5 mph, the member vehicles need to simultaneously reduce speed. 
Otherwise, collisions can occur between the platoon vehicles. More-

over, every vehicle in the platoon is equipped with CACC (Cooperative 
Automated Cruise Control) which enables the vehicles to navigate in a 
cooperative manner.

The infrastructure domain in the architecture represents the static 
part of the network and includes a Roadside Unit (RSU) and a Traf-

fic Control Centre. The platoon leader communicates with the Control 
Centre via the RSU using Vehicle-to-Infrastructure (V2I) communica-

tion. The vehicle platoon communicates continuously with the Control 
Centre in order to provide significant information, including its current 
location, which helps the Control Centre to keep track of the vehicle 
platoon.

5.2. Cyber security and safety issues in vehicular platoons

Cybersecurity and safety are critical concerns in vehicular platoons, 
which are, as defined in Section 5.1, groups of vehicles that commu-

nicate and coordinate their movements to improve safety, efficiency, 
and fuel consumption. Safety and cybersecurity are directly related 
to each other for vehicular platoons. Vehicular platoons rely specifi-

cally on wireless communications, which can be subjected to various 
attacks (Taylor et al., 2021).

A conflict between safety and security in automotive systems may 
seem counterintuitive. After all, the primary goal of both disciplines is 
to protect the users and ensure the optimal operation of the vehicle. 
However, the strategies for achieving these goals sometimes conflict, 
particularly when we examine connected and modern vehicles used for 
platooning.

For instance, the attacker can intercept the significant message 
shared by the leader vehicle and then transmit a message with tam-

pered information to the member vehicles. This can have a significant 
impact on safety as any false information can result in the collision of 
the vehicles which not only results in personal injuries but also will re-

sult in operational and financial losses. Therefore, to ensure the safety 
of the vehicular platoons, it must be ensured that the cyber security 
issues are addressed properly.

The implementation of vehicular platoons raises both safety and cy-
bersecurity concerns, including but not limited to:
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Fig. 19. Product development phase activities and synchronization

Fig. 20. Relationship matrices MR5 – MR8 to analyse interdependencies between m
O – mechanism/control (column) contributes to satisfying the requirement (row);

C – having the mechanism/control (column) is a condition for satisfying the require

X – mechanism/control (column) may violate the requirement (row).
Fig. 21. Relationship matrices ME3 and ME4 to allocate safety mechanisms and 
security controls to system elements.

X – mechanism/control (row) is allocated to the system element (column).

Safety: Vehicle-to-vehicle (V2V) communication is critical for the 
operation of vehicular platoons, and any failure in this communication 
can result in safety issues. For example, if one vehicle in the platoon 
fails to communicate with the others, it could cause the formation of 
the platoon to break, leading to a potential collision.

Cybersecurity: Reliance on V2V communication to coordinate the 
movements of a platoon makes them vulnerable to cyber-attacks. At-
9

tackers could potentially manipulate the communication between vehi-
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points between development, safety, and cyber security teams.

easures and requirements.

ment;

Fig. 22. Relationship matrices RE1-RE4 to assign hardware and software-level 
requirements to hardware and software components respectively.

X – requirement (row) is assigned to the hardware or software component (col-
umn).
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Fig. 23. Relationship matrices RA1-RA6 to assign safety and cyber security 
requirements to post-development phase activities. X – requirement (row) is 
assigned to an activity (column).

Fig. 24. Summary of product development phase matrices at: a) system-

level requirement level; b) hardware and software requirement level; c) post-

development requirement level.

Fig. 25. The architecture of a platoon.

cles, causing them to behave in unexpected ways and putting the safety 
and security of the vehicles and their occupants at risk.

Data privacy: Vehicle-to-everything (V2X) communication technol-

ogy enables vehicles to communicate with other vehicles and infras-

tructure, such as traffic lights, roadside units (RSUs), and other road 
users. The collection and sharing of this data raise privacy concerns, as 
sensitive information, such as the location and speed of vehicles, could 
be misused by malicious actors.

Interference: Interference from other wireless communication tech-

nologies, such as Wi-Fi, could potentially disrupt V2V communication, 
leading to safety issues and compromising the reliability of the platoon 
system.

Sensors: The use of sensors, such as cameras, lidars, and radars, is 
essential for the operation of vehicular platoons. However, any failure 
10

or malfunction in these sensors could result in incorrect information 
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being transmitted, which could compromise the safety of the vehicles 
and their occupants. They can also raise cybersecurity concerns, as they 
can be vulnerable to cyber-attacks. Attackers could potentially manip-

ulate the data being transmitted from the sensors, causing the platoon 
system to behave in unexpected ways and putting the safety of the vehi-

cles and their occupants at risk. The collection and transmission of data 
from sensors, such as cameras and radars, can also raise privacy con-

cerns. The sensitive information collected by these sensors, such as the 
location and speed of vehicles, could be misused by malicious actors.

The above concerns emphasize the importance of balancing the 
trade-off between cybersecurity and safety in vehicular platoons which 
requires a comprehensive approach, i.e., the proposed methodology in 
section 3, that considers the potential risks and consequences of both 
safety and cybersecurity compromises.

Generally, to address the above concerns, organizations implement 
robust cybersecurity measures and safety features including (i) encryp-

tion and authentication, to protect V2V and V2X communication from 
cyber attacks, and (2) redundant communication systems and fail-safes, 
to minimize the risk of safety issues in the event of a communication 
failure.

The proposed methodology provides a comprehensive approach that 
considers the potential risks, and consequences of both security and 
safety compromises with or without each other’s effects, their respec-

tive requirements, and measures to achieve an optimal balance between 
security and safety.

5.3. Discussion

An Excel tool has been built from the proposed methodology which 
takes in the main findings of the safety and security analysis reports 
and generates the defined interrelationship matrices in a step-by-step 
fashion. As explained in Section 3, these matrices, and in particular 
Fig. 10 and Fig. 11, are analysed by CRAF methods to resolve the poten-

tial conflicts. Due to constraints concerning space, the analysis artefacts 
presented below are simply meant to be indicative of how the proposed 
methodology can be applied. Fig. 26 is a snapshot of the Excel tool. The 
colourful series of spreadsheets are step-by-step implementations of the 
proposed methodology and its generated matrices.

Communications in network and system levels such as V2X (Vehicle-

to-Everything) and V2V (Vehicle-to-Vehicle) communication systems 
are essential components of connected vehicles, i.e., vehicular platoons, 
and they enable vehicles to communicate with each other and with the 
surrounding infrastructure. These communication systems use various 
encryption mechanisms to secure communication and prevent unautho-

rized access. However, as identified by the TOMSAC tool Fig. 27, they 
are some of the main points of the safety and security conflicts. Safety 
requirements dictate that the communication system must operate in 
real-time with minimal latency and with high reliability to ensure the 
safety of passengers and other road users. On the other hand, security 
requirements dictate that the communication system must be secure 
and resistant to cyber-attacks.

The encryption mechanism used in V2X and V2V communication 
systems adds latency and complexity to the system, which can impact 
the safety aspects of the system. For example, if the communication 
system experiences a delay due to encryption or decryption, it can cause 
a delay in the reaction time of the vehicle’s safety systems, which can 
result in accidents.

Therefore, it is crucial to balance the safety and security aspects of 
V2X and V2V communication systems. A carefully designed system that 
integrates both safety and security requirements can ensure that the sys-

tem operates optimally without compromising the safety of passengers 
and other road users.

To first ensure safe and efficient autonomous driving and secondly 
resolve the conflict, the hardware (HW) must be designed with suffi-

cient processing power, memory, and bus resources. Specifically, the 

HW should be capable of tracking and updating relevant metadata of 
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Fig. 26. Overview of the TOMSAC tool.
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Fig. 27. Identified vehicular platoons safety and security conflicts.
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a specific range to monitor the closest vehicles, pedestrians, and ob-

stacles in real time. Additionally, the HW must also accommodate an 
encryption mechanism to protect the data flow. However, implement-

ing a full encryption mechanism could potentially consume too many 
HW resources, which could impact performance. To address this con-

cern, a light version of the encryption mechanism may be implemented 
to avoid consuming excessive HW resources. This would strike a bal-

ance between maintaining the security of the data flow and optimizing 
the performance of the autonomous driving system.

Additionally, consider the conflict between secure software updates 
and the system’s need for uptime. Secure software updates are crucial 
in modern vehicles to address new security vulnerabilities and update 
vehicle functionalities. However, these updates can conflict with the re-

quirement for high system uptime, especially in a commercial platoon-

ing scenario where downtime translates directly to lost productivity. 
In such a case, for example, it could be proposed that a compromise 
solution such as using Over-The-Air (OTA) updates combined with a 
dual-banking system can resolve the conflict. In a dual-banking system, 
the vehicle’s software is stored in two separate memory banks. Updates 
can be downloaded and installed in the inactive memory bank while the 
active one continues to run the vehicle, thereby maintaining uptime. 
Once the update is complete, the system switches over to the updated 
bank (Feng et al., 2017).

Another potential conflict arises from the requirement for continu-

ous and reliable communication within a platooning fleet. Each vehicle 
in the platoon needs to maintain a consistent and secure connection 
with the others, sharing information about their status, position, speed, 
and more. However, ensuring both the safety and security of these 
communication channels is a complex task. Security measures such as 
encryption could introduce delays or data loss, leading to dangerous 
situations like sudden braking or swerving. To resolve this, advanced 
algorithms could be developed that prioritize safety-critical data for 
immediate transmission and processing, while non-critical data could 
undergo more thorough security measures without risking safety (Yaa-

coub et al., 2020).

6. Future work

Looking to the future, we hope to consider CPS generally (not just 
automotive). Here, there are a variety of other factors beyond safety 
and security which should be taken into account to fully understand 
the possible conflicts that can arise within a CPS.

Connected and autonomous vehicles face a wide range of potential 
conflicts, each with its own unique challenges. Here, we delve into a 
few of them, which are aimed to be included in the methodology.

Cost vs Security: Implementing robust cybersecurity measures, 
such as secure communication protocols and hardware encryption mod-

ules, may incur substantial costs. But skimping on these measures could 
leave the system vulnerable to cyberattacks. The crux of the issue lies 
in determining the extent to which a cost increase is justifiable for en-

hanced security. There’s no straightforward answer as it varies from 
one case to another, depending on factors like the vehicle’s function, in-

tended user group, and more. High-end Electric Vehicle (EV) manufac-

turers prioritize the implementation of robust cybersecurity measures 
to protect their cars and customers against potential cyber threats. This 
commitment to cybersecurity often leads to an increase in the overall 
cost of the vehicle, making it more expensive than other EV alterna-

tives. The investment in enhanced cybersecurity measures is critical due 
to the potential vulnerability of connected vehicles and EV charging 
stations to cyber-attacks, as highlighted in multiple references (Anon, 
2023; Boulton, 2023; Wilson, 2023).

Usability vs Security: Enhanced security often comes at the cost of 
user convenience. For instance, a connected vehicle system requiring 
complex passwords or multi-factor authentication might offer better 
security but could frustrate users due to the additional time and ef-
13

fort required. A balance between the two is critical - designing systems 
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that maintain a high level of security while remaining user-friendly is a 
challenging task. Consider the use of biometric authentication in some 
luxury car models. While the use of fingerprint recognition or facial 
recognition can provide high security, some drivers find it cumbersome 
and would prefer a traditional key or simple key fob. This might re-

sult in them disabling such security features, making the vehicle more 
vulnerable (Tengler, 2021; Nuspire, 2023; Vellinga, 2022).

Privacy vs Security: Connected vehicles generate a wealth of data, 
including potentially sensitive personal information. While ensuring 
the security of this data against cyberattacks is paramount, doing so 
may lead to privacy concerns. The balance between data security and 
privacy protection is a complex issue, with solutions often involving 
careful data management, including pseudonymization techniques and 
strict access controls. A case in point is the use of telematics data by 
insurance companies. This data can help insurers accurately price their 
policies based on a driver’s actual driving behaviour, improving their 
risk models. However, collecting such detailed data about a person’s 
driving patterns and locations can raise serious privacy concerns, and 
without proper safeguards in place, could potentially be exploited ma-

liciously (Liu et al., 2022).

Standards vs Innovation: Adhering to established standards, such 
as ISO/SAE 21434 for cybersecurity management and ISO 26262 for 
functional safety, ensures a baseline level of security and safety. How-

ever, rigid adherence to these standards may stifle innovation. Balanc-

ing the need to follow established standards while fostering innovation 
is another significant challenge in the automotive industry. For exam-

ple, a startup may develop a novel and more efficient safety system 
that doesn’t align perfectly with ISO standards. This could delay the 
introduction of potentially lifesaving technology or lead to noncom-

pliance with regulatory bodies. Google’s self-driving project, Waymo, 
is an interesting case. They have developed their autonomous driving 
technology that includes unique solutions, which might not fully align 
with existing standards. First, standards are often developed based on 
known and established technologies, so, the novel techniques used by 
Waymo might not fit neatly into existing standardization frameworks. 
For example, their AI-driven decision-making process could be difficult 
to standardize as it might be viewed as a “black box” that operates in 
ways that are not fully understood or predictable (Anon, 2022b,a).

Each of these examples demonstrates how managing trade-offs in 
connected and autonomous vehicles is a complex task that requires 
careful consideration of many aspects, such as cost, usability, safety, se-

curity, privacy, and the need to foster innovation. Integration of these 
parameters into TOMSAC requires a right balance that can only be 
achieved by considering all these factors in a holistic and integrated 
approach.

7. Conclusions

In conclusion, this research has successfully developed and intro-

duced TOMSAC, a novel methodology for managing trade-offs between 
safety and cybersecurity in the development lifecycle of cyber-physical 
systems. The methodology offers a practical, user-friendly solution that 
addresses the long-standing issue of under-consideration of safety and 
security interdependencies. By systematically combining safety and se-

curity analysis data, TOMSAC illuminates the underlying conflicts and 
interdependencies, thereby encouraging more holistic decision-making.

Furthermore, the creation of an accompanying Excel tool enhances 
TOMSAC’s usability, providing a convenient, accessible way for prac-

titioners to implement the methodology. This tool significantly boosts 
the feasibility of TOMSAC’s application in the real-world setting, paving 
the way for its broader adoption.

The case study demonstrates in concrete terms how the proposed 
methodology could be used by automotive OEMs to establish the re-

quired communication channels between cybersecurity and functional 
safety, and how this could be extended to other related engineering 

disciplines, as required by ISO/SAE 21434. Such an approach will en-
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able manufacturers to maximise the efficient deployment of their finite 
available resources with the required security and safety competence.

Nonetheless, this study also highlights the necessity for ongoing re-

search in this area, particularly in the further refinement of TOMSAC 
and its validation in a variety of cyber-physical systems. The inertia 
and reluctance to adapt current practices, as stated in the beginning, 
underline the need for continued education, advocacy, and further 
proof-of-concept studies to promote a comprehensive understanding 
and acceptance of safety and cybersecurity interdependencies.

This paper has laid down the foundation and created a roadmap for 
this paradigm shift in the development lifecycle of cyber-physical sys-

tems. By enabling a more integrated and balanced approach to safety 
and cybersecurity, the TOMSAC methodology can significantly con-

tribute to the creation of safer, more secure, and more reliable systems. 
The future implications of this research are expansive and significant, 
and it is hoped that this work will spur further investigations and de-

velopments in this essential domain.
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