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ABSTRACT Advances in data collection, storage, and processing in e-Health systems have recently
increased the importance and popularity of data mining in the health care field. However, the high sensitivity
of the handled and shared data, brings a high risk of information disclosure and exposure. It is therefore
important to hide sensitive relationships by modifying the shared data. This major information security
threat has, therefore, mandated the requirement of hiding/securing sensitive relationships of shared data. As a
large number of data mining activities that attempt to identify interesting patterns from databases depend on
locating frequent item sets, further investigation of frequent item sets requires privacy-preserving techniques.
To solve many difficult combinatorial problems, such as data distribution problem, exact and heuristic
algorithms have been used. Exact algorithms are studied and considered optimal for such problems, however
they suffer scalability bottleneck, as they are limited to medium-sized instances only. Heuristic algorithms,
on the other hand, are scalable, however, they perform poor on security and privacy preservation. This paper
proposes a novel heuristic approach based on Formal Concept Analysis (FCA) for enhancing security and
privacy preservation of sensitive e-Health information using itemset hiding techniques. Our approach, named
FACHS (FCA Hiding Sensitive-itemsets) uses constraints to minimise side effects and asymmetry between
the original database and the clean database (minimal distortion on the database). Moreover, our approach
does not require frequent itemset extraction before the masking process. This gives the proposed approach
an advantage in terms of total availability. We tested our FCAHS heuristic on various reference datasets.
Extensive experimental results showed the effectiveness of the proposed masking approach and the time
efficiency of itemset extraction, making it very promising for e-Health sensitive data security and privacy.

INDEX TERMS Healthcare process data, security and privacy, sensitive itemsets, data anonymization and
sanitization, formal concept analysis (FCA).

I. INTRODUCTION
In recent years, methods based on Knowledge Discovery in
Database (KDD) have transformed multiple economic sec-
tors such as manufacturing, transportation, and governance.
Despite the fact that the field of health care has always
been resistant to large-scale technological disruptions [1],
these methods and techniques are now beginning to penetrate
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this field. Indeed, techniques such as Decision Tree, Random
Forest, K-means Clustering, Support Vector Machine, Logis-
tic Regression, Neural Network, Naive Bayes, and associa-
tion rule mining, have recently shown promising results in
versatile tasks such as diagnosing [2], prognosis [3], classifi-
cation [4], constructing predictive models [5], and analyzing
risk factors of various diseases [6].

As health systems become intelligent and ubiquitous, it is
essential to protect their security and data confidentiality.
However, although methods based on KDD perform well in
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extracting and exploiting attribute associations in databases,
sensitive or private information may still be exposed or
inferred from related data as the exploration process moves
forward [7], [8]. Indeed, in most applications of a health care
system, the important data handled are usually contained in
the electronic health record (EHR) and it is always considered
as sensitive information that must be safely secured [9], [10].
In addition to sensitive patient or employee identity infor-
mation that an EHR may contain, the combination of other
attributes of the EHR with background knowledge of the
process may also reveal other sensitive patient or employee
information. For example, data from a blood test that is
always performed by the same employee during a work shift,
can reveal the identity of the concerned employee when com-
bined with the execution time of this activity. Similarly, the
combination of attributes such as time and date of admission,
nature of diagnosis or treatment, age and language spoken
could potentially identify a patient. Additionally, clinics and
hospitals collaborate through a data sharing mechanism that
is used to provide EHR data to access patient information.
Similarly, various research institutes and hospitals use and
share integrated data that is collectively constructed from
individual information.

Existing EHR data sharing systems still face several chal-
lenges in e-Health systems [10], [11]. Indeed, privacy leaks
and security threats may occur during the progress of data
sharing; in particular, private or personal information could
be disclosed if exchanged for money in an illegal market.
The above issues lead us to ask a very trivial question which
is: how do we sanitize medical records databases to secure
information in healthcare systems? This important question
has recently attracted much attention and has been the subject
of several studies in the field of Privacy-Preserving Data
Mining (PPDM). In health systems, the use of PPDM min-
imizes the disclosure of sensitive personal information and
allows compliance with privacy constraints. Various tech-
niques have been developed in the field of PPDM [12].
Among these techniques is sanitization in which confiden-
tial information regarding a patient’s record is sanitized to
distort the values of sensitive data by adding, subtracting
or disturbing data with other means. In addition, hiding
sensitive information often causes certain rules to be lost
and artificial rules to appear as side effects of sanitiza-
tion, mainly hiding failure, missing cost, and artificial cost.
Many approaches have been proposed to sanitize an original
database in order to hide sensitive information. However,
selecting appropriate data for data sanitization with min-
imal side effects can be considered NP-hard optimization
problems [12], [13].

In this paper, we propose a novel heuristic for sen-
sitive itemset hiding using the Formal Concept Analysis
paradigm [14], [15], [16]. Our proposed heuristic is termed
FCAHS (FCA Hiding Sensitive-itemsets), that outperforms
previous proposals in various ways. In particular, the main
FCAHS’s contributions are as follows:

• Hide all sensitive itemsets.
• Minimize side effects on non-sensitive itemsets.
• Keep the original database as much as possible.
Unlike many other approaches that remove transactions,
we keep transactions and hide only some sensitive items
from sensitive transactions.

• To the best of our knowledge this is the first time the
FCA concept is used in such application. As shown in
this work, the FCA is key in selecting which sensitive
items should be hidden from which transactions.

We have evaluated the performance for different hiding sce-
narios on different datasets observing various metrics, such as
the effectiveness, the number of lost itemsets as a side effect,
and runtime efficiency. As we shall see the experimental
Section, our FCAHS approach has shown higher performance
in successfully hiding sensitive information while preserving
transaction semantics as well as better running time than
previously proposed solutions.

This paper is organized as follows. Section II gives relevant
works for Formal Concept Analysis applications, privacy-
enhancing methods for securing healthcare data sharing envi-
ronments and PPDM. Section III provides the most relevant
concepts, notations, and definitions of hiding sensitive fre-
quent itemsets while minimizing side effects, and then it
states the problem that we are investigating in this work.
Section V presents our FCA-Based sensitive itemsets hiding
approach. In Section VI, the results of experiments for our
approach are analyzed. Lastly, Section VII concludes the
paper.

II. RELATED WORK
The relevant works for Formal Concept Analysis appli-
cations, privacy-enhancing methods for securing health-
care data sharing environment and PPDM are respectively
reviewed and discussed in this section.

A. FORMAL CONCEPT ANALYSIS
Formal Concept Analysis (FCA) has been used in differ-
ent domains such as healthcare [17], biology [18], chem-
istry [19], ontology engineering [20], functional magnetic
resonance imaging(fMRI) scans [21], sentiments analy-
sis [22], decision-making [23], elearning [24], criminal
trajectories [25], terrorist threat [26], Breast cancer [32],
eXplainable AI(XAI) [27], [28]. and others. The examples
mentioned above and the list is far from exhaustive, show
that FCA is a well-known approach in the literature. The set
of selected examples range from simple problems to more
complicated situations and show the main characteristics of
the FCA-based approach. The diversity of the fields of appli-
cation of FCA represents, in our opinion, the beginning of
its applications in the field of privacy preservation. Thus,
for FCA practitioners, privacy preservation represents a new
example that enriches the FCA world. At the same time,
from the perspective of the privacy preservation practitioner,
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FCA could be the beginning of another effective technique
to improve a better understanding of different issues. To the
best of our knowledge, this is the first time FCA is used in the
context of PPDM. Below we describe most relevant related
work in the field.

B. PRIVACY-PRESERVING IN HEALTHCARE INFORMATICS
Despite the fact that health data offers enormous opportu-
nities in various fields, maintaining the privacy of health
data still poses several unresolved privacy and security chal-
lenges [29], [30], [31]. In the following, we present some
well-established privacy models that are used to ensure pri-
vacy of health data. In particular, we focus on the two com-
mon PPDP technologies namely data anonymization and dif-
ferential privacy and discuss their limitations and strengths.

1) DATA ANONYMIZATION
It is about modifying an original database by deploying gen-
eralization and deletion on its data, before sharing it as an
anonymized database. The anonymized database could be
studied instead of the original database. Some common data
anonymization models to prevent privacy disclosure include:

• k-anonymity [33] k-anonymity has been developed
with the aim of preventing identity disclosure. Indeed,
in a table where a record has a certain Quasi-identifier
(QID) value, there are at least k − 1 other records in
the same table that have the same QID value. There-
fore, each record cannot be distinguished from at least
k − 1 other records with respect to the QID value in a
k-anonymous table. In k-anonymity, therefore, no indi-
vidual can be reidentified from published data with a
probability greater than 1/k . Although the k-anonymity
model protects against identity disclosure, it remains
vulnerable to attribute disclosure. Indeed, the deduction
of the values of sensitive attributes from the published
data remains possible and attacks such as the attack by
homogeneity and the attack by background knowledge
can always succeed. To remedy this and protect the value
of the sensitive attribute, l-diversity and t-proximity have
been proposed.

• l-diversity [34], this method depends on the range of
sensitive attribute values. At least l distinct sensitive
attribute values are required for each QID group. Some
fictitious data may be added to achieve l-diversity if
the number of distinct sensitive attribute values is less
than the desired privacy parameter l. Adding fictitious
data may further lead to excessive editing and may pro-
duce biased results in the statistical analysis. Moreover,
when the global distribution of the sensitive attribute
is skewed, the prevention of attribute disclosure is not
guaranteed by l-diversity. Indeed, the attack by asym-
metry and the attack by similarity are always possible.

• t-proximity [35], this method has been proposed in
order to remedy the vulnerabilities mentioned above.
It requires that the distance between the distribution of

a sensitive attribute in any equivalence class and the
distribution of the attribute in the global table be less
than a threshold. This property prevents an attacker from
performing an accurate estimation of sensitive attribute
values and thus prevents their disclosure. However,
this method only modifies the values of the sensitive
attributes while all the QID values remain unchanged.
Therefore, it makes identity disclosure possible. More-
over, in order to find the optimal solution, t-proximity
deploys a brute-force approach to examine each possible
partition of the table, and this takes enormous computa-
tion time and a complexity of 2O(n)O(m).

• δ-presence [36] intended to address membership disclo-
sure, δ-presence has been proposed to limit an attacker’s
confidence level to δ% at most in inferring the existence
of a targeted victim in published data.

2) DIFFERENTIAL PRIVACY
This model is characterized by its rigorous definition of
privacy and its low computational load. For the past decade,
it has been a de facto standard for a variety of data types
in the privacy field. It ensures that adversaries cannot dis-
tinguish any pair of secrets by just observing the outputs
and regardless of arbitrary background information. Its mode
of operation is based on feeding individual data or database
queries with well-calibrated noise. Several extensions from
the original model [37] were developed and they resulted
in many variants [38] for specific data scenarios, such as
Metric DP [39], local DP [40], shuffled DP [41] and hybrid
PD [42]. It has shown great effectiveness in protecting vari-
ous sensitive information smartphone application usage [43],
locations [44], surveys genome-wide association [45] and
eye tracking data [46]. Differential privacy preserves the
usefulness of low-sensitivity queries such as count queries,
range queries, and predicate queries, since the presence or
absence of a single record slightly changes the result. How-
ever, for very sensitive queries to a differentially private
database could return extremely inaccurate results. Examples
of high-sensitivity queries include calculating sum, maxi-
mum, minimum, averages, and correlation. Therefore, a dif-
ferentially private database should provide highly biased
results for more complex queries, such as calculating vari-
ance, skewness, and kurtosis.

3) PRIVACY-PRESERVING DATA MINING
In recent years, PPDMhas been an important concern for data
mining strategies. In effect, it can not only reveal important
information but also hide sensitive information through the
sanitization process. For healthcare systems, the EHR con-
tains identifiable health data collected from patient informa-
tion that is sensitive and confidential in nature and should
not be disclosed. Typically, identifiable health data includes
very sensitive attributes that can make up patient health
reports, such as diagnoses and type of treatment undertaken.
Therefore, preserving and securing personal or sensitive
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information in medical data [47] remains an important topic
especially in data sharing environment in cloud-assisted
health systems [48] where the frequency of privacy leaks and
security threats is relatively high. Indeed, as demonstrated
in [51] the difficulties of retaining sensitive or private infor-
mation, especially for medical datasets such as EHR in the
shared environment are only increasing.

Authors of [49], introduced the distance measurements for
the sanitized database. They took into account the number
of updated items rather than the number of transactions.
This distance is minimized by maximizing the occurrences
of items of sensitive itemset. Constraints for maximizing
item set occurrences and minimizing item modifications are
defined using the positive and negative borders and the Apri-
ori property. This work also proposes an approach for con-
straint reduction. When the constructed Constraint Satisfac-
tion Problem (CSP) is not solvable, this approach removes a
constraint and reconstructs the CSP iteratively until the CSP
is solvable.

The authors in [50] implemented a cloud-based healthcare
data sharing prototype using the number theory research unit
to encrypt data collected from mobile and wearable devices.
At the same time, and for the communication of the diagnosis
of patients with similar diseases, they also presented a model
of trust. A privacy preservation model for sharing medi-
cal records in cloud computing system has been presented
in [55]. It combines both statistical analysis and cryptography,
thus providing several paradigms of balance between the use
of medical data and the protection of privacy. This model
first uses the vertical partition to publish medical data. The
authors of [56] present a scheme for sharing medical data that
ensures the preservation of confidentiality in a given period
of time by the possibility of grouping certain people in multi-
media systems based on the cloud. A usable randomization
algorithm for shared and published medical data has been
developed in [57]. This algorithm can handle different types
of datasets (i.e. categorical or numeric), and the published
dataset will be independent of the adversary’s background
knowledge which helps reducing and neutralizing the risk
of re-identification. The model proposed in [51] adds the
system public parameters and moves the partial encryption
computation to the offline tasks, thus eliminating the majority
of the computational task and hence improving the computa-
tional efficiency for data processing. In [52], the authors pro-
poses a multi-type approach to privacy-aware prediction of
health data based on locality-aware hashing that can achieve
a good trade-off between prediction accuracy and privacy
preservation.

The work presented in [53], introduces the concept of
multiple support thresholds for keeping sensitive informa-
tion private In Cyber-Physical Systems (CPS), especially
in human-in-the-loop situations (also known as HitLCPS).
However, this approach which is based on a genetic algo-
rithm (GA) does not give better performance than the
conventional algorithms of the traditional Greedy PPDM
approaches.

In [54], the authors proposed two techniques for frequently
extracting sets of elements from horizontally partitioned
datasets while preserving privacy: Protocol A -CCBRDepen-
dent Computation and Protocol B - Data Owner Depen-
dent Computation. However, the efficiency of the suggested
homomorphic encryption scheme needs improvement.

The authors in [58] presented the state-of-the-art privacy
preservation algorithms that are used in e-health clouds.
This study showed that there is no relevant work to manage
medical data in the shared environment using FCA-based
model. Moreover, none of the existing algorithms considers
the user-centered multi-threshold of attributes as the major
consideration in PPDM, which will be the major contribution
of the developed model.

III. PRELIMINARIES AND PROBLEM STATEMENT
This section, first presents the most relevant concepts, nota-
tions, and definitions of hiding sensitive frequent itemsets
while minimizing side effects. Thereafter, it states the prob-
lem that we are investigating in this work. Let’s start with an
example of a transactions database.

A. CONCEPTS AND NOTATIONS
Consider A = {i1, i2, · · · , im} a finite set of r distinct items
and T = {T1,T2, · · · ,Tn} A database consisting of a set of
transactions. A transaction Tq of T is a subset of A, with a
unique identifier q, called Transaction IDentifer (TID).

TABLE 1. An example of transaction database.

We assume that users or experts can manually set a
minimum support threshold δ which can vary between 0%
and 100%. The table 1, which contains 10 transactions will
serve as an example for the following description. It is noted
that each element is represented by a specific letter.

a: SUPPORT COUNT OF A FREQUENT ITEMSET
For an itemset i in a database D, the number of transactions
made up of i defines the support count of this itemset. Con-
sider that the product of the minimum support threshold and
the number of transactions in the database, give the minimum
support count. The support count of a set of frequent items f
is greater than theminimum support count in the database and
can be defined as:

sup(f ) ≥| D | ×δ (1)

Example: Let’s say the minimum support threshold δ is set
at 30%. Thus, the minimum support count is calculated as
10 × 0.3 = 3. According to Table 1, the itemset {c, d}
appears in four transactions, so the support count for this
itemset is sup({c, d}) = 4. Therefore, for this database, {c, d}
is considered a frequent itemset because of the high support
count.
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b: SENSITIVE ITEMSETS
A set of itemsets
SIs = {S1, S2, · · · , Sp} is said to be sensitive if and only if:{

SIs ⊆ FIs :
∀si ∈ SIs, si must be hidden in the database D.

The main purpose of PPDM is to hide as much sensitive
information as possible. That said, it is also used to minimize
side effects of the pruning process, not just to prune sensitive
information from a database. Besides, the major side effects
of the pruning process can be categorized as follows:
• Fail To be Hidden(F-T-H): hiding failure or the inability
to hide certain sensitive information.

• Not To be Hidden(N-T-H): missing cost or the hiding of
important but non-sensitive information.

• Not To be Generated(N-T-G): artificial cost or the intro-
duction of artificial information.

In what follows, we discuss the definitions, explanations and
formal relationships between these three side effects. Let D′

be a sanitized database, which was generated by deleting
some transactions/itemsets from an original database D. FIs
is the set of frequent itemsets in dataset D, FI ′s is the set of
frequent itemsets in the sanitized databaseD′, SIs is the set of
sensitive itemsets that needs to be hidden and∼ SIs is the set
of non-sensitive frequent itemsets in D.

c: FAIL TO BE HIDDEN( F-T-H)
this side effect is caused by the failure to hide some sensitive
information, it is defined as the number of sensitive itemsets
still appearing in the sanitized database D′, and it is denoted
by α, which is:

α = |SIs ∩ FI ′s| (2)

d: NOT TO BE HIDDEN (N-T-H)
This side effect is the number of non-sensitive itemsets hidden
in the sanitized database D′, it is denoted by β, which is:

β = | ∼ SIs − FI ′s| = |SIs − FIs − FI
′
s| (3)

e: NOT TO BE GENERATED(N-T-G)
This side effect is defined by the number of infrequent item-
sets in the original database D, which were generated as
frequent in the sanitized databaseD′. It is denoted by γ , which
is:

γ = |FI ′s − FIs| (4)

B. PROBLEM STATEMENT
Given a database D with a set of sensitive itemsets si ∈ SIs.
The goal is to generate a sanitized database D′ from D by
hiding sensitive itemsets such that the support counts for all
sensitive itemsets si ∈ SIs will be less than the minimum
support count, namely:

sup(si) < δ × |D| (5)

To assess the quality of our sanitization approach, we use as
standard measures, the three aforementioned side effects as
follows:

• A high F-T-H number means that too many sensitive
patterns are still in the sanitized database.

• A high number of N-T-H indicates that some important
information may be missing from the sanitized database.

• Finally, if the number of N-T-G is too high, it implies
that a significant amount of artificial and meaningless
information may have been generated by the sanitization
process. It is quite possible that important non-sensitive
information will be hidden by the sanitization process
if the amount of sensitive information that needs to be
hidden is very large.

Furthermore, the minimum support count will be reduced due
to the reduction in the number of sensitive items following
the hiding of certain items from the database. This causes
several sets of infrequent items to become frequent as a
result of the sanitization process. Thus, there is a trade-off
relationship between F-T-H, N-T-H and N-T-G side effects.
It is an NP-hard problem to find a solution that minimizes the
three side effects.

For an efficient sensitive itemset hiding solution, the fol-
lowing goals should be achieved on the sanitized database:

1) Goal 1: Minimizing the modification of the original
database D as possible. This can be expressed by (see
eq. 6):

min(
m∑
i=1

n∑
j=1

xij); (6)

xij = 1 if the items i is hidden from the transaction j, and
0 otherwise.

2) Goal 2: Hiding all sensitive itemsets. This goal can
be achieved while keeping the support count of all
sensitive itemsets less than the minimum support count
in the sanitized database.

3) Goal 3: Hiding super-sets of sensitive itemsets. This
goal is achieved by reaching the first goal according
to the Apriori property.

4) Goal 4: keeping all non-sensitive frequent itemset in the
sanitized database. We can achieve this goal by (Eq. 7):

∀si ∈∼ SIs, sup(f ) ≥ | D | ×δ (7)

5) Goal 5: Neither new itemset is generated in the sani-
tized database. Nevertheless, approaches that act only
on items, by removing items from the original database,
and keeping all transactions, naturally accomplish this
goal.

IV. FCA BASIC CONCEPTS
We remind the mathematical foundations of FCA-approach
as they are basic for this work. We give the following
definitions:
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FIGURE 1. The Hasse diagram corresponding to the Galois lattice related to the formal context of Table 1.

TABLE 2. FC = (A, T , I).

A. FORMAL CONTEXT
A formal context is a triplet (O,A, I ) for which O is a
set of objects, A is a set of attributes (or properties) and
I (P(O),P(A)) a binary relation betweenO and A. R associates
an object to a property: (o, a) ∈ I when ‘‘o has the property a’’
or the property a is applied to the object o.
In our items hiding problem, objects are transactions and

properties are items. The incidence relation indicates the
transaction for which the item appears. Table 2 represents
the binary relation of the formal context associated to the
database presented in Table 1 where the set of transactions
T = {t1, t2, t3, t4, t5, t6, t7, t8, t9, t10} and the set of items
A = {a, b, c, d, e}.

B. GALOIS CONNECTION
Given a formal context R(A,T , I ), we define two functions
f and g making it possible to express the correspondences

between the subsets of objects P(A) and the subsets of
attributes P(T ) induced by relation R, as follows:

• f is the application which with any element a ∈ A
associates (a) = {t ∈ T | (a, at) ∈ I },

• g is the application which with any element t ∈ T
associates g(t) = {a ∈ A| (a, t) ∈ I }. These two
applications constitute the Galois correspondence of the
context R.

C. CONCEPT
For our proposed method, a formal concept is like a transac-
tion group. It connects a set of transactions (extent) to a set
of items (intent). Indeed, a Formal Concept generalizes the
notion of itemset, since it considers the itemset (as the intent)
and the support (as the cardinality of the extent). Thereby, it’s
easy to determine the set of frequent itemsets. As an example,
in Figure 1. if we consider 3 as the min-support count value,
the itemset {a, c} is frequent while |{1, 2, 5, 9}| ≥ min-
support count.

D. GALOIS LATTICE (LATTICE OF CONCEPTS)
The set ł of all formal concepts, provided with order relation

≤l : (a2, t2) ≤l (a1, t1),⇔ t1 ⊆ t2

(or a2 ⊆ a1), is a complete lattice and is called Galois
lattices (or formal concepts) of the context (A,T , I ). The
graphical representation of a Galois lattice is called the Hasse
diagram. Figure 1 shows the Hasse diagram corresponding to
the Galois lattice related to the formal context of Table 1.
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According to the definition of order relation, we can say
that the formal concept (a1, t1) is the super-concept of (a2, t2).

V. FCA-BASED SENSITIVE ITEMSETS HIDING APPROACH
Itemset hiding problem aims to generate a sanitized database
by hiding sensitive frequent itemsets while minimizing side
effects, non-sensitive frequent itemsets were preserved, ghost
itemsets were not generated and dataset distortion is min-
imum. This problem is an NP-hard problem. In his paper,
we propose a heuristic FCA-based approach, called FCAHS,
to hide sensitive itemsets from a set of transactions. To keep
the originality of the database as much as possible, unlike
many other approaches that remove transactions, we keep
transactions and hide only some sensitive items from sensitive
transactions. The key idea behind the proposed approach is to
use the FCAmethod’s strength to select which sensitive items
should be hidden fromwhich transactions. The choice of FCA
is motivated by the following advantages:

• The mathematical foundation of the FCAmethod makes
it a robust approach to be used when resolving com-
plex problems such as hiding sensitive frequent itemsets
problems. Indeed, FCA is a solid mathematical frame-
work to manage information based on logic and lattice
theory.

• Lattice generated by FCA algorithm covers all possible
itemsets from the set of items I . Indeed, a Formal Con-
cept generalizes the notion of itemset, since it considers
the itemset (as the intent) and the support (as the cardi-
nality of the extent).

• From formal concepts it’s easy to determine the support
of any itemsets and afterward frequent itemsets.

• The hierarchical structure of Galois-lattice makes the
navigation among formal concepts an easy process and
then the navigation between itemsets and their super-
sets. This hierarchical navigation driven by the partial
order operator among formal concepts can improve, con-
siderably, the response time of the solution. For example,
if a formal concept contains a sensitive itemset becomes
non-frequent implies that all these super-sets are also
non-frequent. This follows from the sub-concept/super-
concept relationship.

Furthermore, to understand the proposed solution, we need
first to mention the necessary used definitions.

A. DEFINITIONS
Top super-concept: A formal concept A is a Top sub-concept
(topConcept) of concept B if the intent of B includes the
intent of A and the number of items on intent(A) is the
minimum over all others sub-concept of B. The set of Top
sub-concepts of B can be defined as follows:

topConcept(B) = {A, intent(A) ⊆ intent(B)and

|intent(A)| ≤ |intent(X )|,

∀X ∈ sub− concept(B)} (8)

Sensitive concepts: a formal concept C is called sensitive if
and only if the intent of C contains at least a sensitive Itemset:

iSsensitive(C) =

{
True if ∃ a ∈ SI ⊆ intent(C)
False otherwise.

(9)

To be hidden: The number h of transactions form which
items belong to a sensitive itemset s will be hidden is defined
as follows:

h = support(s) − minsupport + 1 (10)

We add the value one (+1) to h, in order ensure that the
support of s after hiding is less than the minimum support
count | D | ×δ.
Sensitive transaction: a transaction t is called sensitive for

the attribute a ∈ SA (t ∈ sensitive(a)) if and only if hidden
a from t generate the loss of a non-sensitive itemset. The
transaction t ∈ extent(C) means that the formal concept C is
sensitive (iSsensitive(C) = True). A non-sensitive itemset is
lost if its support change or becomes less than δ. In lattice, this
non-sensitive itemset is a sub-concept of the formal concept
containing the attribute a. This, in order to accomplish the
second goal which is: All non-sensitive frequent itemsets
appear in the sanitized database with the same support or
greater than the min-support count.

For Example, suppose that {c, d} is a sensitive Itemset in
Figure 1. The formal concept 7 (C7) is sensitive because
{c, d} includes on intent(C7) (= {c, d}). A sensitive transac-
tion of c or d must belong to the extent ofC7(= {2, 3, 5, 10}).
Regarding this example, if δ is 3, the sensitive transaction
of the item d is transaction 2 (or 5). In fact, removing
item d from transaction 2 implies that the support count of
({d, e}) = 2 is less than the min-support count (= 3). Indeed;
the set of sensitive transactions of all sensitive attributes will
be defined as follows: ST =

⋃
a∈ SA sensitive(a), where

SA = {a ∈ A : a ∈
⋃

s∈SIS}.

B. PROPOSED FCA-BASED APPROACH
To deal with the NP-hardness of the PPDM problem with
need, our FCA-based approach is based on a set of compo-
nents aiming to reduce the execution time and generate a
near-optimal solution. Figure 2 and Algorithm 1 present an
architectural overview of the proposed solution.

1) PRE-PROCESSING
To reduce the complexity of the PPDM problem and enhance
the execution time of the proposed solution, a pre-processing
step is proposed which consists of two phases:

a: ORIGINAL DATABASE PRUNING
To avoid unnecessary processing which can be time con-
suming, we prune the original database by removing each
transaction that doesn’t contain an item belonging to the
set SA. Thus, these transactions are not considered in our
hiding process. Our main idea is to remove sensitive items
from sensitive transactions.
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FIGURE 2. FCA-based architecture overview.

b: SMART GALOIS LATTICE CONSTRUCTION
The FCA-based approach is mainly based on Galois lattice
manipulation. In fact, the computation time is mostly depend-
ing on Galois lattice generation which is, in general, expen-
sive in time consumption. To overcome this issue, we opt
for two ideas: Original formal context reducing and formal
context profiling.

From the original database T , it’s easy to generate the
Formal Context FC = (A,T , I ). I is the binary relationship
between A and T , it is set to 1 if attribute ai appears in the
transaction tj for its execution, 0 otherwise.

Since the Formal context is the input of any Galois lattices
construction algorithm, its size has a significant influence
on the structure of formal concept lattice as well as time
complexity when building the lattice, hence, it is a good
idea to compact the original formal context. Many techniques
were proposed for this purpose. In this paper, we opt for the
method proposed by [59] which is based on the idea of lines
and/or columns junction. If two objects/transactions t1 and
t2 having the same set of attributes (g(t1) = g(t2)) then t1
and t2 can be merged to one single object. Dually, if for
two attributes a and b appear on the same transactions/objects
(f (a) = f (b)), then a and b can be replaced by one single
attribute. Thereby, the number |A| and |T | can be reduced and
therefore the formal context, which can significantly reduce
the running time of Galois lattice algorithms.

The second step to enhance the response time of the pro-
posed solution is to exploit the profile of the formal context
when generating the Galois lattice structure. To identify the
most convenient algorithm to be used for the generation of
Galois-lattice, it’s necessary to process by context formal
profiling. Indeed, the profile of a context formal is mainly
related to its density and its size. To be able to classify a
context formal as dense or sparse, the number of 0s and 1s
on the matrix is used. A sparse formal context is a matrix in
which most of the elements are zero, and dense otherwise.
The sparsity of the context formal F can be computed using
eq. 11:

Sparisity(F) =

 Sparse if
number of 0
|A| ∗ |T |

< β

Dense , otherwise.
(11)

Based on the type of formal context, the lattice construc-
tion algorithms are recommended according to Table 3. For
example, when the formal context is small and sparse Godin
algorithm [59] is a good choice in this case.

2) GALOIS LATTICE GENERATION
This step aims at choosing the suitable Galois lattice algo-
rithm to compute the Hasse diagram which describes the
Galois lattice structure. Basically, we are motivated by the
recommendation proposed in [60]. The efficiency of Galois
lattice construction algorithms mainly depends on of den-
sity/sparseness of underlying formal contexts. We summarize
the recommendation in Table 3. Once the suitable Galois
lattice algorithm is selected, we proceed by computing all
formal concepts and their relationships.

3) HIDING ITEMS
The main phase of the proposed approach is the hiding of
sensitive itemsets, which is, basically, achieved by navigation
on the Galois lattice structure. In the following, we describe
all steps of the hiding process:

1) Compute the set SC of Top sub-concepts of all sensitive
itemsets:
SC =

⋃
s∈ SI topConcept(s)

2) Sort SC by extent cardinality of formal concepts. The
idea behind this is to start processing itemset Y (=
head(SC)) with maximum support by choosing from
what transaction items will be hidden. Starting by hid-
den Y that has maximum support can minimize losing
non-sensitive Itemsets, because these items with a high
probability compose, with others items, many non-
frequent itemsets. Thereby, hidden Y form transaction
that not contains any (orminimum) non-frequents item-
set can minimize the loss of a non-frequents itemset.
According to the hierarchy feature of the lattice, for-
mal concepts with the minimum number of attributes
(items)must have themaximumnumber of transactions
(objects).

3) Choose random Item a ∈ int(head(SC)) and find
the subset of non-sensitive transactions Th ∈ T such
that hidden a from these transactions doesn’t lose any
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Algorithm 1 Formal Concept Analysis Hiding
Sensitive-Itemsets
Input:
• SI : set of sensitive itemsets
• D: original database
• A: set of items
• T : set of transaction
• δ: minimum support threshold

Output: D′: sanitized database
/* Now this is an if else

conditional loop */
1 begin

/* Preprocessing */
/* pruning the original database

D by removing transaction that
doesn’t contain an item ∈ SI

*/
2 PD← pruningDataBase(D, SI )
3 FC ← generatedFormalContext(A,T )

/* reduce the formal context FC
as described in section B.1.b

*/
4 FCR← reduceFormalContext(FC)

/* based on the density of FCR we
select the appropriate
algorithm as described in
section B.1.b */

5 FCA_Algorithm←
FCA_Algorithm_Selection(FCR)

6 Lattice←
compute_Galois_Lattice(FCAAlgorithm,FCR)
/* Hidding Items */
/* the set of selected concept

are in the level 1 of Lattice

*/
7 SC ← select_Top_Subconcepts(Lattice, SI )
8 sort(SC)
9 Y ← head(SC)
10 while SC ̸= Null & |intent(Y )| < |T | ∗ δ do
11 a← chooseRandomI tem(intent(Y ))

/* according to step 3 of the
hiding phase */

12 Th← getTh(T , a)
13 for c ∈ sup_concept(Y ) do

/* remove/hiding from the
concept c Th */

14 remove(c,Th)
15 remove(SC,Y )
16 Y ← head(SC)

(or minimum) itemset. Th is the set of transactions
belonging only to extent of the formal concept con-
taining a, and excludes transactions belonging to the

super-concept of head(SC) that their

|ext(c)| < minSupport

Thus, to avoid the loss of non-sensitive itemset accord-
ing to goal 2.
Th = ext(head(SC)) − E ;
E =

⋃
c∈ superConcept and |ext(c)| < |D|×δ |ext(c)|;

Selecting a random item from int(head(SC)) is argued
by navigation operators of the Galois lattice structure.
Indeed, if two items a and b belong to the same formal
concept C , according to partial order relation in Galois
lattice, a and b share the same set of super-concepts.
So, they have the same impact on hiding one of them.
According to example 1:
sub − concept({c, d}) = {C6,C2}. The formal con-
cept C6. Th = ext(C2)⌣ext(C10), {2, 3, 5, 10}⌣ =
{2, 3, 5, 6, 10} {2, 5, 6} = {3, 10}. Indeed, we can hide
D from 3 and/or 10. Given that the optimal number of
transactions from these attributes that need to be hidden
is equal to 2 (sup(C,D)− | D | ×δ = 4− 3+ 1 = 2),
D will be hidden from transactions 3 and 10.

4) Update extent of all super-concept of head(SC) by
removing Th′.

5) If the first super-concept ∈ SC contains a sensitive
itemset it’s |intent| <| D | ×δ, stop algorithm. Indeed,
according to the partial order feature of the Galois
lattice, all other formal concepts containing sensitive
itemsets become non-frequent.

6) Else Y = head(SC), and go to 3.

C. COMPLEXITY ANALYSIS
In this section, we analyze the theoretical complexity of
our sensitive itemsets hiding strategy, which depends on the
steps described above: Galois lattice generation using an FCA
algorithm, and the hiding of sensitive itemsets.

Regarding the first step, the complexity of the generation of
Galois lattice is O(12) where 1 denotes the maximum size
of attributes list. In our context, attributes list is composed
by the set of items A : 1 = |A|. Indeed, the complexity of
this step is analyzed asO(|A|). Although, this complexity can
be minimized by the step of formal context reduction, in the
worst case there no reduction.

The complexity of sensitive itemsets hiding phase depends,
mainly, on the step of computing the set SC of Top
sub-concepts of all sensitive itemsets, and the recursively
navigation through the Galois lattice from each concept
c ∈ SC to the super-concept which has intent that verify:
|intent| < |D|×δ. Computing SC can bemade by selecting all
concepts belongs to the first level of the Galois lattice, so the
complexity is constantO(1). In the worst case the navigation
of the lattice proceeded |SC| time, while in the real word it’s
very hard to have this case. For each time the navigation con-
sists on visiting, recursively, all super-concepts of the started
concept c ∈ SC . This behavior is similar to the Depth-First
Search Algorithm. The temporal complexity of DFS isO(V )
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TABLE 3. Galois lattice type and algorithms.

TABLE 4. Datasets properties.

where V is the number of nodes. In our case the V is equal to
the number of super-concepts of the concept c. Thereby, the
temporal complexity of this step is evaluated toO(V ∗ |SC|),
in the worst case |SC| = |A|. So, temporal complexity of the
proposal algorithm is analyzed as O(V ∗ |A| + |A|).

VI. EXPERIMENTAL ANALYSIS
A. EVALUATION METRICS
As discussed in Section V, the aim of the sensitive itemset
hiding problem is to transform the dataset in a way that sensi-
tive itemsets were concealed, non-sensitive frequent itemsets
were preserved, ghost itemsets were not generated and dataset
distortion is minimum. These goals can be measured by the
below metrics so-called side effects.

1) HIDING FAILURE (HF)
Hiding Failure is a side effect (failure to hide some sensitive
patterns), which means sensitive itemsets remain frequent in
the sanitized database. HF can be defined as the number of
sensitive itemsets that appear in the sanitized dataset divided
by the number that appeared in the original dataset, or simply
the number of sensitive itemsets that exist at the same time
on the original and sanitized dataset.

According to the algorithm of our approach, stop criteria
is sensitive itemsets are hidden, it’s clear to verify that our
FCA-based solution FCAHS ensures that all sensitive item-
sets are hidden. Therefore, HF = 0 for all scenarios.

2) NOT TO BE HIDDEN (NTH))
This side effect measures the apparition of new itemsets in the
sanitized database that have not been in the original database.
NTH can be computed by the ratio of itemsets that did not
appear in the original dataset but appeared in the sanitized
dataset to the itemsets that appear in both the original and the
sanitized datasets.

Our FCA-based approach does not insert items on the
original dataset given that the idea is only hidden items from
transactions. Thus, ensure that NTH= 0 since it is not possi-
ble to produce new itemsets from the sanitized dataset. This is

the same for the HISB algorithm [65], where the number of
deleted items is identical.

3) DISSIMILARITY
As defined in [65], dissimilarity is a metric that measures the
differences between the original and the sanitized dataset.

The main idea of our approach is to hide items from trans-
actions, which gives dissimilarity between the original and
sanitized dataset until the support of each sensitive itemset
is less than the minimum support threshold. Based on the
HISB algorithm and our algorithm, they delete almost the
same number of items.

4) NOT TO BE GENERATED(NTG)
The side effect NTG is defined as the number of frequent
itemsets in the sanitized database that was infrequent in the
original database [66]. In another way, this measure is the
number of lost itemsets. Given that it can be different from
HISB algorithm, we conduct a deep comparison in the next
Section.

B. DATASETS AND EXPERIMENTAL SETUP
To evaluate our algorithm, six different datasets obtained
from1 are used. Table 4 presents the characteristics of these
datasets. Similar to HISB, our solution doesn’t generate fre-
quent itemsets discovered before the hiding process.

TABLE 5. Hiding scenarios.

To test the FCAHS and HISB algorithms, we conducted
several experiments using the same scenarios proposed
in [65]. These scenarios are presented in Table 5 try to hide
1-, 2-, 3- and 4- sensitive itemsets.

1http://fimi.uantwerpen.be/data/
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TABLE 6. NTG side effect.

C. RESULT ANALYSIS
The performance evaluation of our proposed algorithm
against the HISB algorithm with respect to the side effects
as the number of lost itemsets (NTG), and running time in
seconds is presented in this Section. The algorithms were
implemented in the java language. All experiments were
conducted on a PC running MS Windows 10 with an Intel
i7-6500U CPU and 8 GB of RAM.

Table 6 gives NTG side effect evaluation regarding all
datasets presented in Table 4. The value of each cell ci
is a comparison between HISB and FCAHS algorithms
(HISB/FCAHS) regarding NTG.

As indicated in Table 6, both algorithms perform well
regarding the number of lost items expressed by NTG side
effects. In themajority of cases, HISB and FCAHS are similar
except, in some cases, there is a slight difference. For exam-
ple, in the scenario, HS4.1 HISB performed better regarding
the dataset T40I10D100K, but FCAHS is better regarding
BMS1 and BMS2.

What can be concluded from the evaluation expressed in
the Table 6:
• The sparsity of a dataset does not affect the number of
lost items.

• In the majority of scenarios and datasets, both HISB
and FCAHS algorithms perform well. This is due to
the importance of the FCA-based approach and sibling
itemset formal concept to hide sensitive itemsets.

• There is no significant difference in the performance
of HISB and FCAHS algorithms regarding NTG side
effects.

• For the majority of datasets, our algorithm FCAHS per-
forms well when the size of the itemset is small. This
is explained by the fact that the FCAHS algorithm is
mainly based on formal concepts. So, when the size of
items is small (e.g., example 1) implied that items of the
concerned itemsets, mostly exist on one formal concept
which is easy to proceed without losing any items.

To analyze the performance of algorithms regarding runtime,
FCAHS and HISB algorithms are compared in detail. Results
are shown in Figure 3 to 7 where both algorithms are com-
pared regarding different scenarios and different datasets.
FCAHS performs well compared to HISB algorithms for the
majority of cases except for the dataset Mushroom (Figure 5,
they are mostly similar. This is because the pre-processing
phase will reduce significantly the running time of FCAHS
algorithm.

FIGURE 3. Comparison of the performance of FCAHS and FHISB
algorithms in terms of execution time for different scenarios and Dataset
T10I4100K.

FIGURE 4. Comparison of the performance of FCAHS and FHISB
algorithms in terms of execution time for different scenarios and Dataset
T40I10100K.

D. DISCUSSION
First of all, we have to mention that our main goal was
to provide a solution that hides sets of sensitive elements
without suppressing transactions like most other approaches
do. Naturally, we sought to compare our work to works that
share the same objective while addressing the problem with
other approaches. The most closely relevant existing works
important to us and meet our comparison criterion are [49]
and [65]. Since the authors of [65] compared their results
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FIGURE 5. Comparison of the performance of FCAHS and FHISB
algorithms in terms of execution time for different scenarios and Dataset
Mushroom.

FIGURE 6. Comparison of the performance of FCAHS and FHISB
algorithms in terms of execution time for different scenarios and Dataset
BMS1.

FIGURE 7. Comparison of the performance of FCAHS and FHISB
algorithms in terms of execution time for different scenarios and Dataset
retail.

to the results presented in [49] and they showed that their
approach is better in terms of runtime where side effects

such as sets of lost items are similar. It was wise to compare
our work to [65] which, in addition to its superior results,
it is the most recent. The analysis of the experimental results
presented above, show that our approach to preserving pri-
vacy in the extraction of frequent items is more time-efficient
than heuristic approaches while minimizing side effects on
non-sensitive itemsets similar to that of exact approaches. Our
approach uses the notion of formal concept and Galois lattice
to obtain a good solution with a minimum of side effects such
as the inability to hide certain sensitive itemsets and the gen-
eration of new itemsets in the sanitized database. Compared
to a the benchmark algorithm [65], experiments revealed that
pre-suppression of frequent item set extraction on the original
database, combined with formal concepts and Galois lattice,
is time efficient while side effects are minimized. This is due
to the pre-processing phase which significantly minimizes
the response time of the algorithm by reducing the initial
database and the formal context. Since the time efficiency of
FCAHS is driven by the algorithm used to generate the Galois
lattice, formal context profiling shows its efficiency using the
appropriate Galois lattice generation algorithm. Moreover,
the experimental results showed that the proposed FCAHS
algorithm can effectively hide all sensitive information and
achieves good performance regarding HF, NTH, NTG and
dissimilarity.

VII. CONCLUSION
This paper presents an FCA-based approach for hiding sen-
sitive itemsets in transactional datasets. Our main goal is to
hide sensitive itemsets without removing transactions like
other approaches. We benefit from the notion of formal
concept and Gallois lattice to obtain a good solution with
minimal side effects such as failure to hide some sensi-
tive patterns and apparition of new itemsets in the sanitized
database. Experimentation showed that the FCA approach is
an efficient solution. Compared with a reference algorithm,
experiments revealed that removing prior mining of frequent
itemsets on the original database combined with formal con-
cepts and Galois lattice is time-efficient while side effects
are minimized. This is due to pre-processing phase which
significantly minimizes the response time of the algorithm
by reducing the initial database and the formal context. Given
that the FCAHS’s time-efficiency is guided by the algorithm
used to generate the Galois lattice, formal context profil-
ing shows its effectiveness to use the suitable Galois lat-
tice generation algorithm. Also, experimental results showed
that the proposed algorithm FCAHS can effectively hide all
sensitive information and obtains good performance regard-
ing HF, NTH, NTG and, Dissimilarity. For future work,
since the response time is the major issue in stream appli-
cations and health databases are usually very large in the
real world, distributed version of the Galois lattice genera-
tion algorithm on cloud computing infrastructure can further
improve its performance, making it highly appealing in such
environments.
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