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Abstract
Collective privacy loss becomes a colossal problem, an emergency for personal freedoms and democracy. But, are we prepared to handle 
personal data as scarce resource and collectively share data under the doctrine: as little as possible, as much as necessary? We 
hypothesize a significant privacy recovery if a population of individuals, the data collective, coordinates to share minimum data for 
running online services with the required quality. Here, we show how to automate and scale-up complex collective arrangements for 
privacy recovery using decentralized artificial intelligence. For this, we compare for the first time attitudinal, intrinsic, rewarded, and 
coordinated data sharing in a rigorous living-lab experiment of high realism involving >27,000 real data disclosures. Using causal 
inference and cluster analysis, we differentiate criteria predicting privacy and five key data-sharing behaviors. Strikingly, data-sharing 
coordination proves to be a win–win for all: remarkable privacy recovery for people with evident costs reduction for service providers.

Significance Statement

Privacy loss remains a long-standing problem, undermining personal freedoms and democracy. So far, data-sharing choices fail to 
balance privacy preservation and quality of online services based on shared data. We show that without a collective arrangement 
of what data to share, to whom and for what purpose, significant privacy is compromised, while business costs and risks increase. 
For the first time, we bridge this coordination gap via a novel and scalable decision support using decentralized trustworthy artificial 
intelligence. Coordination empowers communities to share data under the doctrine “as little as possible, as much as necessary.” With 
a comprehensive understanding of criteria that influence data-sharing decisions, we set foundations for a long-awaited renaissance 
of privacy in the digital era.
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Introduction
Control over sharing or giving access to personal data from perva-
sive devices, such as smartphones, turns out to be complex, in-
volving critical decisions for privacy with impact on society. 
How to run data-intensive online services to improve everyday 
life without compromising personal values and freedoms? For in-
stance, four apps (1) or spatiotemporal points (2) are enough to 
identify 91.2 and 95% of individuals. In practice, the data-sharing 
doctrine “as little as possible, as much as necessary” has not yet 
found a systematic and scalable applicability. The quality of on-
line services is often a result of collective data-sharing decisions 
made by individuals consuming these services, for instance, traf-
fic predictions using mobility data (2, 3). To achieve a minimum 
quality of service for a population of individuals while maximizing 
their privacy, a collective arrangement (i.e. coordination) of their 
data-sharing decisions is required to minimize both excessive 
and insufficient levels of data sharing (4–6). Figure 1 provides 

an illustrative example of the huge under-explored potential of 
coordinated data sharing for privacy.

Privacy loss is a coordination deficit with large 
impact
Although a recent survey finds a 58% of individuals willing to bal-
ance data sharing case-by-case (7), it proves cognitively and com-
putationally hard to achieve (8) even when using state-of-the-art 
privacy preservation techniques such as differential privacy 
(9, 10), secure multiparty computation (11), and k-anonymization 
(6, 12). The absence, failure, or inefficiency of this coordination ex-
hibit a tragedy of the (data sharing) commons, making privacy 
easier to compromise than quality of service. As a result, studies 
show that 90% of individuals tend to give up privacy of their 
data, often without any added value (8), although 76% intend to 
protect it (13, 14). This insight is fundamental to several studies 
on the willingness to accept rewards for giving up privacy or 
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willingness to pay a cost for preserving privacy (8, 15–17). 
Implications of giving up excessive personal data include 
energy-intensive and expensive data centers with unprocessed 
data growing faster than Moore’s law predictions, stress and anx-
iety, algorithmic biases, discrimination, censorship, and influence 
of election results (8, 18–22). Therefore, establishing a coordinated 
data sharing is a collective action for the recovery of privacy with 
an immense impact on the environment, health, society, and 
democracy.

How to make coordinated data sharing feasible
While privacy control is found essential for 82% of individuals in 
an earlier study (7, 23), so is convenience for 63%. The computa-
tional and communication load to coordinate data-sharing deci-
sions at scale is overwhelming for humans alone. Instead, a 
scalable decision support can be provided by interactive personal 
assistants using cooperative artificial intelligence (AI) to cope with 
such complexity (24). These assistants can run on (mobile) devices 
of individuals who form a community (i.e. data collective) to con-
sume an online service that relies on data they share as a result of a 
collective arrangement. In practice, the remote personal assis-
tants interact in the background to coordinate how much and 
what data to share, to which data collector, and for what purpose (see 

Figs. 2 and 9a). These multiagent interactions and calculations 
self-organize into fully decentralized unsupervised learning pro-
cess (25) that optimizes data-sharing efficiency: maximizing qual-
ity of service and minimizing privacy cost. Compared to other AI 
approaches for personalized privacy assistants (26) applied to le-
gal document analytics (27) and pervasive devices (28), this 
decision-support system is itself privacy-preserving and does not 
rely on any centralized third party (selected “outstanding” by 
UNESCO IRCAI (29)). Therefore, the interactive personal assistants 
are trustworthy by design to serve as the privacy enabler of the 
data collective. This comes in stark contrast to the mainstream 
use of supervised AI algorithms that often require large concentra-
tions of sensitive personal data for training (18, 22, 30). The pro-
posed decision-support system can also operate as a trustworthy 
collective access control to local data by federated learning algo-
rithms to train models in a privacy-preserving way (30, 31).

Hypotheses for understanding data-sharing 
conditions
The overarching aim of this study is to assess the capacity of this 
novel AI-based system to steer the data collective into more efficient 
and privacy-preserving trajectories for data sharing. Figure 2 illus-
trates the main studied hypotheses. These hypotheses are formal-
ized into four experimental conditions for data sharing under 
repeated measures (within-subjects design). They are rigorously 
compared with each other under high realism in a novel living-lab 
experiment, see Living-lab experimental design section, Figs. 8
and 9. Over 27,403 high-quality records of real data-disclosure deci-
sions are collected by a novel platform developed for this purpose 
(see the Technical infrastructure section). It encompasses a smart-
phone app, a server to collect experimental data as well as a web 
portal with which the involved data collectors can access the shared 
data according to the privileges that participants give. The four 
studied experimental conditions shown in Fig. 2 are the following: 

1. Attitudinal data sharing assesses how privacy-sensitive 
individuals perceive each of the 3 criteria × 4 elements/
criterion = 12 data-sharing elements, see Table S4, Questions 
B.9 to B.12 in supplementary material.

2. Intrinsic data sharing assesses actual decisions made for 
voluntarily data sharing (without rewards) in a complete 
factorial design of 4 sensors × 4 collectors × 4 contexts = 64 
data-sharing scenarios (see Fig. S3b).

3. Rewarded data sharing introduces an accumulated 
privacy-reward balance that individuals initially influence 
with their choices over the 64 data-sharing scenarios (see 
Fig. 9b). The built up balance can be further calibrated by 
making on-demand and repeated (unlimited within 24 h) 
choices among the 64 data-sharing scenarios retrieved auto-
matically. Each retrieved scenario is calculated to improve 
the individual’s choice: privacy or rewards, see Fig. 9c. To ac-
count for threats to validity and trace any order effects, this 
experimental condition is repeated twice (2 × 24 h) by clearing 
the privacy-reward balance and collecting new data from 
sensors to share (Fig. 8b). To challenge privacy preservation, 
the rewards are personalized by inflating and deflating the 
amounts based on each individual’s privacy perception de-
rived from attitudinal data sharing, see Section S1. This de-
sign choice is also expected to engage participants more 
effectively by rewarding the data-sharing scenarios fairly, ac-
cording to participants’ personal values (8), while discour-
aging dropouts.

A

B

C

Fig. 1. A motivational example on how coordinated data sharing recovers 
significant privacy. Individuals coordinate to collectively choose where to 
share and not share their location. A) Existing data-sharing status quo. 
Two individuals (e.g. drivers) move within an area of 3 × 3 = 9 possible 
locations (e.g. points of interest). By continuously sharing their Global 
Positioning System (GPS) location (default), they reveal sensitive 
information that can even disclose their identity (≥4 location records (2)). 
But, here we also show that these shared data are in practice redundant in 
several practical scenarios. For instance, B) determining the highest 
traffic density areas or C) prioritizing accurate traffic density estimation 
in the city center over the periphery can be both achieved with half (or 
even lower) the original data, while reducing privacy risks (<4 location 
records (2)) with fairer data sharing contributions among the individuals.
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4. Coordinated data sharing relies on the AI-based personal as-
sistants. They use the intrinsic and rewarded data-sharing 
levels as discrete options to choose from (ex post condition). 
Each assistant makes an optimized choice among these 
so that the combination of all collective choices recovers 
the privacy loss of the rewarded data sharing, while reducing 
the mismatch (discrepancy/fitness measure) between the 
shared and the required data by a service provider. This is a 
quality-of-service indicator that finds general applicability 
in adaptive sensor selection and flexible data fusion for 
several smart city and industrial applications (32–34). 
Matching can also be applied by a coordinated data collective 
to preserve k-anonymity in a bottom-up way, i.e. no more 
than k individuals share any combination of personal data 
(6, 12, 35).

Smartphone sensor data play a pivotal role on 
privacy
This article studies sharing of smartphone sensor data with five 
discrete choices to choose from (uniform sampling of 100 to 0% 
of sensor data with a step of 25%), see Fig. 9c. These choices are 
applied to the total sensor data collected with a fixed frequency 
of 30 s (100% of data). This is a simple and general discrete-choice 
model that serves the complexity of the experiment. It can be ex-
tended to more complex spatiotemporal models as outlined in the 
Discussion section. The study of smartphone sensor data is par-
ticularly impactful for both privacy and quality of online services. 
Sensor fusion has a paramount role in applications of smart 
homes, grids, and transportation (32). There is evidence that 
smartphone app developers delegate privacy to end-users as the 
former face challenges in providing privacy solutions at the design 
and implementation phase (36). In practice though, it is the 
powerful data intermediaries that leverage the terms of data- 
sharing agreements (1, 7). Sharing smartphone sensor data can 
be regulated via privacy-protection mechanisms with a natural 
utility-driven interpretation (buy–sell) such as differential privacy 
(5). Given the symbiotic relationship of individuals with their 
smartphones, capturing high-dimensional and diverse sensor 
data for different application scenarios, the study comes with a 
universal scope on privacy.

A novel approach to understanding data-sharing 
decisions
The performed living-lab experiment is the first of its kind: (i) It 
brings together all four data-sharing conditions for comparison, 
including the novel one of coordinated data sharing. This is distin-
guished from earlier survey studies and empirical observations fo-
cusing on the two dimensions of intentions vs. behavior that 
comprise the privacy paradox (37, 38). (ii) The experimental design 
uses mixed modalities to achieve rigor within a controlled lab en-
vironment as well as realism, scale and external validity by tra-
cing behavior out of the lab using a smartphone platform 
developed for this purpose (see the Technical infrastructure sec-
tion). (iii) The 4 × 4 × 4 factorial design results in 64 data-sharing 
scenarios (see Fig. 9a). They involve the three data-sharing criteria 
that model the involved trust (data collectors) and risks (data type 
and context), and they are the ones that explain malleable data- 
sharing behaviors (8, 15, 39). This large spectrum comes 
in contrast to earlier experiments and field tests made within a 
context and involving a specific data-sharing scenario such 
as online social lending (40), crowdfunding (41), and commerce 
(15, 17, 42, 43).

Results
Three key results are illustrated in this article: (i) Coordinated data 
sharing is efficient—it recovers privacy for people and reduces 
costs for service providers. This is by accessing less but better 
quality of data compared to rewarded data sharing in which indi-
viduals tend to share excessive/unnecessary data. (ii) Data col-
lector and context are the most important criteria with which 
individuals makes data-sharing choices. For rewarded choices 
with privacy loss though, the type of shared data becomes the 
most important criterion. (iii) Individuals exhibit five key group- 
behavior changes from intrinsic to rewarded data sharing. They 
are stable, yet reinforcing.

Coordinated data sharing recovers privacy 
and lowers costs
The privacy level and data-sharing quality (mismatch) are shown 
in Fig. 3 for the 64 data-sharing scenarios and the different experi-
mental conditions. Figure 4 aggregates these measurements for 

Fig. 2. Tragedies of data-sharing commons showing a coordination deficiency. We hypothesize that while individuals may rationally intend to share a 
sufficient level of data, they end sharing intrinsically an insufficient level. If rewarded, data sharing is excessive with significant privacy loss. When 
coordination is introduced via a trustworthy AI-based decision-support system, significant privacy is recovered while achieving the desired quality of 
service. These studied hypotheses are formalized into four data-sharing conditions: (i) attitudinal, (ii) intrinsic, (iii) rewarded, and (iv) coordinated.
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each of the four sensors, data collectors, and contexts. The shaded 
areas in Fig. 3a illustrate the expected privacy level. It is derived 
by the mean privacy level of the sensor, collector, and context 
that comprise each data-sharing scenario (see the Privacy calcula-
tions for sensors, collectors, and contexts section for exact 
calculations).

The key observations are summarized as follows: (i) 
Coordinated data sharing results in significant privacy recovery 
(Figs. 3a and 4a) as well as more efficient data sharing (Fig. 3b 
and 4b) at a lower cost for service providers (Fig. 5). (ii) Intrinsic 
data sharing positively correlates to attitudinal data sharing 
but has a narrower range (Fig. 4a). (iii) Consecutive rewarded 
data sharing results in significant (and similar) privacy loss via, 
though, different data-sharing choices (Figs. 3a and 4a). (iv) The 
privacy loss, rather than the privacy level, under rewarded data 
sharing is correlated to the perceived privacy sensitivity (Fig. 4a). 
(v) Individuals improve their privacy by sharing data with lower 
privacy sensitivity than when improving rewards, while they 
keep sharing data to privacy-intrusive collectors under privacy- 
intrusive contexts (Fig. 3a).

Coordinated data sharing for efficiency and privacy recovery
Figure 3b illustrates the mismatch (absolute error) between a 
privacy-goal signal (very low and very high privacy preservation) 
and the aggregated data-sharing choices made via the AI ap-
proach (both standardized). Coordinated data sharing has a lower 
average mismatch than intrinsic and rewarded data sharing for 
both goal signals: 22.8 < 30.1 < 40.2% for very high and 6.2 < 12.1 < 
15.2% for very low privacy preservation, respectively. With the 
very high privacy-preservation goal, matching is harder as out of 
three data-sharing plans to choose from, there is mainly one (in-
trinsic) containing data-sharing choices with high privacy preser-
vation. On the contrary, with the very low privacy-preservation 
goal, mismatch is minimal by combining data-sharing plans 
from both the first and second rewarded data-sharing conditions. 
This trend is also confirmed in the other three privacy-goal signals 
(see Fig. S11, Section S8). For the very low and very high privacy- 
preservation goal, health (4.7, 16.5%) and noise (5.7, 16.6%) show 
a low mismatch on average, while government (7.3, 32.3%) and 
social networking (7.1, 33.8%) show a high one, see Fig. 4b. Via co-
ordinated data sharing, social networking shows the highest 

A

B

Fig. 3. Coordinated data sharing over the 64 data-sharing scenarios shows higher efficiency than intrinsic and rewarded data sharing. A) Privacy (P, mean 
normalized data-sharing level) sorted from lowest to highest according to intrinsic data sharing. B) Data-sharing mismatch (ε, absolute error of 
standardized signals) between three data-sharing conditions and the privacy-preservation goal signals of very high and very low. Values are sorted from 
lowest to highest mismatch according to coordinated data sharing.
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mismatch reduction of 66.6 and 45.5% under the very low and very 
high privacy privacy-preservation goals. The overall average 
privacy recovery from rewarded to coordinated data sharing is 
77%. These results demonstrate the unprecedented potential of 
coordinated data sharing to protect privacy, while retaining a 
data-sharing efficiency (see also Fig. S12, Section S9 illustrating 
different privacy-recovery valuations). Coordinated data sharing 
operates close to intrinsic data sharing with a minor (but 
significant: t(63) = 9.64, p = 1.00 × 10−5 for the very low and t(63) = 
7.81, p = 1.00 × 105 for the very high privacy-preservation goal) 
additional privacy sacrifice that is a benefit for data-sharing effi-
ciency and as a result, the data collective as a whole.

Coordinated data sharing reduces data-collection costs
Figure 5 shows the incurred data-collection costs. The monetary 
cost of the first and second rewarded data sharing for data collec-
tors is 960.18 CHF and 905.14 CHF, respectively. This cost is higher 
than the monetary value of the data shared intrinsically, which is 
628.22 CHF. Strikingly, the cost of coordinated data sharing is on 
average 832.56 CHF (σ = 15.93), which is on average 10.7% lower 
than the rewarded data sharing. These costs include the monet-
ary value of intrinsic data sharing. If this value is excluded assum-
ing that these data are shared for free (as happened in the 
experiment), the cost drops further down to 626.77 CHF, which 
is on average 32.9% lower than rewarded data sharing. It is 

remarkable that the monetary value of coordinated data sharing 
is similar to the one of intrinsic; however, it yields data of higher 
utility for service providers. As a result, coordinated data sharing 
is a win–win for all: lower data-collection costs for service pro-
viders, higher quality of service via improved data-sharing effi-
ciency and significant privacy recovery for the participants of 
the data collective.

Attitudinal-intrinsic data sharing
Privacy preservation under intrinsic data sharing is 21.7% higher 
than the perceived privacy (Fig. 4a). While this difference is not 
significant (t(11) = −2.07, p = 0.06), the privacy levels between the 
12 elements of attitudinal and intrinsic data sharing are positively 
correlated (R = 0.63, t(10) = 2.54, p = 0.029), despite the significant 
drop of 95.3% in the dispersion (variance). This result shows that 
data sharing operates in a narrower decision space than the per-
ceived privacy. Social networking (0.78, 0.64) and corporation 
(0.64, 0.62) come with both high privacy sensitivity and preserva-
tion, while education (0.31, 0.5) and accelerometer (0.2, 0.53) show 
low privacy sensitivity and preservation.

Intrinsic-rewarded data sharing
Under the two rewarded data-sharing conditions, participants 
clearly give up privacy by 44% (t(63) = −31.35, p = 1.00 × 10−5) 
and 45.9% (t(63) = −25.49, p = 1.00 × 10−5), respectively (Fig. 3a, 

A B

Fig. 4. Coordination recovers significant privacy, while improving quality of data by lowering data-sharing mismatch. Privacy and data-sharing 
mismatch levels shown for different sensors, collectors and contexts under intrinsic, rewarded, and coordinated data sharing. The 12 lines are ranked 
according to the privacy loss (intrinsic−first rewarded data sharing) and mismatch reduction (first rewarded data sharing−coordinated). A) Privacy level, 
including the attitudinal data sharing. B) Data-sharing mismatch for the privacy-preservation goal signals of very low (left) and very high (right).

300

400

500

600

700

800

900

1000

Intrinsic 1st 2nd Very Low Low Medium High Very High Very Low Low Medium High Very High

Rewarded Coordinated
[with intrinsic cost]

Coordinated
[without intrinsic cost]

Cost
Increase

48.5%

10.7%

32.9%

Cost
Reduction

C
os

t[
C

H
F

]

Data-sharing Conditions

Permutations
Mean

Fig. 5. Coordinated data sharing reduces data-collection cost 10.7–32.9% compared to rewarded data sharing. This cost is comparable to intrinsic data 
sharing. Rewarded data sharing results in excessive data with 48.5% higher cost than intrinsic data sharing. Coordinated data sharing is calculated with 
and without the intrinsic cost. The light (gray) points represent the random permutations of the initial conditions in the optimization process.
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see also Fig. S9a and b in Section S6). The privacy level of intrinsic 
data sharing for the different sensors, collectors and contexts 
is correlated to the one of the first rewarded data sharing 
(R = 0.53, t(62) = 4.99, p = 5.00 × 10−6) but not to the one of the se-
cond rewarded data sharing (R = 0.12, t(62) = 0.94, p = 0.79). 
Consecutive rewarded data sharing results in equivalent privacy 
preservation (t(63) = −1.22, p = 0.23); nevertheless, this effect ap-
pears via different choices made within the data-sharing scen-
arios (R = 0.033, t(62) = 0.26, p = 0.79).

Attitudinal-rewarded data sharing
Rewarded participants sacrifice privacy by 32.4% (t(11) = 2.72, 
p = 0.013) and 34% (t(11) = 2.85, p = 0.009) compared to attitudinal 
data sharing (Fig. 3a). The privacy level under the two rewarded 
data-sharing conditions is not correlated to the perceived privacy 
sensitivity (attitudinal) of the different sensors, collectors and 
contexts (R = 0.36, t(10) = 1.22, p = 0.24 and R = −0.39, t(10) = 
1.53, p = 0.15 in Fig. 4a). Striking, though, it is the privacy loss 
(intrinsic-rewarded data sharing) that correlates to attitudinal 
data sharing (R = 0.64, t(10) = 2.64, p = 0.025, R = 0.77, t(10) = 3.82, 
p = 0.0033).

Which data-sharing scenarios improve privacy and rewards?
Under rewards, data-sharing scenarios are automatically re-
trieved to fulfill participants’ goal, i.e. data-sharing options with 
the highest improvement of privacy or rewards, see Fig. 9. 
Figure 3a marks the top-5 scenarios that result in the highest 
mean privacy and reward gain (all ranked scenarios are presented 
in Fig. S8 and Table S10). The most highly privacy-gaining scen-
arios involve nonprivacy-sensitive sensor data such as accelerom-
eter, which are shared though with privacy-intrusive data 
collectors and contexts such as social networking and corpor-
ation. In contrast, the most highly reward-gaining scenarios in-
volve privacy-sensitive sensor data such as GPS, which are also 
shared with the privacy-intrusive data collectors and context of 
social networking and corporations. These observations reveal 
the following: Individuals improve privacy or rewards by sharing 
data under privacy-sensitive contexts to privacy-intrusive collec-
tors. Nonetheless, compared to improving rewards, individuals 
change to sharing data with lower privacy sensitivity when im-
proving their privacy.

Rewarded individuals better distinguish data than 
collectors/contexts
Here, we study the causal link between the data-sharing criteria/ 
elements (independent variables) and the privacy/reward gains 
(dependent variables) in different experimental conditions. Four 
explanatory models based on a conjoint analysis are outlined in 
Causal inference with conjoint analysis section. Figure 6a illus-
trates the regression coefficients of the models, while Fig. 6b 
shows the relative importance of the data-sharing criteria and 
their elements calculated from these coefficients. All models 
come with R2 > 0.8 and with statistically significant values of rela-
tive importance (p < 0.05) for the vast majority of data-sharing el-
ements as shown in Table S13, Section S11. Figure 6b also shows 
the perceived relative importance derived from the self-reported 
entry survey questions.

The data collector is the most important criterion (40.73% on 
average, Fig. 6b) for all models that predict privacy, and this criter-
ion explains privacy loss (Fig. 6a). Context follows with a 33.91% of 
importance explaining privacy loss, while sensor type shows the 
lowest importance of 25.36%, explaining the privacy gains. The 

consistency of these three privacy models reveals the following: 
the data collectors to whom individuals share data determine to 
a high extent (i) the privacy level under intrinsic or coordinated 
data sharing and (ii) the privacy loss under rewarded data sharing. 
The type of data they share plays a more minor role, though a 
positive one for privacy preservation. The models align well with 
the perception of individuals: 29.4, 37.85, and 32.75% for sensor 
type, collector, and context, respectively (Fig. 6b). In contrast, 
for data-sharing choices of individuals with reward gains, the 
dominant criterion is the type of sensor data with a 45.4% of rela-
tive importance over the data collector and context with 24.55 and 
30.01%, respectively. The collectors and contexts explain loss of 
rewards, while the type of sensor, and in particular the GPS, ex-
plains reward gain. GPS, as a privacy-sensitive sensor, provides 
high gain of rewards, and individuals are likely to be accustomed 
with apps accessing their GPS data, which, in turn, is likely to re-
duce privacy preservation. Choices that improve rewards suggest 
a radically different decision frame than the ones that improve 
privacy: a shift from protecting to sharing GPS data without strongly dis-
tinguishing anymore the data collectors and contexts.

Figure 6b also provides the following observations: The relative 
importance of the perceived privacy sensitivity over the 12 
data-sharing elements is positively correlated with all models 
based on privacy: R = 0.97, t(10) = 12.22, p = 2.46 × 10−7 for re-
warded data sharing, R = 0.84, t(10) = 4.87, p = 0.00066 for intrin-
sic-rewarded,  R = 0.69, t(10) = 3.025, p = 0.013 for the 
coordinated data sharing and R = 0.67, t(10) = 2.89, p = 0.016 for 
the intrinsic one. All models come with a positive relative import-
ance for GPS (12.67%), corporation (15.16%), and social networking 
(20.42%), while negative one for accelerometer (−11.85%), light 
(−8.9%), educational institutes (−21.52%), transportation 
(−6.13%), and health (−6.63%).

From intrinsic to rewarded data sharing: five 
behavior changes
Identifying group behaviors
Table 1 provides an exemplary of all nine possible behavioral tran-
sitions that can happen in data sharing as a result of introducing 
monetary rewards. A clustering and stability analysis are per-
formed in the experimental data projected in Fig. 7a (intrinsic 
vs. first rewarded), which reveal five robust behavioral patterns 
out of the nine possible ones (similar groups are observed for in-
trinsic vs. second rewarded). See the Extraction and validation 
of group behavior section for more information. Some individuals 
are oblivious to rewards. Yet, these are the ones who intrinsically 
share a significant amount of data (privacy ignorants and privacy 
neutrals) or do not share data (privacy preservers). Reward seekers in-
crease the data-sharing level when rewarded, while reward oppor-
tunists intrinsically preserve privacy but eventually share a 
significant amount data when rewarded. It is astonishing that a 
moderate sacrifice of privacy preservation by rewards is not ob-
served (privacy sacrificers in Table 1), meaning that rewards sig-
nificantly polarize individuals to keep protecting privacy or give 
up significant privacy. There are also no cases observed in which 
rewards motivate change to privacy protection; however, rewards 
reinforce privacy protection for privacy preservers.

Groups behavior converges to stable, while boundary ones 
polarize
The behavioral pattern of privacy sacrificer (Table 1) is found to be 
a transient one and observed within the reward opportunists dur-
ing the first unique responses to the 64 data-sharing scenarios (see 
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Fig. 7b). When though these individuals get more involved in re-
evaluating their decisions, they converge to a further privacy sac-
rifice of 30.9%. The minimum number of questions answered by 
all groups is 250. This incremental privacy decline in reoccurring 
decision-making is also observed in reward seekers and privacy ig-
norants that decrease their privacy level by 55.7 and 64.8%, re-
spectively. On the contrary, privacy preservers show a further 
increase in their privacy by 8.7% as they reevaluate their data- 
sharing decisions. Such a privacy increase of 8.1% is also observed 
for privacy neutrals.

Strikingly, the two boundary behavioral patterns of privacy 
preservers and privacy ignorants show polarization from the 
very first data-sharing decisions. These individuals reinforce the 
privacy preservation and privacy ignorance respectively through-
out the choices they make and regardless of whether these 
choices are the primary ones (the first 64 questions) or the reas-
sessments (the follow-up reinvoked questions). A similar behavior 
is documented for data sharing in social media (8, 15, 44), though 
this is the first evidence of such behavior in a broader context, in-
volving both privacy and rewards dilemmas.

Table 1. Exemplary of possible group behaviors with and without 
rewards in data sharing.

Without rewards With rewards

Data sharing: Low Moderate High Low Moderate High

Privacy ignorants ✓ ✓
Privacy neutrals ✓ ✓
Privacy preservers ✓ ✓
Rewards seekers ✓ ✓
Rewards 

opportunists
✓ ✓

Privacy sacrificers ✗ ✗
Reward opposers 

(sharer)
✗ ✗

Reward opposers 
(neutral)

✗ ✗

Reward sacrificer 
(sharer)

✗ ✗

A low, moderate, and high level of data sharing is assumed for illustration 
purposes. ✓: denotes the observed group behaviors. ✗: denotes the unobserved 
group behaviors.

A

B

Fig. 6. Rewarded individuals, who share data shift the importance from collectors and contexts to data. Via a conjoint analysis, four multiple linear 
regression models are compared. They explain how the different data-sharing criteria and elements influence different key data-sharing behaviors. A) 
Coefficients of the different regression models. The type of sensor data contributes positively to privacy preservation and rewards gain. Data collectors 
and context contribute negatively to privacy preservation and rewards gain. B) The relative importance (partworth utilities) of the data-sharing criteria 
and elements (relative within each criterion) derived from the different regression models of conjoint analysis and the perceived privacy sensitivity. The 
data collector is the most important criterion for the models based on privacy. In contrast, the sensor type is the most important criterion for the model 
based on rewards gain.
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How privacy sensitivity of data-sharing criteria explains 
group behaviors
Figure 7c shows all group pairs and the differences between these 
groups in terms of how privacy sensitive they regard each data- 
sharing criterion (attitudinal). Statistically significant observa-
tions (p ≤ 0.05) and those close to the significance threshold are 
marked in Fig. 7c. These results are derived with a post hoc 
Tukey’s range test (α = 0.05) after a one-way ANOVA. The inde-
pendent variable is calculated within the groups by the 
privacy change from intrinsic to rewarded data sharing. 
The dependent variables are the privacy sensitivity of the 
data-sharing criteria and their elements. Several of these criteria 
explain the data-sharing groups with a statistical significance (see 
Fig. S16, Section S13): transportation (F(4, 111) = 2.779, p = 0.03), 
data collector (F(4, 110) = 2.463, p = 0.027), sensor (F(4, 110) = 
2.686, p = 0.031), GPS (F(4, 110) = 2.201, p = 0.033), and noise 
(F(4, 110) = 3.573, p = 0.056).

In Fig. 7c, the data collector (p = 0.017) and the GPS sensor 
(p = 0.052) explain the privacy-sensitivity difference between re-
ward opportunists and privacy ignorants: rewarded individuals 
of these groups share a significant level of data, while reward op-
portunists preserve privacy without rewards. Compared to priv-
acy ignorants, reward opportunists find data collector and GPS 
more privacy intrusive by 24.2 and 20.4%. Similarly, the context 
of health (p = 0.042) and the GPS sensor (p = 0.033) explain the di-
vergence between privacy neutrals and privacy ignorants. Privacy 
neutrals find these two data-sharing criteria 26.6 and 20.9% more 

privacy intrusive than privacy ignorants. Privacy neutrals also 
find sensors (p = 0.033) more privacy intrusive than reward 
seekers by 18%, which explains the higher data sharing of rewards 
seekers under rewards. Finally, the data-sharing criterion of edu-
cational institute determines when individuals share a very high 
or very low level of data with or without rewards: privacy pre-
servers find the context of education (p = 0.058) 25.9% more priv-
acy intrusive than privacy ignorants.

Discussion
The findings reveal that a significant privacy recovery is attainable 
within the modus operandi of a data collective. This is a radical 
shift from mainstream thought of privacy as a personal value to 
privacy as a collective value (45), a public good shared within a 
community of citizens generating data. Coordinated data sharing 
supported by a trustworthy decentralized AI automates and 
scales up collective arrangements for sharing under the doctrine 
“as little as possible as much as necessary.” Such optimized ar-
rangements would be otherwise too complex and expensive to 
achieve in a transparent way with existing top-down privacy pol-
icies and regulations or even with automated data-access com-
mittees (46).

Findings also reveal that data collectives create tangible bene-
fits for online service providers that collect or access data shared 
in a coordinated way: data-collection costs drop down dramatical-
ly, and data are used more purposefully to deliver the required 

A B C

Fig. 7. Five key group behaviors in data sharing and their effects. A) Data-sharing group behaviors for intrinsic vs. rewarded data sharing. B) Privacy of 
groups over consecutive rewarded data-sharing choices. C) Group pair differences of privacy sensitivity over data-sharing criteria.

A B

Fig. 8. A data-collection infrastructure used for the design of a novel “living-lab” experiment of high realism and rigor. A) Data are collected via 
smartphones and are made accessible to data collectors according to the privileges given by participants. B) The experiment consists of three phases in 
and out of the lab.
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quality of service. This can create further remarkable cost reduc-
tions such as reduced data storage, security, energy, and carbon 
footprint costs as well as costs for solving legal disputes that are 
more likely to incur when dealing with excessive personal data.

Within rising information asymmetries and monopolies of 
knowledge in existing data markets and big tech, the capability 
of data collectives to coordinate data sharing at large-scale has 
been so far a gap (47, 48). This is underlined in promising solutions 
from political and economic theory such as data-owning democ-
racy (49), digital socialism (47), and peer-to-peer digital commons 
(50). Establishing data collectives at a community or municipality 
level can create alternative forms of data ownership and control; 
they can empower citizens participation based on an agenda of 
using digital assets for priorities such as social welfare and envir-
onmental sustainability (48, 51). These blueprints can be the basis 
of alternative data-market designs that encourage business mod-
els based on social innovation without over-relying on excessive 
free personal data. Data collectives can further benefit from scale, 
for instance, increasing individuals who coordinate their data- 
sharing decisions or increasing individuals’ flexibility contribu-
tions by generating more alternative data-sharing options. The 
AI system based on collective learning has a higher degree of free-
dom to calculate data-sharing choices that match the required 
data and recover more privacy in larger populations (25). It is 
also decentralized to make coordination more resilient to compu-
tational bottlenecks (25, 52).

Science can also benefit from data collectives. They can scale 
up open data and citizen science initiatives, while improving the 
transparency and reproducibility of research. Moreover, data col-
lectives can be a response to the current opaque models of genera-
tive AI such as ChatGPT. Selective data shared as a result of 
coordination can be used to train open and more transparent gen-
erative AI models, ethically aligned to community values. This 
could be a new type of “curricula” for training AI, institutionalized 
in a bottom-up way via data collectives.

Choices under intrinsic and rewarded data sharing prioritize 
different criteria. Individuals better distinguish data collectors 
and contexts than the type of data they share. In contrast, re-
warded individuals that give up privacy better distinguish the 
type of data they share, and in particular the GPS. Thus, rewards 
diminish the importance of who collects data and for what pur-
pose. In this case, data collectors may have no competitive 

advantage against each other but instead excessive and irrelevant 
data that increase their costs and risks.

The perceived privacy sensitivity of the data-sharing criteria 
explains different key data-sharing behaviors (groups), for in-
stance, individuals who do not preserve privacy vs. individuals 
who sacrifice privacy under rewards. Raising awareness about 
the privacy sensitivity of data collectors can influence data- 
sharing decisions. This has implications for how privacy policies 
and data consents are designed to be more transparent and user- 
friendly. Data-sharing choices that preserve and give up signifi-
cant privacy tend to polarize, thus highlighting the value of priv-
acy for individuals who have it rather than for the ones who do 
not (15). Coordinated data sharing breaks this vicious cycle by re-
distributing the privacy cost within the individuals for the benefit 
of all. This demonstrates opportunities for digitally networked so-
cieties without borders to reconcile different cultural norms on 
privacy.

Future work can unleash further opportunities to reclaim priv-
acy in the digital age: Spatiotemporal coordinated data sharing 
can automate and scale up the “right to be forgotten,” which im-
proves both privacy control and the willingness to share data, 
e.g. 10–18% (13). The feasibility of collective learning using opti-
mization scenarios in time and space are earlier demonstrated 
for Smart City applications (25). Nevertheless, defining and con-
veying to individuals the context of data use is not always 
straightforward and further work is required in this area, for in-
stance, semantics and ontologies (46). Moreover, beyond purpose-
ful data sharing, speculative data analysis out of a specific context 
can also encourage innovation and creativity. In such scenarios, 
data collectors may have a more significant role for trust in data- 
sharing decisions. The acceptance of coordinated data-sharing 
recommendations requires a follow-up study, in particular, the 
incentives and the interface design of the AI system for the broad-
er population. Notwithstanding, results show that coordinated 
data sharing comes with lower levels of shared data compared 
to rewarded data sharing, therefore, this is itself a significant in-
centive for individuals to use and trust the proposed solution. 
Moreover, earlier results demonstrate significant coordination 
capacity even when large portions of the population are not flex-
ible (53). The explainability of coordinated data sharing based on 
decentralized AI is particularly challenging and is expected to fur-
ther shield the trust on data collectives.

A B C

Fig. 9. The studied 4 × 4 × 4 full factorial design for smartphone data sharing and the key experimental functionality of the smartphone app. A) It consists 
of three data-sharing criteria, each with 4 elements creating 64 combinations of data-sharing scenarios. Each scenario involves a choice of what data to 
share, to which data collector and for what purpose. The choice of the exact sensors, collectors and contexts is outlined in Section S3.2. The labels in the 
brackets are used in the plots of this article. B) Privacy vs. rewards dilemma. C) Data-sharing scenario choice. Arrows on the app screen: (1) Accumulated 
rewards. (2) Privacy level, e.g. 75% corresponds to sensor data sampling every 120 s as explained to participants, see Fig. S1. (3) Gain/loss of rewards for a 
particular option. (4) Gain/loss of privacy for a certain option. (5) Data-sharing options. (6) Options in the improvement box.
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Methods
We outline here the experimental design and the developed tech-
nical infrastructure. We also illustrate the methods with which 
we analyzed the experimental data and the AI-based decision- 
support system with which coordinated data sharing is 
performed.

Living-lab experimental design
A novel design for a “living-lab” experiment is introduced. It de-
fines a mixed-mode experiment that seamlessly integrates in par-
ticipants’ everyday life, while the overall experimental process 
is orchestrated via the controlled environment and experimental 
protocols of the Decision Science Laboratory (DeSciL) of ETH 
Zurich (54). The proposed experiment has received ethical ap-
proval by DeSciL and the Ethics Commission at ETH Zurich (#EK 
2016-N-40). Informed consent is obtained from all participants. 
To improve the realism of the experiment and comply to the non-
deceiving policy of DeSciL, letters of support were collected from 
data collectors to confirm their interest in accessing the collected 
sensor data of participants. The study consist of three phases: (i) 
entry, (ii) core, and (iii) exit. Fig. 8 provides an outline of the overall 
experimental process and the developed data-collection infra-
structure (details are documented in Section S3).

Recruitment approach and sampling biases
The living-lab experimentation involves the recruitment of 123 
participants during the entry phase, out of which 116 completed 
the exit phase and 89 participated in all phases. Aggregated 
privacy-reward records for all experimental conditions is found 
for 84 participants. Responses to the data-sharing scenarios for 
all experimental conditions are found for 73 participants. In the 
context of this study, a higher number of participants is particu-
larly challenging and probably unrealistic as it requires signifi-
cantly more resources for compensation/infrastructure, sacrifice 
of rigor, and much looser control of the experimental process. 
Instead, priority is given to a satisfactory compensation per par-
ticipant for active participation in all experimental phases (see 
Section S3.5) and by incentivizing appropriately a large number 
of data-sharing choices: 27,403 in total. Moreover, the develop-
ment of a data-collection platform, including the data-access 
web portal and the mixed-mode experimental process, preserves 
an eminent realism, yet in well-controlled laboratory conditions 
that result at the end in a novel high-quality dataset to perform 
causal inference.

Participants were recruited from the DeSciL pool (55), mainly 
consisting of students of ETH Zurich and University of Zurich 
(see the invitation in Section S2.2). This pool is not representative 
of the population and is subject to sampling biases. However, 
smartphone users, who use a broad range of apps that require 
sharing of sensor data are mainly young people (56–58), and there-
fore the students’ profile fits well with the nature of the conducted 
experiment. Participants with technological literacy are also more 
likely to be familiar with data-sharing dilemmas involving a priv-
acy cost to gain access to smartphone app services. Studying such 
a sample of participants can make results more compelling as 
shown in earlier experiments conducted on such recruitment ba-
sis (59). Only Android smartphone users are recruited, who are a 
large portion of the population, for instance, 39.8% in 
Switzerland, 68.6% in Europe, and 72% worldwide in 2016 accord-
ing to StatCounter. Moreover, several smartphone apps with data- 
sharing decisions are made for both Android and iOS. Therefore, 
there is no substantial evidence to suggest different decision 

patterns among the market share in the population as also sup-
ported in earlier work (59). Recruitment is performed in eight ses-
sions on a weekly basis. To eliminate any further temporal bias, 
each of the three phases in Fig. 8 took place on the same day of 
the week. Table S2 provides an overview of the experimental 
sessions.

Entry phase
It takes place at DeSciL and it involves the following: (i) Collection 
of basic demographics about participants and information about 
their privacy profile using the survey questions of Table S4. (ii) 
Use of the privacy-intrusion level assigned to each data-sharing 
criterion and its elements (Questions B.9–B.12) to calculate the at-
titudinal data sharing and to calibrate the calculation of the mon-
etary rewards for the core phase according to the model 
illustrated in Section S1. (iii) Collection of the intrinsic data- 
sharing decisions by letting participants choose once the data- 
sharing level for each of the 64 data-sharing scenarios (see 
Fig. S3b). The following question implements the data-sharing 
scenarios:

FACTORIAL QUESTION Please choose the amount of <sensor type> 
sensor data shared with <data collector> to be used in the context 
of <context>.

There are in total five possible data-sharing levels to choose 
from (see Fig. S3b).

Core phase
It takes place out of the lab and lasts for 2 days (48 h), starting right 
after the completion of the entry phase. During the 24 h of each 
day, participants are voluntarily involved in an (unlimited) se-
quence of dilemmas of either improving their privacy or rewards 
by sharing less or more data respectively in a data-sharing scen-
ario. Figure 9 illustrates the two app screens for the 
privacy-rewards dilemma and the data-sharing scenario that fol-
lows. First, participants decide what to improve based on their 
privacy-rewards balance they currently have (Fig. 9b). Next, a 
data-sharing scenario is automatically retrieved with the latest 
choice made (Fig. 9c), marking the options that fulfill their goal 
(the improvement box, see Arrow 6). The retrieved scenario is 
the one that maximizes the improvement of the chosen goal, i.e. 
privacy or rewards. For each option, the app informs participants 
about the rewards and privacy they gain or lose (Arrows 3 and 4, 
respectively). After a choice, the participant moves back to the 
main screen of Fig. 9b with an updated privacy-rewards balance.

The first unique 64 data-sharing scenarios are the ones that 
participants have decided about during the entry phase. The dif-
ference in this core phase is that data sharing is rewarded based 
on two factors defined in the data-sharing model (see Section 
S1): (i) the data-sharing level (the higher, the more rewards) and 
(ii) how privacy-intrusive the data-sharing scenario is according 
to each participant. More rewards are allocated to data-sharing 
scenarios involving criteria regarded highly privacy intrusive by 
a participant. The latter personalization is derived from the re-
sponses of the entry phase (Questions B.9–B.12 in Table S4) with-
out explicitly making participants aware of this.

Within the 24 h, participants can change their goal based on 
their privacy-reward balance. They continue responding to fur-
ther retrieved data-sharing scenarios that can satisfy their goal, 
i.e. improve privacy or rewards, see Fig. 9b. This allows studying 
how data-sharing decisions evolve. Each decision in a data- 
sharing scenario overwrites the previous one for the calculation 
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of the privacy-reward balance. At the end of the 24 h, the process 
completes by locking the decisions of the 64 scenarios and sharing 
the data to the data-access web portal. This process runs for 
2 days to validate the results, confirming similar data-sharing be-
havior at both days (see Figs. 3a and S9a and b).

Exit phase
The participants of each experimental session return to DeSciL on 
the fourth day. They answer a survey questionnaire, participate in 
an interview and receive their calculated compensation. The sur-
vey consists of questions that cover the following aspects (see 
Tables S6 to S9): (i) smartphone use, (ii) user interface and func-
tionality of the app, (iii) rewards and privacy, and (iv) experimen-
tal process. The data collected during this phase have a supportive 
role serving the validation and interpretation of the results pro-
duced during the entry and core phase. See Section S3.4 for further 
details.

Compensation and monetary incentives
Participants are compensated for their engagement in the experi-
ment as well as for the sensor data they share. The engagement 
covers (i) showing up in the lab (2 × 10 = 20 CHF), (ii) completing 
the lab activities (15 + 5 = 20 CHF) and (iii) using the app in terms 
of answering at least once all 64 data-sharing scenarios 
(2 × 2.5 = 5 CHF). The rewards for the app use is distributed with 
a geomentric progression over the data-sharing scenarios to elim-
inate dropout effects (see Section S3.5). Those who successfully 
complete all experimental phases receive the total fixed compen-
sation of 45 CHF and an additional maximum reward of 
2 × 15 = 30 CHF based on the amount of shared data. Figure 8b 
shows how the total maximum amount of 75 CHF is allocated 
over the experimental process. Section S3.5 further motivates 
the allocation of these compensations.

Technical infrastructure
Figure 8a outlines the technical infrastructure developed to serve 
the designed experimental process. Two types of data are col-
lected by the smartphone app: (i) the sensor data that participants 
explicitly choose to share and (ii) all data from participants’ 
choices and survey answers used for the analysis. These data 
are stored on a remote server and locally on the smartphone for 
redundancy so that they can be restored during the exit phase 
by moderators in case of software or communication failures.

The developed infrastructure consists of the following inter-
active systems: (i) the local, (ii) remote data-management system, 
(iii) the smartphone app, and (iv) the data-access web portal. The 
two data-management systems synchronize and secure the 
shared sensor data as well as the experimental data. The smart-
phone app is developed to run on Android devices. The data- 
access web portal stores the shared data and provides authorized 
access to the registered participants of the experiment as well as 
the data collectors involved in the data-sharing scenarios. Making 
available this system improves the realism of the experiment by 
realizing the actual data-sharing decisions, while allowing the ex-
perimental design to comply with the nondeceiving policy of 
DeSciL. See Section S4 for further details.

Privacy calculations for sensors, collectors, and 
contexts
The privacy measurements in Fig. 4a are made as follows: In the 
case of the attitudinal data-sharing condition, the mean privacy 
level is calculated by normalizing (in [0, 1] over all participants) 

the privacy sensitivity reported in the Questions B.10–B.12 during 
the entry phase. In the intrinsic, rewarded and coordinated data- 
sharing conditions, the privacy level of a certain sensor, data col-
lector or context is the normalized privacy mean across all partic-
ipants for 16/64 data-sharing scenarios that contain this 
respectively (see Fig. 3a). In the coordinated data-sharing condi-
tions, this is calculated using the mean privacy level of the data- 
sharing scenarios selected over all 10 repetitions of the coordin-
ation with a random permutation in the positioning of the agents 
(see the Coordinated data-sharing via decentralized AI section for 
more information).

The expected privacy level of a data-sharing scenario (see 
shaded areas in Fig. 3a) is calculated by the mean privacy level 
of the sensor, collector, and context that comprise the data- 
sharing scenario. The expected privacy level of a certain sensor, 
data collector, or context is the mean expected privacy level 
over 16/64 data-sharing scenarios containing this. The relative 
difference between the actual privacy level and the expected 
one defines the privacy reinforcement. Detailed measurements are 
illustrated in Fig. S13, Section S10.

Coordinated data-sharing via decentralized AI
Coordinated data sharing is modeled as a decentralized discrete- 
choice multiagent combinatorial optimization problem. It is de-
signed to recover excessive privacy loss of the rewarded data shar-
ing. A decision-support system implements the optimization that 
achieves the coordination. The discrete choice model and the co-
ordination method are outlined below.

Data-sharing plans and elicitation of privacy sensitivity
Each participant comes with three data-sharing plans extracted 
from the living-lab experiment as follows: each plan is a sequence 
of 64 real values that represent the data-sharing choices made at 
each scenario and each experimental condition: intrinsic, first re-
warded and second rewarded. Each plan has a privacy cost repre-
sented by a real value. It is calculated by the mean normalized 
level (in [0, 1]) of shared data over the data-sharing scenarios. 
Alternative privacy valuation schemes are assessed in Section S9.

Steering data sharing using privacy-preservation goal signals
A goal signal represents a data-collection scenario with the min-
imum required data to enable a data-driven service or application 
(32–34). Five privacy-preservation goal signals for data sharing are 
generated using the intrinsic data-sharing choices of participants. 
Each goal signal is a sequence of 64 values corresponding to the 
data-sharing scenarios. For each data-sharing option out of the 
five possible ones, a goal signal is calculated with the 64 values 
representing the probability of participants choosing this data- 
sharing option without rewards. Similarly with the data-sharing 
options, the five goal signals are referred to within the range of 
very low to very high privacy preservation. Figure S10, Section 
S7 illustrates the five goal signals.

Coordinated data sharing
The goal of the data collective is to choose and aggregate (sum up 
element wise) the data-sharing plans of all individuals such that 
the resulting signal matches a given goal signal. This matching 
is measured here with the residual sum of squares between these 
two signals (standardized). As this goal cannot be satisfied by let-
ting individual participants choosing independently the plan with 
the best matching (minimizing a nonlinear cost function), coord-
ination between participants’ choices is required. This discrete- 
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choice coordination problem is combinatorial NP-hard and re-
quires approximating solutions (25). The coordination capability 
can be generalized to a multiobjective combinatorial optimization 
problem in which the data collective minimizes the following cost 
function:

(1 − α − β) × privacy inefficiency + α × privacy unfairness

+ β × privacy cost,
(1) 

where privacy inefficiency is the data sharing mismatch meas-
ured by the residual sum of squares between the aggregated data- 
sharing plans and the goal signal. The privacy cost is the mean 
cost of the selected plans and the privacy unfairness is the disper-
sion (variance) of privacy cost over individuals. The parameters α 
and β, for α + β = 1 and α, β ∈ [0, 1], are self-determined by each in-
dividual and model a behavioral continuum between selfish vs. al-
truistic behavior in terms of data sharing. A selfish individual that 
minimizes privacy cost without coordinating its data sharing with 
other individuals is determined by β = 1, α = 0. An individual that 
minimizes the collective privacy inefficiency without counting 
its personal privacy cost is an altruistic one by β = 0, α = 0. These 
altruistic individuals can balance for privacy unfairness by in-
creasing the α parameter.

A decentralized computational approach for coordination
The collective-learning method of I-EPOS is used to cope with the 
computational and communication complexity of the coordi-
nated data-sharing problem (25). This algorithm is used as a 
decision-support system that automates and scales up the coord-
ination, which would otherwise be too complex and infeasible for 
humans to perform without digital assistance. As featured by 
UNESCO IRCAI (29), this method is particularly fitting in this priv-
acy context: (i) The algorithm itself is privacy-preserving by design 
as it exclusively relies on exchanging aggregated data sharing 
choices rather than individual ones. The use of differential priv-
acy and homomorphic encryption can also enhance the overall 
security of information aggregation, which is an additional priv-
acy protection on top of the privacy recovery illustrated in this art-
icle. (ii) The algorithm is highly cost-effective with a low 
computational and communication complexity compared to oth-
er multiagent approaches for combinatorial optimization prob-
lems (25). The data-sharing choices calculated by the algorithm 
can rapidly match the goal signal with a low communication ex-
change between the agents. (iii) The algorithm is open-source, de-
centralized, and can scale up without relying on a trusted third 
party, which makes it particularly applicable for bottom-up data 
collectives. (iv) The algorithm can operate in different faulty envi-
ronments and application scenarios (52).

Collective-learning parameterization
Agents are self-organized in a binary balanced tree within 
which they are positioned randomly. Coordination repeats 10 
times, each with a different random positioning of the agents. 
For each random positioning, collective learning runs for 50 learn-
ing iterations. Each iteration proceeds from leaves to root and 
back to leaves. It results in the selection of data-sharing plans 
that minimize at an aggregate level the cost function in Eq. 1. 
More information about the algorithm can be found in earlier 
work (25).

Causal inference with conjoint analysis
The complete factorial design of three data-sharing criteria each 
with four elements results in 64 scenarios encoded by a sequence 

of 12 − 3 = 9 dummy variables. These represent the membership 
of a certain sensor, collector, and context in a data-sharing scen-
ario. Multiple linear regression models are constructed using as 
independent variables the nine dummy variables (4 − 1 = 3 varia-
bles per data-sharing element are used to resolve the linear de-
pendency problem in multiple regression). The dependent 
variables that distinguish the regression models include the fol-
lowing (Fig. 6): privacy (intrinsic, intrinsic-second rewarded, coor-
dinated with the very low privacy-preservation goal) and gained 
rewards (first and second rewarded data sharing with those indi-
viduals who intend and do improve rewards as in Fig. 9). These 
privacy and reward values across the 64 data-sharing scenarios 
of the full factorial design are used for a rating-based conjoint 
analysis. Other regression models with lower statistical power 
are assessed and further illustrated in Fig. S14, Table S13, and 
Section S11.

The regression models result in the 12 coefficients for each 
data-sharing element as shown in Fig. 6a. Together with a con-
stant (Table S13), they predict the depend variable. Using the co-
efficients, the partworth utilities are estimated that calculate 
the relative importance of each data-sharing criterion and elem-
ent (Eqs. S11 and S12). For each data-sharing element, the relative 
importance is calculated across the elements of the criterion it be-
longs (Eq. S12) or across all elements (Eq. S13). The latter is shown 
in Fig. S15. The conjoint analysis models are compared to the 
mean relative perceived privacy sensitivity as declared by partic-
ipants in the Questions B.9–B.12 in Table S4.

Extraction and validation of group behavior
How groups are extracted
To extract the data-sharing group behaviors, the participants’ 
privacy level under intrinsic and first/second rewarded data 
sharing are clustered using three clustering techniques of R: (i) 
k-means (60) (kmeans), (ii) hierarchical clustering (61, 62) 
(hclust), and (iii) partitioning around medoids (63) (pamkCBI). 
A subset of 110 participants were clustered that made both in-
trinsic and rewarded data-sharing decisions. An optimum num-
ber of five clusters is confirmed in all three methods that 
correspond to the data-sharing groups marked in Fig. 7a. An ex-
emplary of observed and unobserved group behaviors is outlined 
in Table 1.

How groups are validated
In the case of k-means and hierarchical clustering, the optimum 
number of five clusters is derived by performing a bootstrap evalu-
ation (clusterboot of R) of the clusters (64). It assesses both the 
stability of the clusters and the stability of different clustering al-
gorithms. The pamkCBI algorithm performs partitioning around 
medoids. The number of clusters is estimated by the optimum 
average silhouette width (65, 66). However, a bootstrap evaluation 
is also performed for pamkCBI for a complete comparison of the 
three algorithms. An outline of the clusters stability (mean 
Jaccard similarity) and the number of dissolved clusters for 100 
bootstrap iterations is given in Table S14. Visual inspections 
show that all three algorithms find the same clusters, while 
k-means achieves a mean Jaccard similarity (bootmean) higher 
than 0.75 for all clusters, which indicates stable clusters. As 
such, the groups of k-means are analyzed in this article (Fig. 7). 
Note also that the population split over the data-sharing groups 
matches well to Westin’s general population privacy indexes, 
see further Section S12.
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