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Abstract

Converse negative imaginary theorems for linear time-invariant systems are derived. In particular, we provide necessary and
sufficient conditions for a feedback system to be robustly stable against various types of negative imaginary (NI) uncertainty.
Uncertainty classes of marginally stable NI systems and stable strictly NI systems with restrictions on their static or
instantaneous gains are considered. It is shown that robust stability against the former class entails the strictly NI property,
whereas the latter class entails the NI property. We also establish a non-existence result that no stable system can robustly
stabilise all marginally stable NI uncertainty, thereby showing that the uncertainty class of NI systems is too large as far as
robust feedback stability is concerned, thus justifying the consideration of subclasses of NI systems with constrained static or
instantaneous gains.

Key words: Negative imaginary systems, positive real systems, linear time-invariant systems, feedback, robust stability

1 Introduction

In the field of robust control, converse results are
intimately tied to the conservativity of robust feedback
stability conditions — they show that such conditions
are not conservative if robust stability against particular
uncertainty classes is required. These results were first
derived for the small-gain theorem on linear time-
invariant (LTI) systems and µ-analysis; see (Zhou,
Doyle, & Glover, 1996, Theorem 9.1), (Fan, Tits, &
Doyle, 1991) and the references therein. They were
further explored within the setting of passivity, and
more generally, integral quadratic constraints in (Khong
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& Kao, 2021, 2022). Interesting robotic applications of
converse passivity theorems were described in (Colgate
& Hogan, 1988; Stramigioli, 2015; Khong & van der
Schaft, 2018). Converse results are also prevalent in
the literature on the graph topology (Vidyasagar, 2011;
Georgiou & Smith, 1990; Vinnicombe, 1993; Qiu &
Davison, 1992; Zhao, Qiu, & Gu, 2020; Zhao, Khong, &
Qiu, 2021). Recently, attempts to obtain converse results
for Lurye systems involving monotone nonlinearity
with the so-called Zames-Falb multipliers have been
made in (Khong & Su, 2021; Su, Seiler, Carrasco, &
Khong, 2023), with significant breakthrough achieved
in (Kharitenko & Scherer, 2022). The importance of
converse results is hence self-explanatory given their
ubiquity in the literature.

This paper is concerned with converse results for linear
time-invariant negative imaginary (NI) systems. NI sys-
tems theory was first proposed by (Lanzon & Petersen,
2008) and was originally motivated in part by robust
vibration control of flexible systems (Petersen & Lan-
zon, 2010; Petersen, 2016). NI theory was subsequently
extended to include imaginary-axis poles (Xiong, Pe-
tersen, & Lanzon, 2010), free-body dynamics (Mabrok,
Kallapur, Petersen, & Lanzon, 2014a), irrational and
improper systems (Ferrante & Ntogramatzidis, 2013;
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Ferrante, Lanzon, & Ntogramatzidis, 2016), non-proper
systems (Liu & Xiong, 2016), state-space symmetric
systems (Liu, Lam, Zhu, & Kwok, 2019), discrete-
time systems (Ferrante, Lanzon, & Ntogramatzidis,
2017; Liu & Xiong, 2018; Zhang, Liu, & Lu, 2021;
Bhowmick & Lanzon, 2022), nonlinear and time-varying
systems (Kurawa, Bhowmick, & Lanzon, 2020; Ghal-
lab, Mabrok, & Petersen, 2018), etc. NI theory offers
a complementary robust analysis and synthesis frame-
work (Bhowmick & Patra, 2020) to passivity and small-
gain techniques. The NI notion is closely related to
counterclockwise I/O dynamics (Angeli, 2006). NI the-
ory is an energy-based technique, akin to passivity the-
ory, with connections to Hamiltonian systems (van der
Schaft, 2016), dissipativity (Bhowmick & Lanzon, 2019;
Lanzon & Bhowmick, 2023) and integral quadratic con-
straints (Khong, Petersen, & Rantzer, 2018; Zhao, Chen,
& Khong, 2022; Khong, 2023).

Many practical systems possess NI properties. Inertial
systems, e.g. robotic manipulators, large space struc-
tures, unmanned aerial vehicles, mobile robots, etc.,
driven via force (or torque) actuation and producing
a colocated linear (or angular) displacement output
possess NI dynamics arising from physical considera-
tions (Petersen & Lanzon, 2010). A key benefit of NI
theory is that robust stability against a class of physi-
cally motivated and physically interpretable uncertainty
can be specified in terms of a simple steady-state (i.e.
static) gain condition of the open-loop systems (Lanzon
& Petersen, 2008). These developments have enabled
NI theory to find interesting applications in many fields
including multi-agent systems (Wang, Lanzon, & Pe-
tersen, 2015; Skeik & Lanzon, 2020) and nanoposition-
ing control (Nikooienejad & Moheimani, 2022; Mabrok,
Kallapur, Petersen, & Lanzon, 2014b), to mention a few.

This paper shows that there exists no stable controller
that robustly stabilises all NI uncertain plants with
possible poles on the imaginary axis, meaning that the
full NI uncertainty class is too large for robust stability
with stable controllers. Correspondingly, we derive
converse results for numerous different NI uncertainty
classes wherein the static and/or instantaneous gains of
the systems are restricted. This is possible because some
partial knowledge (e.g. a bound) of the static or the
instantaneous gain is often available. For this endeavour,
new stability results for the feedback interconnection of
an NI system and a strictly negative imaginary (SNI)
system are established. Two classes of uncertainty are
the main focus in this study — marginally stable NI
uncertainty and stable SNI uncertainty. In particular,
we establish that in order to robustly stabilise a class of
NI plants with constrained static and/or instantaneous
gains, a controller must necessarily satisfy a certain
NI property. In other words, the NI property is
nonconservative as far as robust feedback stabilisation
against NI uncertainty is concerned.

The paper has the following structure. The notation
of the paper and preliminaries on systems theory are
provided in Section 2. Some new direct NI results are
derived in Section 3 as they will be needed in the rest of
the paper. In Section 4, various converse results for NI
systems are derived. The paper is concluded in Section 5.

2 Notation and preliminaries

2.1 Basic notation

LetF = R orC be the real or complex field, andFn be the
linear space of n-tuples of F over the field F. The real and
imaginary parts of a complex number s ∈ C are denoted
by Re(s) and Im(s), respectively, and its conjugate by
s̄. The determinant of a matrix A ∈ Fn×n is denoted
by det(A), the rank by rank(A), the transpose AT , the
complex conjugate transposeA∗, and the singular values
σ̄(A) = σ1(A) ≥ σ2(A) ≥ · · · ≥ σn(A) = σ(A).
When eigenvalues of A are real, denote its largest and
smallest eigenvalues by λ̄(A) and λ(A), respectively. For
x, y ∈ Fn, the inner product is denoted as 〈x, y〉 = x∗y,

and the Euclidean norm as |x| =
√

〈x, x〉. The identity
matrix and zero matrix inCn×n are respectively denoted
as In and 0n. A matrix is said to be Hurwitz if all of
its eigenvalues are located on the open left-half complex
plane. Given A ∈ Fn×n, let A > 0 (A ≥ 0) denote A
being positive (semi-)definite.

Denote by L∞ the Lebesgue space of functions that are
essentially bounded on the imaginary axis jR. Denote by
H∞ the Hardy space of functions that are holomorphic
and uniformly bounded on the open right-half complex
plane. The H∞ norm of a function G ∈ Hn×n

∞ is defined
as

‖G‖∞ = sup
Re s>0

σ̄(G(s)) = sup
ω∈R

σ̄(G(jω)).

Denote by Rn×n the set of proper real-rational transfer
functions and RHn×n

∞ the set of all real-rational
members in Hn×n

∞ . A G ∈ Rn×n is said to be stable if
G ∈ RHn×n

∞ . In what follows, the superscripts in Hn×n
∞ ,

Rn×n, ... will be omitted when the context is clear.

2.2 Feedback stability

✲ ♠ ✲ P

❄
✛ ♠✛C

✻

w1

w2

u1

u2

y1

y2

Fig. 1. A feedback system [P, C].

Denote by [P,C] the positive feedback interconnection
of P ∈ Rn×n and C ∈ Rn×n illustrated in Fig. 1. The
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feedback system [P,C] is said to be stable (Zhou et al.,
1996) if

[

I

C

]

(I − PC)−1
[

I P
]

∈ RH2n×2n
∞ .

2.3 Negative imaginary systems

The following definition of negative imaginary linear
time-invariant (LTI) systems is taken from (Mabrok et
al., 2014a; Lanzon & Chen, 2017).

Definition 1 (Negative imaginary systems)
(Mabrok et al., 2014a; Lanzon & Chen, 2017) A system
G ∈ Rn×n is said to be negative imaginary (NI) if:

(i) G has no poles on the open right half plane;
(ii) for all ω ∈ (0,∞) such that jω is not a pole of G,

j (G(jω)−G(jω)∗) ≥ 0;

(iii) for any ω0 ∈ (0,∞), if jω0 is a pole of G, then it is
a simple pole and

lim
s→jω0

(s− jω0)jG(s) ≥ 0;

(iv) if 0 is a pole of G, then lim
s→0

skG(s) = 0 for each

integer k ≥ 3 and

lim
s→0

s2G(s) ≥ 0.

A strict subclass of NI systems, termed strictly negative
imaginary, was defined in (Lanzon&Petersen, 2008) and
is restated here for convenience. Its relation to several
other strict subclasses, defined later in the literature, is
described in (Lanzon & Bhowmick, 2023).

Definition 2 (Strictly NI systems) (Lanzon & Pe-
tersen, 2008) A system G ∈ RHn×n

∞ is said to be strictly
negative imaginary (SNI) if

j (G(jω)−G(jω)∗) > 0 ∀ω ∈ (0,∞).

Next, we provide the standard definition of positive real
systems (Anderson & Vongpanitlerd, 2006) for ease of
reference.

Definition 3 (Positive real systems) (Anderson &
Vongpanitlerd, 2006) A system G ∈ RHn×n

∞ is said to be
passive (a.k.a. positive real) if

G(jω) +G(jω)∗ ≥ 0 ∀ω ≥ 0,

and output strictly passive if there exists ǫ > 0 such that

G(jω) +G(jω)∗ ≥ ǫG(jω)∗G(jω) ∀ω ≥ 0.

A number of useful results from the literature are
collected here because they will be used throughout this
paper. Lemma 1 gives useful properties on the static
(i.e. at zero frequency) and instantaneous (i.e. at infinity
frequency) gains of NI systems.

Lemma 1 (Lanzon & Petersen, 2008, Lemma 2)
and (Lanzon & Chen, 2017, Lemma 8) Let G ∈ Rn×n.
Then the following statements are true.

(a) If G is NI without poles at origin, then

G(0) = G(0)T , G(∞) = G(∞)T , and G(0) ≥ G(∞).

(b) If G is SNI, then

G(0) > G(∞).

Lemma 2 gives necessary and sufficient conditions for the
stability of a positive feedback interconnection of an NI
system without poles at the origin with an SNI system.

Lemma 2 (Lanzon & Chen, 2017, Theorem 9) Let P be
NI without poles at origin and C be SNI. Then [P,C] is
stable if and only if

(a) I − P (∞)C(∞) is nonsingular;
(b) λ̄

(

(I − P (∞)C(∞))−1(P (∞)C(0)− I)
)

< 0;

(c) λ̄
(

(I − C(0)P (∞))−1(C(0)P (0)− I)
)

< 0.

Lemma 3 gives alternative necessary and sufficient
conditions to those provide in Lemma 2.

Lemma 3 (Lanzon & Chen, 2017, Theorem 14) Let P
be NI without poles at origin and C be SNI. Then [P,C]
is stable if and only if

(a) I − P (∞)C(∞) is nonsingular;
(b) λ̄

(

(P (0)C(∞) − I)(I − P (∞)C(∞))−1
)

< 0;

(c) λ̄
(

(C(0)P (0)− I)(I − C(∞)P (0))−1
)

< 0.

Lemma 4 gives necessary and sufficient conditions when
the NI system is allowed to have poles at the origin.
Further discussion on Lemmas 1 to 4 can be found
in (Lanzon & Chen, 2017).

Lemma 4 (Lanzon &Chen, 2017, Theorem 24) LetP be
NI and C be SNI. Let Ψ < 0 be such that λ̄(P (∞)Ψ) < 1.
Then [P,C] is stable if and only if

(a) I − P (∞)C(∞) is nonsingular;
(b) λ̄

(

(I − P (∞)C(∞))−1(P (∞)C(0)− I)
)

< 0;
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(c) λ̄
(

lims→0(I −ΨP (∞))(I − C(s)P (∞))−1×
(C(s)P (s) − I)(I −ΨP (s))−1

)

< 0.

The following result is taken from (Khong & Kao, 2022,
Proposition 1), which in turn relies on (Khong & Kao,
2021, Proposition 1).

Lemma 5 Let K ∈ RHn×n
∞ . Then [N,−K] is stable for

all positive real N ∈ RHn×n
∞ if and only if K is output

strictly passive. In particular, if K(jω0) + K(jω0) �
ǫK(jω0)

∗K(jω0) for some ω0 ∈ [0,∞] and all ǫ > 0,
then there exists positive real N ∈ RHn×n

∞ such that
det(I +K(jω0)N(jω0)) = 0.

3 Direct Negative Imaginary results

We first derive some direct results on the stability of
positive feedback interconnections of NI systems in this
section.

The following theorem provides new necessary and
sufficient conditions for the feedback stability of an NI
system in positive feedback with an SNI system using a
continuous deformation.

Theorem 1 Suppose P is NI without poles at the origin
and C is SNI. Then, the following three statements are
equivalent:

(a) [τP, C] is stable for all τ ∈ [0, 1];
(b) for all τ ∈ [0, 1],

det(τP (∞)C(∞) − I) 6= 0,

det(τP (0)C(∞) − I) 6= 0 and

det(τP (0)C(0)− I) 6= 0;

(c) for all τ ∈ [0, 1],

det(τP (∞)C(∞) − I) 6= 0,

det(τP (∞)C(0) − I) 6= 0 and

det(τP (0)C(0)− I) 6= 0.

PROOF. [(a) ⇔ (b)] Note that τP (s) is NI without
poles at the origin for all τ ∈ [0, 1]. Then,

∀τ ∈ [0, 1],

det[τP (∞)C(∞) − I] 6= 0,

det[τP (0)C(∞) − I] 6= 0,

det[τP (0)C(0)− I] 6= 0.

⇔ ∀τ ∈ [0, 1],

det[I − τP (∞)C(∞)] 6= 0,

det([τP (0)C(∞) − I][I − τP (∞)C(∞)]−1) 6= 0,

det([C(0)τP (0) − I][I − C(∞)τP (0)]−1) 6= 0.

⇔ ∀τ ∈ [0, 1],

[I − τP (∞)C(∞)] is nonsingular,

λ([τP (0)C(∞) − I][I − τP (∞)C(∞)]−1) < 0,

λ([C(0)τP (0) − I][I − C(∞)τP (0)]−1) < 0.

[This equivalence is because the eigenvalues of
X = ([τP (0)C(∞)−I][I−τP (∞)C(∞)]−1) and
Y = ([C(0)τP (0) − I][I − C(∞)τP (0)]−1) are
real via (Lanzon & Chen, 2017, Lemmas 3 and 4),
the conditions are obviously satisfied at τ = 0,
the eigenvalues of X and Y deform continuously
in τ , and λ(X) and λ(Y ) do not touch zero as τ
increases from 0.]

⇔ [τP, C] is stable for all τ ∈ [0, 1] via Lemma 3.

This concludes the proof of (a) ⇔ (b).

The proof of (a) ⇔ (c) is similar to the proof of (a) ⇔
(b) but invokes Lemma 2 instead of Lemma 3. ✷

The following result is a specialisation of Theorem 1
using conditions that are easier to check.

Theorem 2 Suppose P is NI without poles at the origin,
C is SNI, and either P (∞) ≥ 0 or C(∞) ≥ 0. Then,
[P,C] is stable if

λ[P (0)C(0)] < 1 and λ[P (∞)C(∞)] < 1.

PROOF. We first proof the case when P (∞) ≥ 0. By
Lemma 1 and the suppositions, we know that C(0) =
C(0)T > C(∞) = C(∞)T and P (0) = P (0)T ≥
P (∞) = P (∞)T ≥ 0. Therefore, via (Lanzon & Chen,
2017, Lemma 11), λi[P (0)C(0)] ∈ R, λi[P (∞)C(∞)] ∈
R, and λi[P (0)C(∞)] ∈ R for all i. Then,

det(τP (∞)C(∞) − I) 6= 0 ∀τ ∈ [0, 1]

⇔ λi[P (∞)C(∞)] 6= 1

τ
∀τ ∈ (0, 1], i

⇔ λ[P (∞)C(∞)] < 1.

Similarly,

det(τP (0)C(0)− I) 6= 0 ∀τ ∈ [0, 1]

⇔ λ[P (0)C(0)] < 1

and

det(τP (0)C(∞) − I) 6= 0 ∀τ ∈ [0, 1]

⇔ λ[P (0)C(∞)] < 1.

Now, λ[P (0)C(0)] < 1 ⇒ P (0)
1

2C(0)P (0)
1

2 < I ⇒
P (0)

1

2C(∞)P (0)
1

2 < I ⇒ λ[P (0)C(∞)] < 1.
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The conclusion then follows via Theorem 1 using its
conditions (a) and (b).

The proof of the case when C(∞) ≥ 0 is similar to
the above proof but invokes conditions (a) and (c) of
Theorem 1, and exploits C(0) = C(0)T > C(∞) =
C(∞)T ≥ 0 and P (0) = P (0)T ≥ P (∞) = P (∞)T

instead. ✷

4 Converse NI results

A collection of converse results for robust feedback
stability of NI systems is now derived in this section.

4.1 Uncertainty with possible poles on the imaginary
axis

In this subsection, we derive converse results for
uncertain NI systems with possible poles on the
imaginary axis. UncertainNI systemswith possible poles
at the origin are derived first, and those without poles
at the origin are derived next.

4.1.1 Uncertainty with possible poles at the origin

Theorem 3 states that an SNI controller with negative
static gain is necessary and sufficient for robust stability
of the full class of strictly proper NI systems.

Theorem 3 Let C ∈ RHn×n
∞ . Then the following three

statements are equivalent:

(i) [P,C] is stable for all strictly proper NI P ∈ Rn×n;
(ii) [P,C] is stable for all strictly proper NI P ∈ Rn×n

that have no double poles at the origin;
(iii) C is SNI and C(0) < 0.

PROOF. That (i) implies (ii) is trivial. That (iii)
implies (i) may be established using Lemma 4 as follows.
In particular, since P (∞) = 0, [P,C] is stable if
statement (c) of Lemma 4 holds, i.e.,

λ̄
(

lim
s→0

[(C(s)P (s) − I)(I −ΨP (s))−1]
)

< 0

for some Ψ ∈ Rn×n such that Ψ < 0. Note that by
(Lanzon & Chen, 2017, Lemma 20), P (s)(I −ΨP (s))−1

has no pole at origin. By choosing Ψ = C(0) < 0, we
then have

lim
s→0

[(C(s)P (s) − I)(I −ΨP (s))−1]

= lim
s→0

[(C(s)P (s) −ΨP (s) + ΨP (s)− I)(I −ΨP (s))−1]

= lim
s→0

[(C(s)−Ψ)P (s)(I −ΨP (s))−1 − I]

= − I.

Therefore, we obtain

λ̄
(

lim
s→0

[(C(s)P (s)− I)(I −ΨP (s))−1]
)

= −1 < 0.

This shows the stability of [P,C], whereby (i) holds.

We establish that (ii) implies (iii) via the following three
steps.

Step 1: We show in what follows that for each ω ∈
(0,∞), there exists ǫ > 0 (that depends on ω) such that

j (C(jω)− C(jω)∗) ≥ ǫC(jω)∗C(jω). (1)

Suppose to the contrapositive that for some ω0 ∈ (0,∞)
there exists no ǫ > 0 for which (1) holds. Denote byK =
jC(jω0), which satisfies that K +K∗ 6≥ ǫK∗K ∀ǫ > 0.
By the necessity of Lemma 5, there exists a positive real
N ∈ RHn×n

∞ such that det(I +KN(jω0)) = 0. Let

P (s) =
ω0

s
N(s).

It is straightforward to verify that P is NI, P (∞) = 0
and det(I − P (jω0)C(jω0)) = det(I +KN(jω0)) = 0,
whereby [P,C] is unstable. Therefore, by contraposition,
(1) is true, which implies that C ∈ RHn×n

∞ is NI as well.

Step 2: We show C(0) < 0 next. Suppose to the
contrapositive that C(0) 6< 0. Since C is NI by Step 1,
we know that C(0) = C(0)T ∈ Rn×n by Lemma 1(a)
and at least one of its eigenvalues is greater or equal
to zero, whereby it admits a real Schur decomposition
C(0) = UDUT withUTU = I andD being real diagonal
with [D]11 ≥ 0.

In the case where [D]11 = 0, let

M = U

[

α

0n−1

]

UT ≥ 0

for some α > 0 to be chosen later and P = M/s.
Note that P is NI and P (∞) = 0. Furthermore, let
C1(s) = C(s) − C(0) = sE(s), where E ∈ RH∞, and
P1(s) = (I−P (s)C(0))−1P (s). It may be observed that

(I − PC)−1P = (I − P1C1)
−1P1; (2)

see the proof of (Lanzon & Chen, 2017, Lemma 18).
In addition, by choosing α > 0 so that M satisfies
‖ME(0)‖ < 1 ensures that I − ME(0) is nonsingular
and noting that lims→0(I − P (s)C(0))−1 = I, we have

lim
s→0

s(I − P1C1)
−1P1 = (I −ME(0))−1 lim

s→0
sP

= (I −ME(0))−1M 6= 0.
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Combining this with (2), we obtain that the origin is a
pole of (I − PC)−1P , whereby [P,C] is unstable.

In the case where [D]11 > 0, let P = M/(s+ 1) with

M = U

[

[D]−1
11

0n−1

]

UT ≥ 0.

One can verify that P is NI with P (∞) = 0, and

det(I − P (0)C(0)) = 0,

whereby [P,C] is unstable.

Summarising the above cases, we obtain by contraposi-
tion that C(0) < 0.

Step 3: Finally, we show that C is SNI. Since (1)
holds, it suffices to show that C(jω)∗C(jω) > 0, or
C(jω) is nonsingular, for any ω ∈ (0,∞). Suppose
to the contrapositive that for ω0 ∈ (0,∞), C(jω0)
is singular. It then follows from (Horn & Johnson,
1994, Theorem 1.6.6) and (Horn & Johnson, 1994,
Property 1.2.5b) that

C(jω0) = T

[

0

D

]

T ∗,

for some nonsingular T ∈ Cn×n and diagonal D ∈
C(n−1)×(n−1). Denote by T−∗ =

[

t1 t2 · · · tn

]

, and let

M = T−∗

[

1

0n−1

]

T−1 = t1t
∗
1 ≥ 0.

Chooseα, β ∈ Rn so that p(s) = αs+β satisfies p(jω0) =
t1. Clearly p(jω)p(jω)∗ ≥ 0 for any ω ∈ (0,∞) \ {ω0}
and p(jω0)p(jω0)

∗ = M . Let

G(s) =
1

s2 + ω2
0

p(s)pT (−s)

and note that

j(G(jω)−G(jω)∗) = 0 for all ω ∈ (0,∞) \ {ω0} and

lim
s→jω0

(s− jω0)jG(s) =
j

2jω0
p(jω0)p(jω0)

∗

=
1

2ω0
M ≥ 0.

Hence G is NI. Recall from (Lanzon & Chen, 2017,
Lemma 7) that G is NI if and only if G − G(∞) is NI
and G(∞) = G(∞)T . The latter implies that

jG(∞) + (jG(∞))∗ = 0,

and hence by following the arguments in the last part of
the proof of (Khong & Kao, 2022, Proposition 1), one
may show that there exists positive realN ∈ RH∞ such
that N(jω0) = jG(∞). Now define

P (s) = G(s)−G(∞) +
ω0

s
N.

Evidently, P is NI and P (∞) = 0. Moreover, since
MC(jω0) = 0, one can verify that

lim
s→jω0

(s− jω0)(I − PC)−1P

= lim
s→jω0

(s− jω0)P =
1

2jω0
M 6= 0,

whereby s = jω0 is a pole of (I − PC)−1P and [P,C]
is unstable. By contraposition, we must have C(jω) is
nonsingular for any ω ∈ (0,∞). This completes the
proof. ✷

The following non-existence result is of interest because
it shows that one cannot find a stable controller that
achieves robust stability against the full class of NI
systems without double poles at the origin. This is
because the full NI class without double poles at the
origin is too large, not to say the full NI class itself.

Theorem 4 There exists no C ∈ RHn×n
∞ such that

[P,C] is stable for all NI P ∈ Rn×n without double poles
at the origin.

PROOF. We prove this via contradiction. Suppose
there exists C ∈ RHn×n

∞ such that [P,C] is stable for all
NI P ∈ Rn×n with at most simple poles at the origin.
Then, by Theorem 3, C is SNI with C(0) < 0. Choose
P (s) = C(0)−1. This choice of P (s), which is NI and has
no poles at the origin, results in I − P (s)C(s) having
a blocking zero at s = 0. Therefore, for this choice
of P (s), [P,C] is not stable, which yields the required
contradiction. ✷

4.1.2 Uncertainty without poles at the origin

When the uncertain NI systems do not have poles at the
origin, converse results may be obtained by constraining
their static gains. These results are of practical value
in applications where some prior knowledge such as a
bound on the static gains of the uncertain NI systems is
available.

For convenience, we first define the system class N0.

Definition 4 A system P ∈ Rn×n is said to belong to
N0 if P is NI and has no poles at the origin.
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Theorem 5 Let C ∈ RHn×n
∞ and γ > 0. Then the

following three statements are equivalent:

(i) [P,C] is stable for all P ∈ N0 satisfying P (0) ≤ γI;
(ii) [P,C] is stable for all P ∈ N0 satisfying 0 ≤ P (0) ≤

γI;
(iii) C is SNI, C(∞) ≥ 0 and C(0) < 1

γ
I.

PROOF. That (i) implies (ii) is trivial. We then show
in the following that (iii) implies (i). Let C be SNI with
C(∞) ≥ 0 and C(0) < 1

γ
I, and P ∈ N0 with P (0) ≤ γI.

By Lemma 1, C(0) > C(∞) ≥ 0 and P (0) ≥ P (∞).

Hence, C(0)
1

2P (0)C(0)
1

2 ≤ γC(0) < I, which implies

that λ[P (0)C(0)] < 1. Similarly, C(∞)
1

2P (∞)C(∞)
1

2 ≤
C(∞)

1

2P (0)C(∞)
1

2 ≤ γC(∞) < γC(0) < I, which
implies that λ[P (∞)C(∞)] < 1. We then conclude that
[P,C] is stable via Theorem 2, whereby (i) holds.

Finally, we show that (ii) implies (iii) via the following
three steps.

Step 1: We show that C is SNI via a contrapositive
argument. Suppose C is not SNI. Then, ∃ω0 ∈
(0,∞), x ∈ Cn\{0} such that x∗j[C(jω0)−C(jω0)

∗]x ≤
0. The inequality is equivalent to Im(x∗C(jω0)x) ≥ 0.
Choose α, β ∈ Rn such that αjω0 + β = x, and define
f(s) = (αs+ β) ∈ Cn.

For the case where x∗C(jω0)x = 0, choose P (s) =
f(s) ǫ

(s2+ω2

0
)
f(−s)T with ǫ > 0. Note that P ∈ N0 and

0 ≤ P (0) ≤ γI for sufficiently small ǫ > 0. Now,

[I − P (s)C(s)]−1P (s)

=

[

I − f(s)ǫf(−s)T

(s2 + ω2
0)

C(s)

]−1
f(s)ǫf(−s)T

(s2 + ω2
0)

= f(s)[(s2 + ω2
0)I − ǫf(−s)TC(s)f(s)]−1ǫf(−s)T

which clearly shows that (I − PC)−1P has a pole at
jω0 as f(−jω0)

TC(jω0)f(jω0) = x∗C(jω0)x = 0. Thus,
[P,C] is not stable for all P ∈ N0 satisfying 0 ≤ P (0) ≤
γI.

Next, consider the case where x∗C(jω0)x 6= 0. Choose
r > 0 and θ ∈ [0, π] such that rejθ = x∗C(jω0)x. Let

a ∈







(

ω0,
ω0|β|√
|β|2−γr

)

when |β|2 > γr,

(ω0,∞) otherwise,

b ∈
( ω0|β|
√

|β|2 + γr
, ω0

)

,

c ∈
(

0,
γrω0

|β|2
)

,

d ∈
{

(

ω0,
ω0|β|√

|β|2−γr cos θ

)

when |β|2 > γr cos θ,

(ω0,∞) otherwise,

and e ∈
(

ω0|β|√
|β|2−γr cos θ

, ω0

)

for θ ∈ (π2 , π). Define

p(s) =











































(a2−ω2

0
)

r(s2+a2) when θ = 0,
(ω2

0
−b2)

r(s2+b2) when θ = π,
cω0

r(s2+cs+ω2

0
)

when θ = π
2 ,

(d2−ω2

0
) sec θ

r
(

s2+(d2−ω2

0
) tan θ

ω0
s+d2

) when θ ∈ (0, π
2 ),

(e2−ω2

0
) sec θ

r
(

s2+(e2−ω2

0
) tan θ

ω0
s+e2

) when θ ∈ (π2 , π).

Evidently, p(jω0)x
∗C(jω0)x = 1. Observe that p(s) is

NI without poles at the origin and has relative degree
2. Let P (s) = f(s)p(s)f(−s)T and note that P ∈ N0

and satisfies 0 ≤ P (0) ≤ γI. Since, by construction, [I−
P (jω0)C(jω0)]x = 0, whereby det[I−P (jω0)C(jω0)] =
0, it follows that [P,C] is not stable for all P ∈ N0

satisfying 0 ≤ P (0) ≤ γI. This completes the proof that
C must be SNI.

Since C is SNI, it follows that C(0) = C(0)T ∈ Rn×n

and C(∞) = C(∞)T ∈ Rn×n via Lemma 1.

Step 2: We show that C(0) < 1
γ
I via a contrapositive

argument. Suppose that C(0) 6< 1
γ
I. Then, λ[C(0)] ≥

1
γ
. Choose P (s) = 1

λ[C(0)]
I and note that P ∈ N0

and satisfies 0 ≤ P (0) ≤ γI. Since, by construction,
det[I−P (0)C(0)] = 0, it follows that [P,C] is not stable
for all P ∈ N0 satisfying 0 ≤ P (0) ≤ γI. This completes
the proof that C(0) < 1

γ
I.

Step 3: We now show that C(∞) ≥ 0 via a
contrapositive argument. Suppose C(∞) 6≥ 0. Then,
λ[C(∞)] < 0. Choose P (s) = s

λ[C(∞)](s+1)In. Note

that P ∈ N0 and satisfies 0 ≤ P (0) ≤ γI. Since, by
construction, det[I − P (∞)C(∞)] = 0, it follows that
[P,C] is not stable for all P ∈ N0 satisfying 0 ≤ P (0) ≤
γI. This completes the proof that C(∞) ≥ 0.

The above three steps together show (iii), which
completes the proof. ✷

The next result restricts the instantaneous gain of
the uncertain plants but imposes no limitation on the
instantaneous gain of the controller.

Theorem 6 Let C ∈ RHn×n
∞ and γ > 0. Then [P,C] is

stable for all P ∈ N0 satisfying P (∞) ≥ 0 and P (0) < γI
if and only if C is SNI and C(0) ≤ 1

γ
I.
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PROOF. (Sufficiency) Let C be SNI with C(0) ≤ 1
γ
I

and P ∈ N0 with P (∞) ≥ 0 and P (0) < γI. By
Lemma 1, P (0) ≥ P (∞) ≥ 0 and C(0) > C(∞).

Thus, P (∞)
1

2C(∞)P (∞)
1

2 ≤ P (∞)
1

2C(0)P (∞)
1

2 ≤
1
γ
P (∞) ≤ 1

γ
P (0) < I, which implies that

λ̄(P (∞)C(∞)) < 1. Likewise, P (0)
1

2C(0)P (0)
1

2 ≤
1
γ
P (0) < I, whereby λ̄(P (0)C(0)) < 1. Stability of

[P,C] thus follows from Theorem 2.

(Necessity) The same arguments from the proof for that
(ii) implies (iii) in Theorem 5 are applicable here, since
the P ∈ N0 constructed therein additionally satisfies
P (0) < γI and P (∞) ≥ 0. ✷

4.2 Stable SNI uncertainty

In this subsection, converse results involving stable
uncertain SNI systems are obtained.

Theorem 7 Let C ∈ RHn×n
∞ . Then [P,C] is stable for

all SNI P ∈ RHn×n
∞ satisfying P (∞) ≥ 0 if and only if

C is NI and C(0) ≤ 0.

PROOF. (Sufficiency) It follows from Lemma 1 that
P (0) > P (∞) ≥ 0 and 0 ≥ C(0) ≥ C(∞).
Consequently, one can verify for all τ ∈ [0, 1], i ∈
{1, 2, . . . , n} that

λi(τP (∞)C(∞) − I) ≤ −1,

λi(τP (∞)C(0) − I) ≤ −1 and

λi(τP (0)C(0) − I) ≤ −1,

whereby the stability of [τP, C] follows by Theorem 1.

(Necessity) First, we show that C is NI via a
contrapositive argument. Suppose C is not NI. Then,
∃ω0 ∈ (0,∞), x ∈ Cn\{0} such that x∗j[C(jω0) −
C(jω0)

∗]x < 0. This equivalent to Im(x∗C(jω0)x) > 0.
Choose α, β ∈ Rn such that αjω0 + β = x, and define
f(s) = (αs + β) ∈ Cn. Let r > 0 and θ ∈ (0, π) be such
that rejθ = x∗C(jω0)x. Fix γ > 0, and let

c ∈
(

0,
γrω0

|β|2
)

,

d ∈
{

(

ω0,
ω0|β|√

|β|2−γr cos θ

)

when |β|2 > γr cos θ,

(ω0,∞) otherwise,

and e ∈
( ω0|β|
√

|β|2 − γr cos θ
, ω0

)

when θ ∈ (
π

2
, π).

(3)

Define

p(s) =



















cω0

r(s2+cs+ω2

0
)

when θ = π
2 ,

(d2−ω2

0
) sec θ

r
(

s2+(d2−ω2

0
) tan θ

ω0
s+d2

) when θ ∈ (0, π
2 ),

(e2−ω2

0
) sec θ

r
(

s2+(e2−ω2

0
) tan θ

ω0
s+e2

) when θ ∈ (π2 , π).

(4)

Evidently, p(jω0)x
∗C(jω0)x = 1. Observe that p(s)

is SNI and has relative degree 2. Let P (s) =
f(s)p(s)f(−s)T and note that P is SNI with P (∞) ≥
0. Since, by construction, [I − P (jω0)C(jω0)]x = 0,
whereby det[I−P (jω0)C(jω0)] = 0, it follows that [P,C]
is not stable. This shows by contraposition that C must
be NI.

Second, we show that C(0) ≤ 0. Suppose to the
contrapositive that C(0) 6≤ 0. Since C is NI, we know
that C(0) = C(0)T ∈ Rn×n by Lemma 1(a) and at least
one of its eigenvalues is greater than zero, whereby it
admits a real Schur decomposition C(0) = UDUT with
UTU = I, D being real diagonal and [D]11 > 0. Let
P = 1

s+1M with

M = U

[

[D]−1
11

In−1

]

UT ≥ 0.

Note that P is SNI with P (∞) ≥ 0, and

det(I − P (0)C(0)) = 0,

whereby [P,C] is unstable. By contraposition we know
C(0) ≤ 0. This completes the proof. ✷

We validate the correctness and demonstrate the
usefulness of Theorem 7 with the following example.
Suppose we wish to robustly stabilise all SNI systems
P ∈ RH∞ satisfying P (∞) ≥ 0 with a constant
feedback controllerC(s) = α, α ∈ R, then by Theorem 7
we know that α ≤ 0 is necessary and sufficient. The
sufficiency for robust stability can be easily verified using
classical NI systems theory (e.g. Lemma 3). On the
other hand, to more intuitively understand the necessity,
instead of using the proof of Theorem 7, we note the
following observations. Let a subset of the above SNI
systems be characterised by

S =

{

P (s) =
1

s+ β
: β > 0

}

.

Then for any P ∈ S, we have

[1− P (s)C(s)]−1 =
s+ β

s+ β − α
,
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which is stable if and only if β − α > 0. Since β > 0 is
arbitrary, it follows that [P,C] is robustly stable for all
P ∈ S if and only if α ≤ 0. This thus demonstrates the
necessity of the condition α ≤ 0 as well as the validity
of Theorem 7 for this specific example.

Next, we also limit the static gain of the uncertain plant
set and hence relax the static gain of the controller.

Theorem 8 Let C ∈ RHn×n
∞ and γ > 0. Then [P,C] is

stable for all SNI P ∈ RHn×n
∞ satisfying P (∞) ≥ 0 and

P (0) ≤ γI if and only if C is NI and C(0) < 1
γ
I.

PROOF. (Sufficiency) The sufficiency proof follows by
a similar routine to the proof for Theorem 5 with an
application of Theorem 2.

(Necessity) First, we show that C is NI via a
contrapositive argument. Suppose C is not NI. Then,
∃ω0 ∈ (0,∞), x ∈ Cn\{0} such that x∗j[C(jω0) −
C(jω0)

∗]x < 0. This equivalent to Im(x∗C(jω0)x) > 0.
Choose α, β ∈ Rn such that αjω0 + β = x, and define
f(s) = (αs+ β) ∈ Cn. Choose r > 0 and θ ∈ (0, π) such
that rejθ = x∗C(jω0)x. Let c, d, e, p(s) be defined in (3)
and (4). Clearly, p(s) is SNI and has relative degree 2. Let
P (s) = f(s)p(s)f(−s)T and it holds that P is SNI with
P (∞) ≥ 0. Additionally, one may verify that P (0) ≤
γI. Since, by construction, [I − P (jω0)C(jω0)]x = 0,
whereby det[I−P (jω0)C(jω0)] = 0, it follows that [P,C]
is not stable. This shows by contraposition that C must
be NI.

Second, similarly to the proof of Theorem 5, we show
that C(0) < 1

γ
I via a contrapositive argument. Suppose

that C(0) 6< 1
γ
I. Then, λ[C(0)] ≥ 1

γ
. Choose P (s) =

1

λ[C(0)](s+1)
I and note that P is SNI, which satisfies

P (0) ≤ γI and P (∞) ≥ 0. Since, by construction,
det[I−P (0)C(0)] = 0, it follows that [P,C] is not stable.
This shows by contraposition that C(0) < 1

γ
I. ✷

Finally, we remove the restriction on the instantaneous
gains of the uncertain plant set and instead impose the
corresponding restriction on the instantaneous gain of
the controller.

Theorem 9 Let C ∈ RHn×n
∞ and γ > 0. Then the

following three statements are equivalent:

(i) [P,C] is stable for all SNI P ∈ RHn×n
∞ satisfying

P (0) ≤ γI;
(ii) [P,C] is stable for all SNI P ∈ RHn×n

∞ satisfying
0 ≤ P (0) ≤ γI;

(iii) C is NI, C(∞) ≥ 0, and C(0) < 1
γ
I.

PROOF. That (i) implies (ii) is trivial. That (iii)
implies (i) can be shown by a similar routine to the proof
for Theorem 5 with an application of Theorem 2.

We next show that (ii) implies (iii) in what follows.
By Theorem 8, C is NI and C(0) < 1

γ
I. It thus

suffices to show that C(∞) ≥ 0. Suppose to the
contrapositive that C(∞) 6≥ 0. Then, λ[C(∞)] < 0.
Choose P (s) = s

λ[C(∞)](s+1)In. Note that P is SNI

and satisfies 0 ≤ P (0) ≤ γI. Since, by construction,
det[I − P (∞)C(∞)] = 0, it follows that [P,C] is not
stable. This shows by contraposition that C(∞) ≥ 0,
which completes the proof. ✷

5 Conclusions

Robust feedback stability against various uncertainty
classes of NI systems was studied. It was shown that
there exists no stable controller that may stabilise all
NI plants possibly with marginally stable poles on the
imaginary axis. In other words, the uncertainty set of all
such NI plants is overly large for any strongly stabilising
controller to exist. By constraining the static (i.e. ω = 0)
and instantaneous (i.e. ω = ∞) gains of the uncertain
NI or SNI plants, it was established that in order for a
controller to be robustly stabilising, it must exhibit a
certain type of NI property.

The converse results obtained in this paper signify that
the NI property is nonconservative within the context
of robustly stabilising NI uncertain systems. Since NI
uncertainty naturally arises in various physical systems
with colocated force actuators and displacement sensors,
these results motivate and justify NI controller synthesis,
a future research direction of great interest and practical
values.
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