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Abstracts 8 

This paper investigates the dynamics governing turbulent momentum exchange and heat transfer between 9 

pore flow within porous media and the turbulent flow passing over it. Employing high-fidelity pore-scale 10 

large eddy simulation, our investigation explores the fundamental mechanisms driving these phenomena. 11 

Modal analysis based on snapshot Proper Orthogonal Decomposition (POD) is employed to quantify the 12 

modes of interaction between porous and non-porous regions, providing a comprehensive understanding of 13 

the underlying processes. Spatial and temporal modes reveal the existence of localized flow structures at 14 

the pore scale, contributing to time-varying patterns of information exchange. At the commencement of the 15 

porous block, the mean flow (Mode = 0) from the porous to the non-porous region is the dominant 16 

mechanism in momentum exchange and heat transfer. This mode facilitates convective heat transfer from 17 

the porous to the non-porous region through upward and forward flow movements, showcasing positive 18 

flow leakage. In addition to the mean flow, the turbulent flux inherent in alternate POD modes (Mode ≠ 0) 19 

plays a substantial role in information propagation, influencing diverse directions. Spatial modes, 20 

complemented by statistical analysis, uncover a significant likelihood of observing negative vertical 21 

velocity values in the wake of the porous ligaments at the porous-fluid interface, indicative of negative flow 22 

leakage. This negative flow leakage precisely corresponds to the local penetration of fluid from the non-23 

porous region into the porous region. Furthermore, our study reveals that information exchange via 24 

turbulence fluctuations manifests through complex outward and inward interactions in regions characterized 25 

by substantial positive flow leakage. Notably, these regions exhibit a distinct tendency for high-momentum 26 

streamwise-oriented flow to migrate outward from the porous region into the non-porous region (outward 27 

interactions). Conversely, inward interactions arise in these regions when the instantaneous magnitude of 28 

positive flow leakage is smaller than the mean value of positive flow leakage, emphasizing the pulsating 29 

nature of positive flow leakage. Finally, the distribution of the Nusselt number highlights that more than 30 

60% of total heat transfer occurs within the initial one-third of the porous block length. Significantly, a 31 

notable portion of the porous ligaments experiences insufficient cooling due to positive flow leakage, 32 

underlining the critical implications of these findings for the understanding of turbulent momentum 33 

exchange and heat transfer in a composite porous-fluid system. 34 

 35 

Keywords: Porous media; Turbulent flow; Modal analysis; Momentum exchange; Heat transfer; Flow 36 

leakage; Stochastic metal foam. 37 
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Nomenclature 39 

variable Meaning Unit 

𝑑 Mean porous ligament diameter m 

𝑓 Frequency 1/s 

𝑓𝑠 Sampling frequency for modal analysis 1/s 

ℎ Height of the porous block  m 

ℎ𝑐 Convective heat transfer coefficient W/m2.K 

H Channel height m 

𝑘 Turbulent kinetic energy m2 s2⁄  

𝑘𝑓 Thermal conductivity of the working fluid W/m.K 

L Length of the porous block  m 

𝑄𝑖𝑛
𝑃𝑜𝑟𝑜𝑢𝑠  Flow rate that enters the porous block from the frontal face m3 s⁄  

𝑄𝑙𝑥
𝑃𝑜𝑟𝑜𝑢𝑠  Flow rate that leaks from the x-percentage of the porous-fluid interface m3 s⁄  

𝑅𝑒ℎ = 𝑈𝑖𝑛ℎ/𝜐 Reynolds number based on the inlet bulk velocity and channel height − 

𝑅𝑒𝑑 = 𝑈𝑖𝑛𝑑/𝜐 Reynolds number based on the inlet bulk velocity and ligament diameter  − 

𝑆𝑡 =  𝑓ℎ 𝑈𝑖𝑛⁄  Strouhal numbers based on the height of the porous block − 

𝑆𝑡𝑑 =  𝑓𝑑𝜀 𝑈𝑖𝑛⁄  Strouhal numbers based on the mean porous ligament diameter − 

t Time s 

𝑡∗ = 𝑡 × 𝑈𝑖𝑛/ℎ  Non-dimensional time unit − 

T Temperature K 

𝑇′ Temperature fluctuation, 𝑇′ = �̅� −  〈�̅�〉 K 

�̅� =  
𝑇

𝑇𝑠−𝑇𝑖𝑛
; Non-dimensional temperature − 

𝛥𝑡 Time step s 

u Streamwise velocity component m/s 

𝑢𝑖
′ Velocity fluctuation in ith direction, 𝑢𝑖

′ = 𝑢�̅� − 〈𝑢�̅�〉 m/s 

𝑢𝑖
∗′ = 𝑢𝑖

′ 𝑈𝑖𝑛⁄  Non-dimensional velocity fluctuation in ith direction − 

𝑈𝑖𝑛 Inlet bulk velocity m/s 

𝑣 Vertical velocity component m/s 

𝑥 Streamwise direction m 

𝑦 Vertical direction m 

𝑧 Spanwise (Lateral) direction m 

Symbol   

𝛶 Pearson linear correlation coefficient − 

𝜀 Porosity − 

𝜎𝑟 The 𝑟𝑡ℎ eigenvalue corresponds to the 𝑟𝑡ℎ POD mode − 

𝜎𝑢 = 𝑢′ 𝑢𝑅𝑀𝑆⁄  Non-dimensional streamwise velocity fluctuation − 

𝜎𝑣 = 𝑣′ 𝑣𝑅𝑀𝑆⁄  Non-dimensional vertical velocity fluctuation − 

𝜏𝑖𝑗 Sub-grid scale (SGS) turbulent stress tensor   m2/s2 

𝜐 Molecular kinematic viscosity m2/s 

𝜐𝑆𝐺𝑆 Sub-grid scale eddy viscosity m2/s 

𝜓𝑟( 𝑡) rth temporal modes in POD analysis m2/s 

𝜙𝑖
𝑟(�⃗�) ith compound of the rth spatial mode in POD analysis − 

𝜑𝑢 Streamwise component of POD mode − 

𝜑𝑣 Vertical component of POD mode  − 

Δ Filter width m 

𝛩 =
𝑇 − 𝑇𝑖𝑛𝑙𝑒𝑡

𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑖𝑛𝑙𝑒𝑡

 Non-dimensional temperature − 

𝜃 =
𝑇′

𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑖𝑛𝑙𝑒𝑡

 Non-dimensional temperature fluctuation − 

⃗⃗ ⃗⃗  Vector with three components in 𝑥, 𝑦 and 𝑧 directions − 

 Filtration (top hat filter)  
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 40 

 41 

1 Introduction 42 

Understanding turbulent momentum exchange and heat/mass transfer in porous media with stochastic pore 43 

distribution has found extensive applications in various man-made and natural contexts. These applications 44 

include heat transfer devices for electronic equipment heat dissipation [1-3], batteries and energy storage 45 

[4-6], and phase change heat transfer [7-9]. Additionally, the fundamental physics governing natural 46 

phenomena, such as flow over vegetation [10, 11], can be modelled by incorporating the concept of porous 47 

materials with stochastic pore distribution. 48 

For studying momentum exchange and heat/mass transfer between porous and non-porous regions, a 49 

composite porous-fluid system serves as a representative model [12]. The flow physics within these systems 50 

pose considerable complexity. Figure 1 provides a schematic representation, illustrating key vortical 51 

structures and flow phenomena in different regions of the composite porous-fluid system. The figure depicts 52 

the boundary separation at the leading edge of the porous block, the formation of reverse flow preceding 53 

this edge, and the separation and reattachment of the boundary layer on the top porous-fluid interface 54 

between porous and non-porous regions. Additionally, flow separation after the trailing edge of the porous 55 

block leads to wake formation. Various configurations for representing porous media, such as spheres, rods, 56 

stochastic metal foam, or latex structures, are possible. In this paper, the porous media are modelled using 57 

stochastic metal foam. 58 

In composite porous-fluid systems, the presence of a porous-fluid interface between porous and non-porous 59 

〈 〉 Time-averaging operator − 

Subscript   

in Inlet − 

𝑟𝑒𝑠 Resolved by LES  − 

RMS Root mean square − 

s Surface of pore element − 

SGS Sub-grid scale − 

Superscript   
′ Fluctuation − 

𝑟  𝑟𝑡ℎ POD mode − 

Abbreviation   

𝐵𝑅 =  ℎ /𝐻 Blockage ratio, i.e., ratio of the porous block’s height to channel height − 

CFL Courant–Friedrichs–Lewy number − 

JPDF Joint probability density function − 

LES Large Eddy Simulations − 

𝑁𝑢 Nusselt number − 

POD Proper Orthogonal Decomposition  

TKE Turbulent kinetic energy m2 s2⁄  
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regions introduces a complex interplay of fluid dynamics that significantly influences transport phenomena. 60 

This interface acts as a boundary where the porous medium, characterized by its interconnected network of 61 

void spaces, meets a non-porous region. The transition between these distinct regions leads to intriguing 62 

phenomena, impacting fluid flow, heat transfer, and mass transport. The porous-fluid interface governs the 63 

exchange of momentum and energy, making it a critical zone for studying the interactions between the 64 

porous and non-porous regions.  65 

Despite the evident relevance and significance of turbulent flow and heat/mass transfer in such a system, a 66 

comprehensive explanation faces challenges. The primary obstacle lies in the inherent complexities 67 

associated with in-situ measurements of flow properties and thermal characteristics within the confined and 68 

intricate flow passages dictated by stochastic pore distribution. This limitation hinders a comprehensive 69 

understanding of turbulent momentum exchange and heat/mass transfer within these systems. 70 

  
(a)  (b)  

 
(c)  

Figure 1. A composite porous-fluid system is employed as a representative model to investigate momentum exchange 

and heat/mass transfer dynamics between porous and non-porous regions. (a) Foam heat sink utilized in cooling 

techniques: A man-made composite porous-fluid system [13]; (b) Channel flow covered by vegetation: A natural 

composite porous-fluid system [10]; (c) Schematic depiction highlighting the intricate flow physics and vortical 

structures across distinct zones within a composite porous-fluid system.  

The pore-scale analysis is currently providing novel insights into the flow dynamics and transport 71 
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phenomena in composite porous-fluid systems [14-18]. Quadrant analysis reveals that the exchange of 72 

information between porous and non-porous regions involves mechanisms characterized by “injection” and 73 

“suction” events [16, 19, 20]. The permeable porous-fluid interface facilitates the identification of injection 74 

events, signifying the flow from the pore space to the non-porous flow, and suction events, denoting the 75 

flow from the non-porous flow into the pore space. The occurrence of ejection events (𝑣′ < 0, where 𝑣′ is 76 

the wall-normal velocity fluctuation) is statistically correlated with the simultaneous presence of large-scale 77 

regions of 𝑢′ > 0 (where 𝑢′ denotes the streamwise velocity fluctuation in the non-porous flow), and vice 78 

versa [17, 21, 22]. This negative correlation between 𝑢′ and 𝑣′ leads to the generation of strong ejection 79 

and sweep events, as indicated by 𝑢′𝑣′ < 0. 80 

Experimental measurements in a flow adjacent to a porous layer provide significant insights [16, 21, 23]. 81 

The measurements show the presence of a shear layer with regular vortex structures over the porous block, 82 

evolving downstream to attain equilibrium width and vortex size [23]. The vortex structure exhibits robust 83 

crossflows, featuring sweeps from the non-porous region and ejections from the porous region. These 84 

dynamics result in momentum and mass fluxes across the interface, with the sweeps playing a crucial role 85 

in sustaining coherent structures by amplifying shear and energy production at the interface. 86 

There is an intense transport of turbulent kinetic energy (TKE) from the surface to the subsurface flow, as 87 

reported in [24]. Evidence shows that the transport of TKE toward the lower bed levels is primarily driven 88 

by pressure fluctuations. Another study [25], has shown that the local pressure gradients are the primary 89 

mechanism for energy transfer from the freestream flow to the subsurface flow. These findings validate the 90 

robust linkage between the porous and non-porous region and the vertical fluid transport across the 91 

permeable interface, initially reported in [17].  92 

Furthermore, the evidence demonstrates an exponential decay of mean velocities and turbulence intensities 93 

within the permeable wall [22, 26]. This decay phenomenon has been observed in various experimental 94 

studies involving different porous configurations [27-29]. Pressure measurements conducted within natural 95 

sediment beds have revealed that around 90% of high-frequency fluctuations are damped at a depth in the 96 

bed equivalent to approximately 4.5 times the particle diameter [30]. Additionally, it has been revealed that 97 

high-frequency oscillations dissipate more rapidly than low-frequency oscillations, suggesting that 98 

permeable walls act as low-pass filters, selectively attenuating high-frequency fluctuations.  99 

 100 

 101 
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Momentum enhanced between porous and non-porous regions has been numerically investigated 102 

extensively. Results from Direct numerical simulations (DNS) [31] have shown that the porosity 103 

significantly impacts the fluid motion near the interface and, consequently, turbulence transportation. The 104 

turbulent kinetic energy budgets demonstrated that pressure transportation and turbulent diffusion play the 105 

role of energy source and sink, which provide the possibility of turbulence transportation from the clear 106 

fluid into the porous region. Pressure perturbations induced by the Kelvin-Helmholtz (K-H) instability over 107 

the porous layer show that the turbulent coherent structure is shredded over the porous layer and large-scale 108 

intermittent fluctuations are induced inside the porous layer [32]. Turbulent flow with passive scalar 109 

transport within a channel partially filled with an array of spherical particles shows that the large turbulence 110 

structures generated at the permeable layer-fluid interface penetrate the porous media, enhancing scalar 111 

transport from the channel wall [33].  112 

Moreover, recent investigations into composite porous-fluid systems, such as those involving a finite porous 113 

block immersed in turbulent channel flow [14, 34, 35], have identified unique mechanisms for momentum 114 

and energy exchange across the porous-fluid interface. These observations stand in contrast to the dynamics 115 

discussed earlier in the context of fully-developed porous channel flow. It has been speculated that in these 116 

composite systems, information transfer (turbulent momentum exchange and heat transfer) between the 117 

porous and non-porous regions is primarily governed by the leakage of the flow from the porous region to 118 

the flow passing over it in the non-porous region [12, 36]. While the mechanisms of turbulent momentum 119 

exchange and heat transfer have been explored in these studies, the underlying dynamic physical mechanism 120 

of flow leakage and its influence on controlling the flow and turbulent properties of the flow in the porous 121 

and non-porous regions and characteristics of the turbulent boundary layer at the interface have not yet been 122 

understood. Additionally, the porous structure has been modelled using a cubic packed arrangement formed 123 

from spheres. 124 

The preceding review highlights a substantial gap in our understanding of turbulent momentum exchange 125 

and heat transfer within composite porous-fluid systems. Previous investigations have exposed divergent 126 

transport phenomena when considering a finite porous block in turbulent channel flow versus fully 127 

developed channel flow. Moreover, the majority of past research has focused on porous structures with 128 

simplified geometries, such as smoothed and disjointed cubes or spheres. This narrow focus has created a 129 

distinct deficiency in our fundamental comprehension, particularly for porous media distinguished by 130 

stochastic pore distribution, leaving a critical void in the current state of knowledge. 131 



7 

 

Therefore, investigating at the pore scale is essential to elucidate the complexities of turbulent momentum 132 

exchange and heat transfer across the porous-fluid interface in composite porous-fluid systems with 133 

stochastic pore distribution. This study employs high-fidelity pore-scale Large Eddy Simulations (LES) of 134 

composite porous-fluid systems, varying Reynolds numbers and porosities. The primary objectives are 135 

twofold: (i) to develop a novel methodology utilizing data-driven modal analysis to quantify momentum 136 

exchange and heat transfer dynamics between porous and non-porous regions; and (ii) to explore the 137 

respective contributions of mean flow and turbulence fluctuations to momentum exchange and heat transfer. 138 

A pioneering application of data-driven modal analysis, incorporating Proper Orthogonal Decomposition 139 

(POD) and time–frequency analysis, is introduced for the first time in the porous flow community to assess 140 

the time-dependent interaction of dominant flow structures in porous and non-porous regions. Furthermore, 141 

the discussion delves into the roles of convective and turbulent fluxes arising from mean and turbulence 142 

fluctuations, shedding light on their combined impact on overall heat transfer between the porous and the 143 

non-porous regions. Notably, this study pioneers the use of modal analysis to quantify the influence of 144 

convective and turbulent fluxes stemming from mean and turbulence fluctuations. Through this research, 145 

the time-dependent mechanisms governing information exchange between porous and non-porous regions 146 

in composite porous-fluid systems characterized by stochastic pore distribution are unveiled. 147 

2 Computational methodology 148 

2.1 Computational domain and boundary conditions 149 

The computational geometry consists of a channel flow with dimensions of 30ℎ, 2ℎ, and 1.3ℎ in the 𝑥, 𝑦, 150 

and 𝑧 directions, respectively. “ℎ” is the height of the porous block. A porous bluff body characterized by 151 

blockage ratio (𝐵𝑅 = ℎ/𝐻) and aspect ratio (𝐴𝑅 = 𝐿/ℎ) of  𝐵𝑅 = 0.5 and 𝐴𝑅 = 3.33 is mounted inside the 152 

channel at 𝑥/ℎ = 0, as shown in Figure 2(a). Various configurations, such as spheres [14], rods [31], or 153 

latex structures [37] can be employed to represent porous media. In this study, stochastic metal foam is 154 

utilized for modeling the porous media; This choice enables a more detailed exploration of the intricate 155 

dynamics and interactions within the composite porous-fluid system, shedding light on the complex nature 156 

of momentum exchange and heat transfer in such systems. Two different stochastic metal foams with 157 

porosities, 𝜀 = 85% (low porosity) and 𝜀 = 91% (high porosity), are employed as shown in Figure 2(b, c). 158 

The porosity of metal foams used in industry can vary depending on the specific application and desired 159 

properties. However, typical values of porosity for metal foams commonly used in industrial applications 160 

range from around 70% to 95%. Two Reynolds (𝑅𝑒ℎ) numbers, 1800 and 7200 based on the inlet velocity 161 
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(𝑈𝑖𝑛) and the porous block height (ℎ) are considered for each porosity. The corresponding 𝑅𝑒𝑑 numbers 162 

based on the inlet bulk velocity and mean porous ligament diameter (𝑑) are 327 and 1310 for low-porosity 163 

cases and 203 and 812 for high-porosity cases. The applied boundary conditions are displayed in Figure 164 

2(a).  165 

 
(a)  

 

 

 

(b)  (c)  

Figure 2. A composite porous-fluid system with stochastic metal foam porous block; (a) Computational 

domain and boundary conditions; (b) Low porosity (𝜀 = 85%) porous block; (c) High porosity (𝜀 = 91%) 

porous block. 
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2.2 Numerical details and validation  166 

The governing equations for the incompressible flow in the present study are continuity, Navier-Stokes 167 

(momentum), and energy equations. Top-hat filtering is applied to the governing equations, resulting in the 168 

resolved LES equations as follows [38]: 169 

∂𝑢𝑖

∂𝑥𝑖
= 0 (1) 

∂𝑢𝑖

∂𝑡
+

∂

∂𝑥𝑗
(𝑢�̅�𝑢�̅�) = −

1

𝜌

∂�̄�

∂𝑥𝑖
+

∂

∂𝑥𝑗
(𝜐

∂𝑢𝑖

∂𝑥𝑗
− 𝜏𝑖𝑗) (2) 

∂T

∂𝑡
+

∂

∂𝑥𝑗
(Θ̅𝑢�̅�) =

∂

∂𝑥𝑗
((𝛼 + 𝛼𝑆𝐺𝑆)

∂Θ

∂𝑥𝑗
) (3) 

Here, we use the symbol (…̅ ) to denote the filtration operation. Accordingly, the filtered pressure, 170 

temperature, and velocity in the 𝑖𝑡ℎ direction are represented by 𝑝, Θ and 𝑢𝑖, respectively. To estimate the 171 

sub-grid scale (SGS) stress (defined as 𝜏𝑖𝑗 = 𝑢𝑖𝑢𝑗  −  𝑢𝑖  𝑢𝑗  ), we employ a localized dynamic 𝑘𝑆𝐺𝑆-equation 172 

model [39]. The governing filtered equations are discretized using the finite volume method within the 173 

open-source CFD package, OpenFOAM [40]. To solve the governing equations, we use the PISO algorithm 174 

[40] to couple the velocity and pressure. Further details on the numerical settings can be found in Table 1. 175 

The computational domain comprises nearly 168 million non-uniform grid cells, whose resolution is 176 

assessed using various methods, such as two-point correlations [41, 42], Pope grid resolution index using 177 

the ratio of resolved kinetic energy (𝑘𝑟𝑒𝑠) to total turbulent kinetic energy (𝑇𝐾𝐸𝑡 = (𝑘𝑟𝑒𝑠 + 𝑘𝑆𝐺𝑆)) [43], 178 

and Celik et al., grid resolution index using effective Kolmogorov length scale and effective viscosity [44].  179 

 

 

(a)  (b)  

Figure 3. Grid Assessment on the symmetry plane (𝑧/ℎ = 0) at Reynolds number 𝑅𝑒ℎ = 7200 and porosity of 

85% (𝜀 = 85%), using (a) Pope grid resolution index [43] and (b) Celik et al. grid resolution index [44]. 

Analysis of the distribution of 𝑘𝑟𝑒𝑠/𝑇𝐾𝐸𝑡 in Figure 3 suggests that the current grid resolution captures more 180 
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than 80% of the total turbulent kinetic energy and features a filter size almost 8 times larger than the 181 

Kolmogorov length scale. The results confirm that the selected grid resolution guarantees a well-resolved 182 

Large Eddy Simulation, ensuring an accurate representation of turbulent phenomena in the studied system. 183 

Table 1 Details of the numerical settings in the PISO solver. 184 

Numerical settings Schemes/Methodology Description/comments 

Pressure-velocity coupling algorithm PISO algorithm 
 

Time discretization Backward scheme Second-order implicit 

Convection term discretization Central differencing scheme Unbounded second-order 

Divergence term discretization Bounded central difference scheme Second-order bounded 

Laplacian term discretization Corrected Unbounded second-order 

Time step size, ∆𝑡 ∆𝑡 (ℎ/𝑈𝑖𝑛)⁄  = 1×10-5 CFL < 1 

Sampling time 𝑡∗ = 𝑡 × 𝑈𝑖𝑛/ℎ = 490 70 flow-through times 

To validate the accuracy of our pore-scale Large Eddy Simulation solver, the velocity and turbulent statistics 185 

obtained from our simulations were compared with the experimental measurements of Leu et al. [35]. The 186 

comparison was done at two locations, 𝑋/𝐷 = 1.6 and 3.0, and the results showed good agreement between 187 

the first- and second-order statistics of the velocity from the LES calculations and the measured data. Figure 188 

4 illustrates the comparison of the two datasets. The average and maximum errors for the obtained data at 189 

𝑋/𝐷 = 1.6 were 16.3% and 27.2%, respectively, while the corresponding errors for the predicted results at 190 

𝑋/𝐷 = 3.0 were 17.3% and 25.4%. 191 

 

  

(a)  (b)  

Figure 4. Comparison of first- and second-order velocity statistics obtained from the pore-scale Large Eddy 

Simulation study with experimental measurements by Leu et al. [35]. The symbol 〈 ̅ 〉 denotes the time-

averaged value of the filtered variable. (a) On the interface at 𝑋/𝐷 = 1.6; (b) In the wake region at 𝑋/𝐷 = 3.0. 
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2.3 Mathematics of POD for modal analysis 192 

Data-driven decompositions of CFD results are employed for extracting insights from data. The primary 193 

objective of any decomposition is to represent the data as a linear combination of fundamental elements 194 

known as modes, each possessing distinct spatial structures and temporal evolutions capable of capturing 195 

essential features within the data. Comprehensive reviews of data-driven decompositions and modal 196 

analysis are available in the works of [45]. The most common approaches can be broadly categorized into 197 

two main classes: energy-based and frequency-based decompositions [46]. Energy-based decompositions 198 

are employed in the present study, rooted in Proper Orthogonal Decomposition (POD) and its variants, 199 

offering the most energetic modes without constraints on their frequency content.  200 

In conjunction with LES, Proper Orthogonal Decomposition proves to be an invaluable technique for 201 

extracting flow dominant modes (most energetic modes) and their corresponding frequencies inherent in 202 

turbulent flows from the vast and intricate datasets generated by LES. By decomposing the LES data into a 203 

reduced set of spatial modes and corresponding temporal coefficients, POD offers a concise and 204 

interpretable representation of information transfer between different modes in different regions of the 205 

composite porous-fluid system [47, 48]. To state simply, POD re-expresses the original data into a new 206 

orthogonal basis, 𝜑𝑖(�⃗�). The turbulent space-time velocity signal, 𝑢𝑖(�⃗� , 𝑡), is characterized by ℝ spatial-207 

temporal modes which form a complete orthogonal basis for the following expansion: 208 

𝑢𝑖(�⃗�, 𝑡) = ∑ 𝜓𝑟

𝑅

𝑟=1

(𝑡) 𝜙𝑖
𝑟(�⃗�) (4) 

The temporal modes, 𝜓𝑟( 𝑡), are the eigenvectors of the temporal correlation tensor, 𝐶(𝑡, 𝑡 ′). 209 

∫𝐶(𝑡, 𝑡 ′)𝜓𝑟(𝑡′)𝑑𝑡′ = 𝜎𝑟

𝑇

𝜓𝑟(𝑡) (5) 

𝐶(𝑡, 𝑡 ′) =
1

𝑇
∫ 𝑢𝑖(�⃗�, 𝑡) 𝑢𝑖(�⃗�, 𝑡′)

𝑉

𝑑�⃗� (6) 

The spatial modes, 𝜙𝑖
𝑟(�⃗�), are calculated by projecting the velocity fields onto the temporal modes: 210 

𝜓𝑖
𝑟(�⃗�) =

1

𝑇𝜎𝑟
∫𝜓𝑟(𝑡) 𝑢𝑖(�⃗�, 𝑡)

𝑇

𝑑𝑡 
(7) 

The 𝑟𝑡ℎ eigenvalue, 𝜎𝑟, corresponds to the 𝑟𝑡ℎ POD mode and contains a piece of information about the 211 

contribution of the 𝑟𝑡ℎ mode to the total turbulence kinetic energy. Re-ordering of the eigenvalues in 212 

descending order, that is: 213 
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𝜎1 > 𝜎2 > 𝜎3 >. . . > 𝜎𝑛                𝑟 = 1,2,3, . . . , ℝ (8) 

reveals the most dominant modes in the flow. These modes are supposed to be coherent and contain the 214 

largest portion of TKE. The value of 𝜎𝑟 represents the contribution to TKE. The importance of each 215 

eigenvalue is then expressed by its relative contribution to the sum of all eigenvalues. 216 

𝐸𝑟 =  
𝜎𝑟

∑ 𝜎𝑟ℝ
𝑟=1

× 100% (9) 

The eigenvector, 𝜙𝑖
𝑟(�⃗�), describes the spatial distribution of the mode in the flow. Each mode has its weight 217 

function that is a function of time, represented in Eq. (7) as the expansion coefficient, 𝜓𝑟(𝑡). 218 

3 Discussion of results 219 

In the following subsections, we will first examine the instantaneous and mean flow features inside and 220 

over the porous blocks. We will then explore the correspondence between flow leakage and residence time 221 

in detail. Next, we will explore the pulsatile nature of the flow and categorize different observed states. We 222 

will link these states to the states of turbulence identified by correlation coefficients and quadrant analysis. 223 

Finally, we will explore the dynamics of momentum and energy exchanges between porous and non-porous 224 

regions. 225 

3.1 Flow leakage and residence time 226 

The flow behaviour in and around stochastic metal foams is extremely complex due to the intricate pore 227 

structure, which consists of interconnected ligaments and open cells of various shapes and sizes. The size 228 

and shape of the ligaments that form the walls of the open cells have a significant impact on the flow patterns 229 

and heat transfer characteristics within the foam. As shown in Figure 5, the flow through the stochastic 230 

metal foam is subject to two main phenomena: positive flow leakage and a channelling effect. Positive flow 231 

leakage occurs when the fluid enters the porous block from the leading face on the stagnation region of the 232 

porous block and exits through preferential pathways across the porous-fluid interface, leading to non-233 

uniform flow distribution and reduced residence time of the fluid within the porous block (see Figure 5(a-234 

b)). The channelling effect, on the other hand, refers to the formation of high-momentum preferential flow 235 

channels within the porous block, which results in localized jet-like flows (see Figure 5(c-d)). The contour 236 

of streamwise velocity also shows how pore flow exits from the trailing face of the porous block and 237 

penetrates the wake region.  238 
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(a)  (b)  

  
 

(c)  (d)  

Figure 5. Contour of non-dimensional (a-b) time-averaged vertical velocity (〈�̅�〉 𝑈𝑖𝑛⁄ ) and (c-d) instantaneous 

streamwise velocity (〈𝑢〉 𝑈𝑖𝑛⁄ )  at symmetry plane (𝑧/ℎ = 0) for for at 𝑅𝑒ℎ = 7200. Left: Low porosity; 

Right: High porosity. 

Figure 6 shows the positive iso-surface of time-averaged vertical velocity (�̅� 𝑈𝑖𝑛 = 0.15⁄ ) and streamlines 239 

for 𝑅𝑒ℎ = 7200. The foremost discernible characteristic is the occurrence of positive flow leakage, where a 240 

certain amount of fluid penetrating the porous blocks is directed upwards towards the porous-fluid interface, 241 

subsequently departing the porous medium and entering the non-porous region. This phenomenon is further 242 

illustrated by the positive iso-surface of time-averaged vertical velocity in Figure 6. The presence of 243 

positive flow leakage emerges as a critical factor influencing the residence time of fluid. Through our 244 

investigation, it has been observed that the presence of positive flow leakage significantly reduces the 245 

duration for which the fluid remains confined within the porous block. This effect occurs as the fluid leaks 246 

out of the system, leading to a shortened residence time. For instance, in the case of high porosity at 𝑅𝑒ℎ = 247 

7200 and 𝑅𝑒ℎ = 1800, The residence times for a case with flow leakage, compared to the case where no 248 

flow leakage occurs (1/𝑁 ×  ∑
1−∀𝑖 (𝑄𝑖𝑛

𝑃𝑜𝑟𝑜𝑢𝑠−𝑄𝑙𝑒𝑎𝑘
𝑃𝑜𝑟𝑜𝑢𝑠)

𝑖
⁄

(∀𝑡𝑜𝑡𝑎𝑙/𝑄𝑖𝑛,𝑁𝑜𝐿𝑒𝑎𝑘
𝑃𝑜𝑟𝑜𝑢𝑠 )

𝑁
𝑖 ), decrease by 57.6% and 54.7% respectively.  249 

Similarly, for low porosity cases at the same 𝑅𝑒ℎ values, the reduction in residence times is 57.4% and 250 

55.3% respectively. In the above equation, 𝑁 represents the number of porous length divisions, each with a 251 

corresponding volume ∀𝑖. 𝑄𝑖𝑛
𝑃𝑜𝑟𝑜𝑢𝑠 denotes the flow rate entering that particular portion of the porous block, 252 
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while 𝑄𝑙𝑒𝑎𝑘
𝑃𝑜𝑟𝑜𝑢𝑠 signifies the flow leakage from that specific segment of the porous block. ∀𝑡𝑜𝑡𝑎𝑙 refers to the 253 

total volume of the porous block, and 𝑄𝑖𝑛,𝑁𝑜𝐿𝑒𝑎𝑘
𝑃𝑜𝑟𝑜𝑢𝑠  represents the overall flow rate passing through the porous 254 

block without any leakage. These findings emphasize the importance of considering flow leakage when 255 

analyzing the behaviour and performance of porous block configurations, as it directly influences the 256 

temporal dynamics and fluid exchange processes within the system. 257 

 
 

(a)  (b)  

Figure 6. Iso-surface of non-dimensional time-averaged vertical velocity (�̅� 𝑈𝑖𝑛 = 0.15⁄ ) at 𝑅𝑒ℎ = 7200; 

Streamlines show how the flow leaks from the porous region into the non-porous region. Positive flow 

leakage leads to a reduction in the residence time of fluid within the porous block. (a) Low porosity (𝜀 = 

85%); (b) High porosity (𝜀 = 91%). 

Table 2 shows the flow rates that leak from the porous region and enter the non-porous region, both in 258 

absolute and relative terms. A parameter, 𝑄𝑖𝑛
𝑃𝑜𝑟𝑜𝑢𝑠 = ∫ ∫ < �̅�(𝑦, 𝑧) > 𝑑𝑧𝑑𝑦

0.65ℎ

−0.65ℎ

ℎ

0
, is introduced to calculate 259 

the time-averaged flow rate that penetrates the porous block from its windward face, while 𝑄𝑙𝑥
𝑃𝑜𝑟𝑜𝑢𝑠 =260 

∫ ∫ < �̅�(𝑥, 𝑧) > 𝑑𝑧 𝑑𝑥
0.65ℎ

−0.65ℎ

𝑋

0
 is the time-averaged flow rate that leaks from the 𝑋-percentage of the porous-261 

fluid interface. Table 2 provides evidence that an increase in the Reynolds number results in a higher 262 

absolute flow rate entering the porous block, but approximately 37% of the inlet flow always penetrates the 263 

porous block, regardless of the Reynolds number, while the remaining flow passes over the free area above 264 

the block. The trend of 𝑄𝑙𝑥
𝑃𝑜𝑟𝑜𝑢𝑠/𝑄𝑖𝑛

𝑃𝑜𝑟𝑜𝑢𝑠 at various streamwise locations indicates a gradual decrease in 265 

positive flow leakage from the leading edge to the trailing edge of the porous block. For all Reynolds 266 

numbers, over 50% of the flow entering the porous block exits from the porous interface before 𝑥/𝐿 = 0.6, 267 

Flow leakage from porous region into 
non-porous region
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and this becomes more pronounced at lower Reynolds numbers. As positive flow leakage gradually 268 

decreases from the leading edge towards the trailing edge of the porous block, a dissimilar information 269 

transfer is anticipated between the porous and non-porous regions along the length of the porous block. 270 

Table 2. Relative values of flow rate that leaks from the porous region into the non-porous region. 271 

 
x-position along the 

porous-fluid interface 

Low porosity High porosity 

𝑅𝑒ℎ = 1800 𝑅𝑒ℎ = 7200 𝑅𝑒ℎ = 1800 𝑅𝑒ℎ = 7200 

𝑄𝑖𝑛
𝑃𝑜𝑟𝑜𝑢𝑠 × 10−3 [𝑚3/𝑠]   8.08 32.57 8.21 33.34 

𝑄𝑙𝑥
𝑃𝑜𝑟𝑜𝑢𝑠/𝑄𝑖𝑛

𝑃𝑜𝑟𝑜𝑢𝑠 × 100 𝑥 = 0.2L 30.11 29.36 29.35 27.74 

𝑄𝑙𝑥
𝑃𝑜𝑟𝑜𝑢𝑠/𝑄𝑖𝑛

𝑃𝑜𝑟𝑜𝑢𝑠 × 100 𝑥 = 0.4L 44.35 42.77 47.09 44.41 

𝑄𝑙𝑥
𝑃𝑜𝑟𝑜𝑢𝑠/𝑄𝑖𝑛

𝑃𝑜𝑟𝑜𝑢𝑠 × 100 𝑥 = 0.6L 55.32 53.28 55.34 52.55 

𝑄𝑙𝑥
𝑃𝑜𝑟𝑜𝑢𝑠/𝑄𝑖𝑛

𝑃𝑜𝑟𝑜𝑢𝑠 × 100 𝑥 = 0.8L 62.94 60.71 63.05 60.20 

𝑄𝑙𝑥
𝑃𝑜𝑟𝑜𝑢𝑠/𝑄𝑖𝑛

𝑃𝑜𝑟𝑜𝑢𝑠 × 100 𝑥 = 1.0L 66.72 64.21 67.33 64.33 

Figure 7 displays the contour of non-dimensional time-averaged vertical velocity along with the probability 272 

density functions (PDFs) of vertical velocity for five sampling points (Probes #1-5). The PDF distribution 273 

for Probe #1, located within the porous region in the path of positive flow leakage at 𝑥/ℎ = 1.22 and 𝑦/ℎ = 274 

0.76, is left-skewed, indicating a high tendency of positive flow leakage inside the porous region. The time-275 

averaged vertical velocity at this location is 0.13, with a probability of being negative of less than 8%. The 276 

left-skewed PDF for Probe #4, located at the porous-fluid interface at 𝑥/ℎ = 1.67 and 𝑦/ℎ = 1.0, reveals 277 

positive flow leakage across the interface, with a probability of flow penetration from the non-porous region 278 

to the porous region of less than 5%. Due to the contraction of the flow area by the porous ligaments, the 279 

contour of vertical velocity at this location shows flow acceleration, resulting in high-momentum positive 280 

flow leakage across the interface. At the end of the porous block, where the positive flow leakage is 281 

negligible, the PDF of vertical velocity for Probe #5 on the interface at 𝑥/ℎ = 2.9 and 𝑦/ℎ = 1.0 displays 282 

nearly Gaussian distribution, with a chance of flow penetration from the non-porous region to the porous 283 

region and positive flow leakage of 41% and 59%, respectively. The low magnitude of time-averaged 284 

vertical velocity at this location confirms the negligible positive flow leakage, as shown in Table 2. For 285 

Probes #2 (at 𝑥/ℎ = 1.0 and 𝑦/ℎ = 1.0) and #3 (at 𝑥/ℎ = 1.45 and 𝑦/ℎ = 1.0), located in the wake of porous 286 

ligaments on the interface, the PDF distribution is right-skewed, indicating a strong probability of negative 287 

vertical velocity values, signifying flow penetration from the non-porous to the porous area, named as a 288 

negative flow leakage. Hence, in the wake of a ligament on the interface, the flow in the non-porous region 289 

tends to enter the porous region. 290 
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Figure 7. Contour shows the non-dimensional time-averaged vertical velocity (〈�̅�〉 𝑈𝑖𝑛⁄ )  at symmetry plane (𝑧/ℎ =
0) at 𝑅𝑒ℎ = 7200 for the low porosity (𝜀 = 85%) case; The bar chart shows the probability density function 

(PDF) of vertical velocity at 5 probes to analyse the momentum exchange between porous and non-porous 

regions. The P1 probe is in the porous region and the other probes (P2-5) are located on the porous-fluid interface; 

For each PDF bar chart,  𝑃(�̅�  ≤ 0) represents the probability of a negative vertical velocity; 〈�̅�〉 shows the time-

averaged value of the filtered vertical velocity. 

3.2 Modal analysis 291 

3.2.1 Spatial modes 292 

The application of the snapshot Proper Orthogonal Decomposition (POD) technique, as detailed in sub-293 

section 2.3, is utilized to examine the modes of Large-Eddy Simulation (LES) outcomes within the 294 

symmetry plane at 𝑧/ℎ = 0 and off symmetry plane at 𝑧/ℎ = 0.1. This analysis focuses on four POD zones 295 

between 0 ≤ 𝑥/ℎ ≤ 3.0 and 0 ≤ 𝑦/ℎ ≤ 1.5, as depicted in Figure 8. The first POD region (POD01) is 296 

positioned at the initial segment of the porous block between 0 ≤ 𝑥/ℎ ≤ 1.0 and 0 ≤ 𝑦/ℎ ≤ 1.0, where 297 

flow leakage is significant. The second POD zone (POD02) is situated in the central part of the metal foam 298 

between 1.0 ≤ 𝑥/ℎ ≤ 2.0 and 0 ≤ 𝑦/ℎ ≤ 1.0, characterized by low flow leakage, and the third POD zone 299 

(POD03) is located at the end of the porous block between 2.0 ≤ 𝑥/ℎ ≤ 3.0 and 0 ≤ 𝑦/ℎ ≤ 1.0, where 300 

flow leakage is negligible. The fourth POD zone (ShearPOD) is placed over the porous-fluid interface in 301 

the shear layer above the porous block between 0 ≤ 𝑥/ℎ ≤ 3.0 and 1.0 ≤ 𝑦/ℎ ≤ 1.5. These POD zones 302 
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have been selected based on the flow leakage information listed in Table 1.  By subdividing the porous 303 

block into three zones, we can systematically investigate the POD modes interactions and transfer of flow 304 

across each zone in the porous region with the shear layer above the porous-fluid interface in the non-porous 305 

region. Furthermore, the computational cost of the modal analysis can be effortlessly managed.  Each POD 306 

zone in the porous block consists of 27,556 monitoring points distributed uniformly in both the vertical and 307 

streamwise directions (see Figure 8). The POD zone over the porous-fluid interface in the shear layer 308 

consists of 43,086 monitoring points arranged in the streamwise direction and the vertical direction. For this 309 

POD zone, the number of points in the streamwise direction is 𝑁𝑥 =  501, and in the vertical direction, it is 310 

𝑁𝑦 =  86. The distance between the monitoring points is uniform and equal to 0.006ℎ. The velocity 311 

components at the monitoring points are sampled at a frequency of 𝑓𝑠 =  500 Hz (∆𝑡∗ = 2.0×10-3).  312 

 

Figure 8. Illustration of POD zones on the instantaneous contour of streamwise velocity for low porosity case at 

𝑅𝑒ℎ = 7200 on the symmetry plane (𝑧/ℎ = 0);  The POD zones are positioned between 0 ≤ 𝑥/ℎ ≤ 3.0 and 

1.0 < 𝑦/ℎ ≤ 1.5 and the designation of these POD zones is predicated upon the flow leakage data delineated 

in Table 1; The distance between the monitoring points for all the zones is uniform and equal to 0.006ℎ. 

For each specific POD zone, 4000 snapshots are utilized in the POD analysis. To explore the impact of 313 

varying the number of snapshots, the POD analysis is conducted for 3000, 4000, and 5000 snapshots. The 314 

resulting POD modes and their corresponding coefficients exhibit nearly identical patterns across these three 315 

datasets, with only minor, random differences observed in the higher POD modes. Consequently, the use of 316 

4000 snapshots is deemed sufficient to ensure a reasonable level of accuracy in the present POD analysis.  317 

The time equivalent to a duration of 4000 snapshots is 8 dimensionless time units, denoted as 𝑡∗ =318 

𝑡 × 𝑈𝑖𝑛/ℎ. These 8 dimensionless time durations signify the period during which the mean flow traverses 319 
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the entire length of the porous blocks 3.2 times.  320 

As detailed in sub-section 2.3, the eigenvalue, 𝜎, denotes the respective contribution of each Proper 321 

Orthogonal Decomposition (POD) mode to the overall turbulence kinetic energy. The bar charts in Figure 322 

9 are the distribution of the percentage of total fluctuating energy attributed to each POD mode for the 323 

POD01 and ShearPOD zones. For the ShearPOD zone, the initial 100 POD modes contribute 35.1% to the 324 

total fluctuating energy, respectively, with a gradual decline to 18.6% for mode 20. The contribution of the 325 

first mode is 1.3%. A comparative analysis of contributions to turbulent kinetic energy reveals that, for the 326 

ShearPOD zone, the first 100 POD modes account for 35.1%, whereas the POD01 zone indicates a higher 327 

percentage of 59.4%. 328 

  

(a)  (b)  

Figure 9. Quantifying the fractional contribution of individual POD modes to the total turbulence kinetic energy 

across various POD zones. (a) ShearPOD zone; (b) POD01 zone. 

In subsequent discussions, our attention is directed towards the initial 20 POD modes. The spatial 329 

eigenvectors, 𝜑𝑖
𝑛(�⃗⃗⃗�), 𝑖 = 1, 2 are linked to the velocity components, 𝑢(�⃗�, 𝑡)  and 𝑣(�⃗�, 𝑡), represent the 330 

separate contribution of each mode to the spatial structure of the streamwise and vertical components of the 331 

velocity field. Figure 10 shows the three POD modes of the streamwise and vertical velocity components 332 

by vectors and their magnitude by the contour in the ShearPOD zone. The vectors offer a clear depiction of 333 

the velocity field's direction for each specific mode, aiding in the identification of key flow patterns. 334 

Additionally, the contour is utilized to illustrate the magnitude of the modes enabling a detailed examination 335 

of the intensity of flow within these specific zones.  In Figure 10 the spatial structures on the porous-fluid 336 

interface at 𝑦/ℎ = 1.0 reveals a distinct alternation of zones, characterized by either upward (positive vertical 337 
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velocity) or downward (negative vertical velocity) vectors. The colour bar situated above the horizontal axis 338 

of the figure presents two colours: red signifies regions on the porous-fluid interface exhibiting positive 339 

flow leakage from the porous region, while blue highlights areas with negative flow leakage into the porous 340 

region. The vertical velocity components of modes 1, 6, and 11 validate the presence of both positive and 341 

negative flow leakage, indicating dynamic momentum exchange between the porous and non-porous 342 

regions across the porous-fluid interface. This phenomenon is consistently observed across all modes of 343 

spatial structures. The positive and negative flow leakage across the interface is further explored by spectral 344 

analysis in subsection 3.3. 345 

Figure 11 displays spatial structures for modes 1 and 6 in the POD01, POD02, and POD03 zones. The 346 

vectors represent the streamwise and vertical velocity components of the modes, while the contours depict 347 

the magnitude of the modes. The utilization of POD within the designated zones serves as a powerful tool 348 

for isolating prevailing spatial structures, setting them apart from the mean flow features illuminated in 349 

Mode = 0, as comprehensively discussed in Figure 5. 350 
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Figure 10. Vector representation of streamwise (𝜑𝑢) and vertical (𝜑𝑣) velocity component of modes 1, 6 and 11 

in the ShearPOD zone at the plane of symmetry (𝑧/ℎ = 0.1); The contour shows the magnitude of streamwise 

and vertical component (𝜑 =  √𝜑𝑢
2  +  𝜑𝑣

2 ) of modes; The colour bar in the top figure shows the regions in 

the porous-fluid interface for positive (red colour) and negative (blue colour) flow leakage; Top: Mode 1; 

Middle: Mode 6; bottom: Mode 11. 

This approach allows for a more nuanced understanding of the flow dynamics within the porous region. 351 

Figure 11 visually captures this complexity, revealing a spatial flow structure that encompasses a spectrum 352 

of flow characteristics, including upward, downward, forward, and backward motions. 353 
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(a)  (b)  

  
(c)  (d)  

  
(e)  (f)  

Figure 11. Vector representation of streamwise and vertical velocity component of mode 1 (Left) and mode 6 

(Right) in the three POD zones inside the porous region at the plane of symmetry (𝑧/ℎ = 0); Top: POD01 

zone; Middle: POD02 zone; bottom: POD03 zone. 
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Drawing a comparison with the analysis of mean streamwise and vertical flow (mode = 0) presented in 354 

Figure 5, which predominantly showcases upward and forward flow within the POD01 zone, the 355 

subsequent examination in Figure 11(a-b) delves into the rich intricacies of modes 1 and 6. These modes 356 

exhibit flow patterns extending in all directions, demonstrating the diverse nature of the flow dynamics 357 

within the porous medium. Notably, the presence of such complex flow patterns challenges the conventional 358 

notion of unidirectional flow within porous materials discussed in Figure 5 by the mean flow. This 359 

observation suggests that while the mean flow (Mode = 0) serves as the primary conduit for information 360 

transfer, facilitating momentum exchange and heat transfer from the porous to the non-porous region 361 

through upward and forward flow motions, the turbulent fluctuations inherent in other POD modes (Mode 362 

≠ 0), exemplified by modes 1 and 6 in Figure 11(a-b), contribute to information transfer across a spectrum 363 

of directions. This multifaceted understanding sheds light on the comprehensive role that spatial structures 364 

and turbulent fluctuations play in shaping the turbulent momentum exchange within the stochastic metal 365 

foam. 366 

3.2.2 Temporal modes and frequency analysis 367 

Figure 12 depicts the temporal evolution of the modes 𝜓𝑟(𝑡) and corresponding frequency spectra, �̂�𝑟(𝑓), 368 

for 6 dimensionless time units, 𝑡∗ = 𝑡 × 𝑈𝑖𝑛/ℎ. Time records of temporal modes at POD zones in the porous 369 

regions for different modes show positive and negative values that indicate the information transfer across 370 

a spectrum of directions at different times. This understanding reveals the intricate motion of spatial 371 

structures by turbulent fluctuations, shedding light on their comprehensive role in shaping turbulent 372 

momentum exchange within the stochastic metal foam. Time records of temporal modes within the POD 373 

zones in the porous regions in Figure 12(a, e, i), reveal both positive and negative values. These values 374 

signify the transfer of information occurring across a diverse range of directions at different instances in 375 

time. The temporal analysis adds a dynamic dimension to the exploration, highlighting how the information 376 

transfer manifests and evolves over time, contributing to a more nuanced comprehension of the fluid 377 

dynamics within the porous medium. The �̂�𝑟(𝑓) of the modes in Figure 12 show a distinct peak at different 378 

Strouhal numbers (𝑆𝑡 =  𝑓ℎ 𝑈𝑖𝑛⁄  where "𝑓" is frequency). Table 3 complements these observations by 379 

presenting the dominant Strouhal numbers for the initial 10 modes within both the ShearPOD and POD01 380 

zones. For example, for the ShearPOD zone, the 𝑆𝑡 in first row and column shows that for the first mode, 381 

the first dominate Strouhal number is 𝑆𝑡1
1 = 1.1 where the subscript shows the index of mode, and the 382 

superscript shows the index of dominant frequency. For the POD01 zone, 𝑆𝑡1
1 = 0.4. 383 
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(a)  (b)  (c)  (d)  

    
(e)  (f)  (g)  (h)  

    
(i)  (j)  (k)  (l)  

Figure 12. Time records and spectra of temporal modes at POD zones for different modes; First column: Time 

records of temporal mode 1, 6, and 11 at the ShearPOD zone; Second column: Spectra of temporal mode 1, 6, and 

11 at the ShearPOD zone; Third column: Spectra of temporal mode 1 at POD01, POD02, and POD3 zones; Fourth 

column: Spectra of temporal mode 6 at POD01, POD02, and POD3 zones. 

The examination of dominant Strouhal numbers (𝑆𝑡) in the ShearPOD and POD01 zones, as detailed in 384 

Table 3, reveals a noteworthy phenomenon. Specifically, certain frequencies within the POD01 zone, 385 

situated within the porous region, coincide with frequencies observed in the ShearPOD zone located in the 386 

non-porous region. For instance, 𝑆𝑡3
4 = 1.8 (highlighted in black in Table 3) is not only present in other 387 

modes within the POD01 zone (highlighted in blue) but also manifests in the ShearPOD zone across 388 

different modes (highlighted in green). This observation aligns with our earlier discussion in Figure 10, 389 

where we explored the turbulent momentum exchange dynamics at the porous-fluid interface. The 390 

simultaneous existence of dominant Strouhal numbers in both porous and non-porous regions, as apparent 391 

in Table 3, substantiates the active momentum exchange occurring between different modes within these 392 

distinct regions. This coexistence of frequencies emphasizes the intricate interplay and dynamic interaction 393 

between the porous and non-porous domains, further confirming the comprehensive understanding of 394 
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turbulent momentum exchange dynamics articulated in our prior analyses. 395 

Table 3. The 10 dominant Strouhal numbers (𝑆𝑡 =  𝑓ℎ 𝑈𝑖𝑛⁄  where "𝑓" is frequency) among the initial 20 modes 

in the POD zones. 

 
Index of dominant 𝑆𝑡 in the ShearPOD zone 

1 2 3 4 5 6 7 8 9 10 

In
d

ex
 o

f 
m

o
d

e 

1 1.1 0.7 1.0 1.4 0.3 0.5 1.6 2.2 0.1 0.8 

2 1.1 0.7 1.4 1.0 0.5 2.2 1.6 1.5 1.8 0.8 

3 0.1 1.6 1.2 1.8 0.3 1.5 0.7 0.8 0.5 0.4 

4 1.6 1.8 2.2 0.7 1.2 0.4 0.5 1.0 2.1 1.1 

5 0.1 1.6 1.2 0.5 0.4 1.0 0.3 1.8 0.8 1.1 

6 2.2 0.4 2.1 0.5 1.9 0.7 2.5 1.5 1.8 1.2 

7 1.9 3.0 2.2 1.8 2.1 1.1 3.7 2.7 1.5 1.0 

8 1.5 0.4 2.7 3.0 3.8 0.7 1.1 2.5 3.2 0.8 

9 2.2 2.5 1.5 1.2 2.7 2.3 0.7 0.3 1.9 3.0 

10 1.9 1.0 3.0 2.2 2.9 2.6 2.7 1.5 0.3 0.4 
 

 
Index of dominant 𝑆𝑡 in the POD01 zone 

1 2 3 4 5 6 7 8 9 10 

In
d
ex

 o
f 

m
o
d
e 

1 0.4 1.1 1.8 0.9 1.4 0.2 0.3 1.7 2.4 2.0 

2 1.8 1.2 0.7 1.7 0.1 0.4 0.6 0.2 1.4 1.1 

3 0.9 0.1 0.7 0.5 0.3 0.4 2.5 2.3 1.8 1.1 

4 0.2 0.7 1.9 0.4 2.0 1.4 2.5 1.0 0.3 1.2 

5 0.2 0.4 0.6 1.5 0.9 0.7 1.6 2.5 2.0 0.3 

6 0.6 2.6 1.8 1.4 2.1 1.9 2.3 0.7 2.4 0.4 

7 2.5 0.5 2.3 1.5 2.8 1.1 2.6 0.9 0.2 1.8 

8 0.9 0.2 1.6 1.9 0.7 3.3 0.6 1.5 1.0 1.4 

9 2.3 1.0 0.3 0.5 1.6 0.6 1.2 1.1 0.1 0.8 

10 0.3 1.0 2.4 2.3 0.7 1.1 0.2 0.9 3.1 1.9 
 

To systematically investigate the interaction of dominant frequencies between the POD01, POD02, and 396 

POD03 zones within the porous region and the 20 initial modes in the ShearPOD zone within the non-397 

porous region, the frequency contents of each mode in the porous region are compared with the frequency 398 

contents of the modes in the non-porous region, as illustrated in Figure 13. Figure 13(a, c, e) shows the co-399 

occurrence of dominant frequencies of the first mode in POD01, POD02, and POD03 zones with all 20 400 

initial modes in the ShearPOD zone. The non-zero elements in Figure 13(a, c, e) indicate that one of the 10 401 

dominant frequencies in mode 1 of POD01, POD02, and POD03 zones is observed in the ShearPOD zone, 402 

respectively. For example, in Figure 13(a), the  𝑆𝑡1
1 = 1.8, 𝑆𝑡1

4 = 1.4 and 𝑆𝑡1
5 = 0.3 in mode 1 of ShearPOD 403 

zone interact with the 10 dominant frequencies of mode 1 in the POD01 zone. Similarly, Figure 13(c) 404 

demonstrates that the  𝑆𝑡2
1 = 1.1, 𝑆𝑡2

2 = 0.7, 𝑆𝑡2
5 = 0.5, 𝑆𝑡2

9 = 1.8 and 𝑆𝑡2
10 = 0.8 in mode 2 of ShearPOD 405 

zone interact with the 10 dominant frequencies of mode 1 in the POD02 zone. Figure 13(b, d, f) illustrate 406 
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the total co-occurrence of all the initial 20 modes in POD01, POD02, and POD03 zones with all 20 initial 407 

modes in the ShearPOD zone. For instance, Figure 13(b) shows that 𝑆𝑡1
1 = 0.4 in the POD01 zone is 408 

observed 7 times in all the modes of the ShearPOD zone. Another example is 𝑆𝑡1
5 = 1.4  in Figure 13(b), 409 

which demonstrates that the 5th dominated frequency in mode 1 of the POD01 zone is observed 4 times in 410 

all modes of the ShearPOD zone. 411 

Figure 13 reveals that the modes in the porous region interact with the modes in the non-porous region. A 412 

comparison of heatmaps in Figure 13(b, d, f) discloses that at the beginning of the porous block (POD01 413 

zone), where flow leakage is significant, there are higher values for dominant frequencies interaction 414 

between porous and non-porous regions, while it is reduced in the middle (POD02 zone) and end (POD03 415 

zone) sections of the porous region. This data-driven analysis provides a comprehensive understanding of 416 

how dominant frequencies dynamically interact across different zones, shedding light on the turbulent 417 

interplay between the porous and non-porous regions. 418 

  

(a)  (b)  
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(c)  (d)  

 
 

(e)  (f)  

Figure 13.  Heatmap of dominant frequencies interaction in POD01, POD02 and POD03 zones inside the porous 

region with the 20 initial modes in ShearPOD zone in the non-porous region; Left: Dominate frequencies 

interaction between mode 1 of  (a) POD01, (c) POD02 and (e) POD03 and 20 initial modes in ShearPOD 

zone; Non-zero values shows the presence of dominate frequencies interaction and zero values shows no 

interaction between the modes;  Right: Dominate frequencies interaction between 20 initial modes of (b) 

POD01, (d) POD02 and (f) POD03 zones and the 20 initial modes in ShearPOD zone; The numbers in the 

heatmap show the total co-occurrence of all the initial 20 modes in POD01, POD02, and POD03 zones with 

all 20 initial modes in the ShearPOD zone. 

3.3 Spectral analysis 419 

Figure 14 illustrates the power spectrum density (PSD) of the vertical velocity at various sampling points 420 

within the porous block and on the porous-fluid interface. PSDv exhibit dominant Strouhal numbers based 421 

on ligament diameter (𝑆𝑡𝑑 =  𝑓 ×  𝑑 × 𝜀 𝑈𝑖𝑛⁄  where “𝑓” is dominant frequency, “𝑑” is mean ligament 422 



27 

 

diameter and “𝜀” is porosity) in the pore flow. Specifically, it shows two dominant frequencies at  𝑆𝑡𝑑,1 = 423 

0.009 and 𝑆𝑡𝑑,2 = 0.02, at Probes #1 (at 𝑥/ℎ = 1.22 and 𝑦/ℎ = 0.76) and #10 (at 𝑥/ℎ = 2.03 and 𝑦/ℎ = 0.88) 424 

within the porous region on the positive flow leakage trajectory paths. Although the dominant frequencies 425 

in the spectral analysis of the streamwise velocity components (not shown here) exhibit similar behaviour, 426 

they differ from the dominant frequencies of the vertical velocity. 427 

 
 

Figure 14. The contour of non-dimensional time-averaged vertical velocity (〈�̅�〉 𝑈𝑖𝑛⁄ )  and its Power Spectrum 

Density (PSD) at different sampling points on the symmetry plane (𝑧/ℎ = 0) at 𝑅𝑒ℎ = 7200 for the low 

porosity (𝜀 = 85%) case. 

To investigate the similarities among signals obtained from different probes, cross-correlation analysis is 428 

employed [49]. The cross-correlation coefficient 𝑟(𝜏), calculated using the formula (𝑟(𝜏) = ∑ [(𝛬(𝑖) − �̅�) ×𝑖429 

(𝛯(𝑖 − 𝜏) − �̅�)] / √∑ (𝛬(𝑖) − �̅�)2
𝑖 √∑ (𝛯(𝑖) − �̅�)2

𝑖  ) allowed for the examination of the alignment and degree 430 

of similarity or dissimilarity between the streamwise or vertical fluctuations. The closer the cross-correlation 431 

coefficient is to 1, the stronger the relationship between the two signals (i.e., 𝛬 and 𝛯). The findings 432 

demonstrate that probes located along the flow leakage trajectory exhibit a notably high cross-correlation 433 

with a time lag (𝜏). For example, Figure 15(a) shows that the cross-correlation of streamwise fluctuations 434 
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between probes #1 and #8 has a strong correlation (𝑟(𝜏) = 0.49) and a time lag of 𝜏 = 14.8. Conversely, for 435 

signals obtained from probes not situated along the flow leakage trajectory, the cross-correlation is 436 

comparatively weaker, as shown in Figure 15(b) for probes #1 and #9. This observation underscores the 437 

significant influence of flow leakage on information transfer dynamics through the porous medium 438 

 
(a) 

 
(b) 

Figure 15. Cross-correlation of streamwise fluctuations between; (a) strong cross-correlation between probes #1 

and #8, which are located along the flow leakage trajectory and (b) weak cross-correlation between probes 

#1 and #9, which are not located along the flow leakage trajectory in Figure 14; Strong cross-correlation 

suggests that flow leakage has a significant impact on the dynamics of information transfer through the 

porous medium. 

To further investigate the time-dependent nature of the flow, the pattern of Reynolds stresses is explored. 439 

The distribution of Reynolds shear stress inside the porous region is shown in Figure 16(a). The observed 440 

positive and negative patterns of Reynolds shear stress in the wake of the porous ligaments are similar to 441 

the vortex shedding phenomenon found in the wake region of a bluff body [50], which confirms the time-442 

dependent nature of the pore flow. The flow characteristics around the porous ligaments are dependent on 443 
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various factors, including the gap ratio (𝐺/𝑑) of two consecutive porous ligaments, flow approaching angle 444 

(𝛼), and local Reynolds number (𝑅𝑒𝑑,𝑙𝑜𝑐𝑎𝑙 = 𝑢𝑙𝑜𝑐𝑎𝑙𝑑/𝜐), where 𝑢𝑙𝑜𝑐𝑎𝑙 and “𝜐” represent the local velocity 445 

perpendicular to the porous ligaments and the kinematic viscosity of the fluid, respectively. For very small 446 

gaps, the two ligaments may act as a single bluff body, resulting in two peaks in the Reynolds stress contours 447 

behind the downstream ligament caused by vortex shedding (zone B in Figure 16). Conversely, the 448 

recirculation bubbles in the gap between the ligaments exhibit minimal Reynolds stress, indicating quasi-449 

steady flow (extended-body regime). However, if the gap between the ligaments is sufficiently large, they 450 

may behave as two independent bluff bodies (zone C in Figure 16), leading to the generation of Reynolds 451 

stress from alternate vortex shedding originating from the upstream ligament (co-shedding regime). Figure 452 

16(b) illustrates instantaneous spanwise vorticity contours, revealing the presence of vortices within the 453 

porous region that can significantly impact information transfer dynamics. Specifically, at low gap ratios 454 

(zone B), vortex shedding only occurs in the wake of the downstream ligament, whereas at higher gap ratios 455 

(zone C), the separated shear layer from the upstream ligament rolls up to form vortices that interact with 456 

the downstream ligament, resulting in shedding both behind the downstream ligament and in the gap 457 

between the ligaments. These observations are consistent with the three major regimes based on the gap 458 

ratio: the solo-shedding, extended-body, and co-shedding regimes [51], corresponding to zones A, B, and C 459 

in Figure 16, respectively. These observations align with previous research by Blois et al. [25], who 460 

conducted particle image velocimetry measurements in a cubically packed bed of uniform spheres and 461 

monitored the evolution of small-scale vortices across the pore space. Their study revealed that the 462 

instantaneous flow structures within the pore space are dominated by jet flows that generate turbulent 463 

eddies. These jet flows can be horizontal, vertical, or a combination of both, with the temporal evolution of 464 

the pore flow being a function of the intensity, direction, and duration of these jets. They observed that flow 465 

characteristics in the pore space are caused by the pulsating nature of the pore flow. 466 
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Figure 16. (a) Non-dimensional Reynolds shear stress (〈𝑢′∗𝑣′∗̅̅ ̅̅ ̅̅ ̅̅ 〉 =  〈𝑢′𝑣′〉̅̅ ̅̅ ̅̅ ̅̅  / 𝑈𝑖𝑛
2 ); (b) spanwise 

vorticity (𝜔𝑧
∗ =   𝜔𝑧

∗  × 𝑈𝑖𝑛/ℎ ) inside the porous region at 𝑅𝑒ℎ = 7200. 

3.4 Dynamics of momentum and energy exchanges 467 

To further investigate the physics behind the momentum exchange across the porous-fluid interface and 468 

quantify the correlations between the porous and non-porous regions, the quadrant analysis using joint 469 

probability density function (JPDF)  [52] and Pearson linear correlation coefficient [53] is employed. The 470 

quadrant analysis divides the data into four quadrants based on the sign of the streamwise (𝑢′) and vertical 471 

(𝑣′) velocity fluctuations. The first quadrant (Q1) corresponds to 𝑢′ > 0, 𝑣′ > 0, representing outward 472 

intersection events. The second quadrant (Q2) is associated with 𝑢′ < 0, 𝑣′ > 0, representing ejection events. 473 

The third quadrant (Q3) corresponds to 𝑢′ < 0, 𝑣′ < 0, indicating inward intersection events. Lastly, the 474 

fourth quadrant (Q4) with 𝑢′ > 0, 𝑣′ < 0 is known as a sweep event. These distinct events have unique 475 

fluid transport characteristics, where ejection events transport low-momentum fluid upwards, sweep events 476 

transport high-momentum fluid downwards, and outward intersection events transport high-momentum 477 

fluid upwards. By utilizing the quadrant analysis and Pearson linear correlation coefficient, a comprehensive 478 
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understanding of the momentum exchange and transport processes between the porous and non-porous 479 

regions can be achieved. 480 

Figure 17 shows the contours of the joint probability density function (JPDF) of non-dimensional velocity 481 

fluctuations, 𝜎𝑢 = 𝑢′ 𝑢𝑅𝑀𝑆⁄  and 𝜎𝑣 = 𝑣′ 𝑣𝑅𝑀𝑆⁄  at different sampling points inside the porous region and on 482 

the interface [52]. The Pearson linear correlation coefficient, Υ, is displayed on each subplot of Figure 17 483 

following [53]. The distribution of fluctuating velocities in Figure 17 changes concerning the location of 484 

the sample point in the porous region and on the interface. The contour of JPDF on the positive flow leakage 485 

trajectory paths inside the porous block and on the porous-fluid interface illustrates an elliptical shape along 486 

𝜎𝑢  =  𝜎𝑣 with positive Υ  in Figure 17(a-c). This means that on the positive flow leakage trajectory paths, 487 

outward/inward intersection events are dominant. However, due to the positive mean flow leakage, there is 488 

a strong tendency for outward motion (+𝑣′) of the high-momentum streamwise-oriented flow (+𝑢′) from 489 

the porous region into the non-porous region (Q1 event). Furthermore, at the beginning of the porous block 490 

due to the stronger positive flow leakage, Υ is higher than that at the end of the porous block, which is 491 

consistent with previous findings in Table 2. Inward intersection events (Q3 events) at these sampling points 492 

are related to the pulsating nature of the positive flow leakage when the instantaneous magnitude of positive 493 

flow leakage is less than the mean value of the positive flow leakage. The trend of the JPDF in Figure 17(a-494 

c), demonstrates that, at these sampling points, information exchange is dominated by turbulent fluctuations 495 

induced by the positive flow leakage from the porous region into the non-porous region, both in terms of 496 

frequency and intensity. 497 

At the end of the porous block on the porous-fluid interface, where the positive flow leakage is negligible, 498 

the distributions of the JPDF in Figure 17(d) are oval-shaped and elongated along the second and fourth 499 

quadrants (along 𝜎𝑢  =  −𝜎𝑣). It is due to the ejection flow (+𝑣′) across the porous-fluid interface that 500 

causes a momentum reduction (−𝑢′), and wall-normal perturbation by the sweep event (−𝑣′) which 501 

transports the momentum from the non-porous region to the porous region which is consistent with previous 502 

findings for fully-developed porous channel flows [17]. At this region, both ejection and sweep events are 503 

likely to occur with nearly the same intensity and frequency. Therefore, it can be concluded that at the end 504 

of the porous block, where the positive flow leakage is negligible, the information transfer by turbulent 505 

fluctuations from the porous to the non-porous region and vice versa is controlled by ejection and sweep, 506 

respectively. 507 
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(a)  (b)  

  
(c)  (d)  

Figure 17. Contours of JPDF of 𝜎𝑢 = 𝑢′/𝑢𝑅𝑀𝑆 and 𝜎𝑣 = 𝑣′/𝑣𝑅𝑀𝑆 at 𝑅𝑒ℎ = 7200; Probes #1, #7 and #10 are 

located on the positive flow leakage trajectory paths, whereas Probe #5 is located at the end of the porous 

block with negligible positive flow leakage; The colour scale indicates the percentage of points contained 

within each bin of the joint PDF. (a) Probe #1 inside the porous block where there is strong positive flow 

leakage; (b) Probe #7 on the porous-fluid interface where there is strong positive flow leakage; (c) Probe #10 

inside the porous block where there is no strong positive flow leakage; (d) Probe #5 on the porous-fluid 

interface with negligible positive flow leakage. 

3.5 Heat transfer 508 

Figure 18 shows the contours of instantaneous temperature (Θ̅), time-averaged vertical turbulent heat flux 509 

(〈𝑣′∗𝜃̅̅ ̅̅ ̅̅ 〉) and time-averaged convective heat fluxes in the streamwise (〈�̅��̅�〉) and vertical (〈�̅��̅�〉) directions. 510 

for both high and low porosity. The convective heat fluxes show heat transfer by the mean streamwise, and 511 
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vertical flow presented in Figure 5, which predominantly showcases upward and forward flow within the 512 

POD01 zone. Turbulent heat flux corresponds to the turbulence fluctuations induced by spatial modes 513 

discussed in Figure 10 and Figure 11. 514 

Figure 18(a-b) shows that after the flow impingement on the windward face of the porous blocks, the low-515 

temperature flow penetrates the pores of the porous block and forms high-momentum channelling in the 516 

porous region. Contours for 𝑣′∗𝜃̅̅ ̅̅ ̅̅ , which is a measure of the vertical (wall normal) turbulent transport of 517 

thermal energy, are shown in Figure 18(c-d). The complex patterns of  𝑣′∗𝜃̅̅ ̅̅ ̅̅  with positive and negative 518 

values challenges the predictable notion of heat transfer by unidirectional flow within porous materials 519 

discussed in Figure 5. However, at the beginning of the porous region (0 ≤ 𝑥/ℎ ≤ 1.0) , these contours 520 

show that 〈𝑣′∗𝜃̅̅ ̅̅ ̅̅ 〉 is generally negative on the trajectory path of the positive flow leakage (see also Figure 521 

5). This is consistent with positive flow leakage of low-temperature fluid towards the non-porous region. 522 

The local peak values of 〈𝑣′∗𝜃̅̅ ̅̅ ̅̅ 〉  ≤ -0.005 are in the regions where there is strong positive flow leakage (see 523 

Figure 5(c)). The location of peak levels of 〈𝑣′∗𝜃̅̅ ̅̅ ̅̅ 〉 are consistent with the peak values for 〈𝑢′∗𝑣′∗̅̅ ̅̅ ̅̅ ̅̅ 〉 that 524 

indicates the high-momentum positive flow leakage of low-temperature fluid flow. In the end section of the 525 

porous region (2.0 ≤ 𝑥/ℎ ≤ 3.0) there is no clear trend for the 〈𝑣′∗𝜃̅̅ ̅̅ ̅̅ 〉 that means information transfer by 526 

turbulent fluctuations across a spectrum of directions.  527 

High positive values of vertical convective heat flux in Figure 18(e-f) prove the flow leakage of low-528 

temperature high-momentum flows from the porous region. Contours of time-averaged streamwise 529 

convective heat flux in Figure 18(g-h) confirm the previous discussion regarding the momentum exchange 530 

between porous and non-porous regions by the flow leakage and channelling effect. High values of 531 

streamwise convective flux in Figure 18(g) show that high-momentum flow from the porous region leaks 532 

to the non-porous region and consequently transfers low-temperature flow that has entered the porous region 533 

from the leading surface to the non-porous region. Figure 18(h) shows the convection of high-momentum 534 

low-temperature flows inside the porous block due to the channelling effect for the high porosity case.  535 

This observation corroborates our prior discussions, emphasizing the pivotal role of the mean flow (Mode 536 

0) as the primary medium for information transfer. It facilitates convective heat transfer from the porous to 537 

the non-porous region through upward and forward flow movements. Furthermore, the turbulent heat flux 538 

inherent in alternate POD modes (Mode ≠ 0) significantly contributes to information propagation in diverse 539 

directions. Notably, during the initial phase of the porous block, a distinctive occurrence of high negative 540 

values in turbulent heat flux is observed, attributed to the trajectory of flow leakage. 541 



34 

 

  
(a)  (b)  

  

(c)  (d)  

  
(e)  (f)  

  
(g)  (h)  

Figure 18. First row: Non-dimensional instantaneous temperature (Θ̅ =  
𝑇−𝑇𝑖𝑛

𝑇𝑠−𝑇𝑖𝑛

̅̅ ̅̅ ̅̅ ̅
); Second row:  Time-averaged 

vertical turbulent heat flux (〈𝑣′∗𝜃̅̅ ̅̅ ̅̅ 〉 =  〈
𝑣′

𝑈𝑖𝑛
×

𝑇′

𝑇𝑠−𝑇𝑖𝑛

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
〉) contours; Third row: Time-averaged vertical convective 

heat flux (〈�̅��̅�〉 =  〈
𝑣

𝑈𝑖𝑛

̅̅̅̅  × 
𝑇

𝑇𝑠−𝑇𝑖𝑛

̅̅ ̅̅ ̅̅ ̅
〉); Forth row: Time-averaged streamwise convective heat flux (〈�̅��̅�〉 =

 〈
𝑢

𝑈𝑖𝑛

̅̅̅̅ ×  
𝑇

𝑇𝑠−𝑇𝑖𝑛

̅̅ ̅̅ ̅̅ ̅
〉) at symmetry plane (𝑧/ℎ = 0) for 𝑅𝑒ℎ = 7200. Left: Low porosity; Right: High porosity. 
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Figure 19(a, c) provides a comprehensive 3D depiction of the time-averaged Nusselt number (〈𝑁𝑢〉) 542 

corresponding to the mean flow (Mode=0) discussed in Figure 5. The impingement of the low-temperature, 543 

high-momentum flow stream to the windward face of the porous blocks leads to the peak values of Nusselt 544 

number in the stagnation region for all cases. The 𝑁𝑢 magnitude consistently reduces as the flow traverses 545 

the metal foam, reaching its lowest point at the trailing edge of the metal foam. This decline is attributed to 546 

the diminishing temperature difference between the ligaments and the surrounding flow, coupled with a 547 

reduction in mass flow rates at each section of the porous block due to flow leakage. Notably, the figure 548 

highlights a substantial portion of the porous ligaments experience insufficient cooling, particularly in the 549 

downstream region for both cases. Figure 19(b, d) presents a 3D visualization illustrating the Fluctuation 550 

of Nusselt number (𝑁𝑢′)  in correlation with distinct flow structures (Mode ≠ 0) as previously discussed in 551 

Figure 11. The observation of both negative and positive Nusselt numbers at various spatial positions 552 

reflects the intricate turbulent fluctuations inherent in POD modes (Mode ≠ 0), particularly exemplified by 553 

modes 1 and 6 in Figure 11. These fluctuations play a pivotal role in facilitating turbulent heat transfer 554 

across a diverse spectrum of directions inside the porous region and across the porous-fluid interface. 555 

Notably, in comparison to the average Nusselt number 〈𝑁𝑢〉, elevated values of 𝑁𝑢′
 are discernible at 556 

various locations within the porous block, underscoring the critical influence of turbulent spatial structures 557 

in modulating momentum exchange dynamics and heat transfer within the stochastic metal foam. 558 

  
(a)  (b)  
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(c)  (d)  

Figure 19. Three-dimensional distribution of left: time-averaged Nusselt number (〈𝑁𝑢〉 = 〈ℎ𝑐〉 ℎ 𝑘𝑓⁄ ); Right: 

Fluctuation of Nusselt number (𝑁𝑢′ = (ℎ𝑐 − 〈ℎ𝑐〉) ℎ 𝑘𝑓⁄ ) at 𝑅𝑒ℎ = 7200. (a-b) Low porosity (𝜀 = 85%); (c-d) 

High porosity (𝜀 = 91%). 

The streamwise distribution of the normalized Nusselt number (𝑁𝑢/ 𝑁𝑢𝑜) for all cases is depicted in Figure 559 

20(a). Normalization is based on 𝑁𝑢𝑜 (𝑁𝑢𝑜 =  ∫ ∫ 𝑁𝑢𝑑𝑥𝑑𝑧
3ℎ

0

0.65ℎ

−0.65ℎ
), representing the average 𝑁𝑢 value at 560 

𝑅𝑒ℎ = 7200 for the low porosity case. The figure illustrates a direct correlation between porosity and 561 

𝑁𝑢 values; higher porosity corresponds to elevated 𝑁𝑢 numbers for all cases. For instance, at 𝑅𝑒ℎ = 7200 562 

and 𝑅𝑒ℎ = 1800, the average 𝑁𝑢 values for the high porosity case are 20% and 18% higher than those for 563 

the low porosity cases, respectively. This trend aligns with the flow leakage values presented in Table 2, 564 

confirming that higher porosity cases exhibit lower flow leakage. 565 

Furthermore, the figure reveals that over 60% of the averaged Nusselt numbers for all cases are achieved 566 

within the initial third of the porous block length (0 ≤ 𝑥/ℎ≤ 1.0), as previously demonstrated in Figure 14. 567 

At lower Reynolds numbers, characterized by reduced flow momentum, the penetration length of the 568 

channelling effect is diminished compared to higher Reynolds cases. This phenomenon is visible in the end 569 

section of the porous block (1.8 ≤ x/h ≤ 3.0), where Nusselt numbers exhibit relative constancy, and heat 570 

transfer between the porous block and pore flows is negligibly affected. However, in cases with higher 571 

Reynolds numbers, the distribution of 𝑁𝑢 numbers at the end section of the porous block between 1.8 572 

≤ 𝑥/ℎ≤ 3.0 is not as uniform as in the low Re case. This discrepancy is attributed to the greater penetration 573 

of low-temperature flow into the porous structure and reduced flow leakage at higher Reynolds numbers, 574 

as detailed in Table 2 and Figure 18. 575 
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Moreover, the Root mean square (RMS) of the Nusselt number (𝑁𝑢𝑅𝑀𝑆) in Figure 20(b) shows two 576 

different trends for low and high 𝑅𝑒 numbers.  At high Re number the maximum 𝑁𝑢𝑅𝑀𝑆 occurs in the first 577 

half of the porous block and the second part of the porous block the 𝑁𝑢𝑅𝑀𝑆 is nearly constant around 0.027. 578 

the trends of 𝑁𝑢𝑅𝑀𝑆 at high Re number is consistent with the turbulence fluctuation discussed in Figure 18 579 

where at the first half of the porous block higher values of turbulence fluctuation exits. However, at the low 580 

Re number the trend of the 𝑁𝑢𝑅𝑀𝑆 is different. In the second half the porous block has high values of 𝑁𝑢𝑅𝑀𝑆 581 

happens that means at the beginning of the porous block the fluctuation of heat transfer from the porous 582 

ligament is negligible and in the second half of the porous block 𝑁𝑢𝑅𝑀𝑆 increases because of the low values 583 

of the 〈𝑁𝑢〉 at this region. 584 

  
(a)  (b)  

Figure 20. (a) Streamwise distribution of the normalized Nusselt number (𝑁𝑢/ 𝑁𝑢𝑜) for all cases. The base 

Nusselt number, 𝑁𝑢𝑜  (𝑁𝑢𝑜 =  ∫ ∫ 𝑁𝑢𝑑𝑥𝑑𝑧
3ℎ

0

0.65ℎ

−0.65ℎ
), correspond to the average 𝑁𝑢 value at 𝑅𝑒ℎ = 7200 for 

the low porosity case; (b) Root mean square (RMS) of Nusselt number (𝑁𝑢𝑅𝑀𝑆 =  
1

〈𝑁𝑢〉
√(𝑁𝑢 −  〈𝑁𝑢〉)2) for 

all cases. 

The Root Mean Square (RMS) of the Nusselt number (𝑁𝑢𝑅𝑀𝑆) depicted in Figure 20(b) exhibits distinct 585 

behaviours at varying Reynolds numbers. Specifically, at high Reynolds numbers, 𝑁𝑢𝑅𝑀𝑆 peaks in the initial 586 

half of the porous block, maintaining a relatively constant value of approximately 0.027 in the latter half. 587 

This observed 𝑁𝑢𝑅𝑀𝑆 pattern at high Reynolds numbers aligns with the turbulence fluctuations detailed in 588 

Figure 18, where heightened turbulence fluctuation is evident in the first half of the porous block. 589 

Conversely, at low Reynolds numbers, a contrasting trend emerges. At low 𝑅𝑒, elevated 𝑁𝑢𝑅𝑀𝑆 values are 590 

observed in the latter half of the porous block, indicating minimal heat transfer fluctuations from the porous 591 



38 

 

ligament at the porous block's onset. Subsequently, 𝑁𝑢𝑅𝑀𝑆 increases towards the end of the porous block 592 

due to the decrease in average Nusselt numbers (〈𝑁𝑢〉) in this region, rather than an increase in fluctuations. 593 

Due to the stochastic nature of the porous ligament, the distribution of 𝑁𝑢𝑅𝑀𝑆 is not smooth, even though 594 

the sampling time for the time-averaging period is sufficiently high, as elucidated in Table 1. 595 

4 Conclusions 596 

This study underscores the critical importance of investigating information transfer at the pore scale within 597 

composite porous-fluid systems characterized by stochastic pore distribution. Prior research has highlighted 598 

contrasting behaviours in turbulent momentum exchange and heat transfer between finite porous blocks in 599 

turbulent channel flow and fully developed channel flow. In addition, a significant gap persists in our 600 

understanding, due to the prevalent focus on simplified porous structures like smoothed cubes or spheres. 601 

This study addresses this deficiency and fills the gap by employing high-fidelity pore-scale Large Eddy 602 

Simulations (LES) to explore the intricate dynamics of momentum exchange and heat transfer across the 603 

porous-fluid interface. By introducing a novel methodology based on data-driven modal analysis, including 604 

Proper Orthogonal Decomposition (POD) and time–frequency analysis, this research pioneers a 605 

comprehensive examination of the interactions between porous and non-porous regions. The insights gained 606 

from this investigation shed light on the interplay of convective and turbulent fluxes, revealing their 607 

collective impact on heat transfer within composite porous-fluid systems. This study unveils the nuanced 608 

time-dependent mechanisms that govern information exchange in complex porous media environments, 609 

marking a significant advancement in our understanding of these systems. The findings of this study can be 610 

summarized as follows: 611 

1. Flow visualization employing Proper Orthogonal Decomposition (POD) spatial structures for 612 

distinct modes establishes a robust connection between the fluid dynamics within the porous region 613 

and the vertical transport of fluid across the permeable porous-fluid interface situated in the porous 614 

domain. The comprehensive analysis discerns both positive and negative flow leakage phenomena. 615 

Specifically, positive flow leakage from the porous region into the non-porous region exhibits a 616 

predominant occurrence within the initial segment of the porous block (0 ≤ 𝑥/ℎ ≤ 1.0), 617 

predominantly governed by mode = 0, representing the mean flow. Contrarily, negative flow 618 

leakage, denoting local flow penetration from the non-porous to the porous region, is anticipated in 619 

the wake of porous ligaments at the interface for all modes, underscoring the multi-modal nature of 620 

the observed fluid dynamics in the composite porous-fluid system. 621 
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2. Spatial structures across various POD modes disclose the paramount significance of the mean flow 622 

(Mode = 0) as the principal driver of momentum exchange and heat transfer. This mode governs 623 

convective heat transfer from the porous to the non-porous region through both upward and forward 624 

flow movements, distinctly manifesting as positive flow leakage. Moreover, the interplay of 625 

turbulent heat flux within alternate POD modes (Mode ≠ 0) enhances the propagation of thermal 626 

information in diverse directions, thereby adding a nuanced layer to the complexity of the observed 627 

heat transfer dynamics. This exploration underscores the pivotal role of different POD modes in 628 

explaining the multifaceted mechanisms governing momentum and heat transport in composite-629 

porous fluid systems. 630 

3. The spectral analysis of temporal modes exposes the dynamic interplay between flow structures in 631 

the porous and non-porous regions. The exploration of mode interaction shows compelling insights, 632 

particularly in the initial segment of the porous block (POD01 zone), where the occurrence of 633 

positive flow leakage is observed. In this zone, an increase in dominant frequency interaction values, 634 

indicating elevated dynamism in the information transport is predicted. In contrast, as one progresses 635 

towards the middle (POD02 zone) and concluding sections (POD03 zone) of the porous region, a 636 

reduction in dominant frequency interaction is evident. 637 

4. Conducting a quadrant analysis on turbulence fluctuations through the utilization of the joint 638 

probability density function unveils compelling insights. In regions characterized by robust positive 639 

flow leakage, a dynamic exchange of information is discerned, facilitated by both outward and 640 

inward interactions. In contrast, where positive flow leakage is minimal, the information transfer 641 

mechanisms predominantly hinge upon ejection and sweep events. 642 

5. Examining the streamwise distribution of the Nusselt number reveals a discernible trend wherein 643 

the magnitude of the Nusselt number consistently diminishes as the flow progresses through the 644 

metal foam, reaching its apogee at the trailing edge of the material. This reduction is ascribed to the 645 

dwindling temperature gradient between the ligaments and the surrounding flow, coupled with a 646 

concurrent decrease in mass flow rates at each segment of the porous block attributable to flow 647 

leakage. The findings underscore a significant observation: over 60% of the averaged Nusselt 648 

numbers across all cases are attained within the initial third of the porous block length (0 ≤ 𝑥/ℎ ≤ 649 

1.0), emphasizing the pivotal role of the initial section in governing heat transfer characteristics 650 

within the porous medium. 651 
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Appendix A 817 

In this section, the supplementary findings at off-symmetry plane 𝑧/ℎ = 0.1 are presented. These results 818 

exhibit a high similarity with the preceding discussion at the symmetry plane 𝑧/ℎ = 0. Given the stochastic 819 

nature of the pore distribution, distinct spatial modes in Figure A1 show varying structures. However, by 820 

analyzing the modes, we can see that there are time-dependent momentum exchanges caused by turbulent 821 

fluctuations in different modes. 822 

 
 

 

Figure A1. Vector representation of streamwise and vertical velocity component of modes 1 and 6 in the 

ShearPOD zone at off symmetry plane 𝑧/ℎ = 0.1; Top: Mode 1; bottom: Mode 6. 
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The �̂�𝑟(𝑓) of the modes in Figure A2 show distinct peaks at different Strouhal numbers (𝑆𝑡 =  𝑓ℎ 𝑈𝑖𝑛⁄  823 

where "𝑓" is frequency). Table A1 complements these observations by presenting the dominant Strouhal 824 

numbers for the initial 20 modes within both the ShearPOD and POD01 zones at off-symmetry plane 𝑧/ℎ 825 

= 0.1. For example, for the ShearPOD zone, the 𝑆𝑡 in the first row and column shows that for the first mode, 826 

the first dominant Strouhal number is 𝑆𝑡1
1 = 0.41 where the subscript shows the index of mode, and the 827 

superscript shows the index of dominant frequency. For the POD01 zone, 𝑆𝑡1
1 = 0.1. 828 

  
(a)  (b)  

Figure A2. Spectra of temporal modes 1 and 6 in the ShearPOD zone at off-symmetry plane 𝑧/ℎ = 0.1. (a) Mode 

1 at ShearPOD zone; (b) Mode 6 at ShearPOD zone. 

In Figure A3, the co-occurrence of dominant frequencies in the first mode is depicted across two POD 829 

zones, namely POD01 and ShearPOD at off-symmetry plane 𝑧/ℎ = 0.1. Figure A3(a) highlights the 830 

interaction between the dominant frequencies of mode 1 in the POD01 zone with all 20 initial modes in the 831 

ShearPOD zone. The non-zero elements in these figures signify instances where one of the 10 dominant 832 

frequencies in mode 1 of the POD01 zone is observed in the ShearPOD zone. For instance, Figure A3(a) 833 

demonstrates that 𝑆𝑡2
3 = 1.24, in mode 2 of the ShearPOD zone interact with the 10 dominant frequencies 834 

of mode 1 in the POD01 zone. Similarly, it shows the interactions between 𝑆𝑡5
1 = 1.65 of ShearPOD zone 835 

with the 10 dominant frequencies of mode 1 in the POD02 zone. 836 

Figure A3(b) further illustrates the total co-occurrence of all the initial 20 modes in the POD01 zone with 837 

all 20 initial modes in the ShearPOD zone. For example, Figure A3(b) indicates that 𝑆𝑡1
6 = 2.06 in the 838 

POD01 zone is observed 3 times in all the modes of the ShearPOD zone. Another instance is 𝑆𝑡3
5 = 1.24 in 839 

Figure A3(b), signifying that the 5th dominant frequency in mode 2 of the POD01 zone is observed 7 times 840 
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in all modes of the ShearPOD zone. 841 

Table A1. The first 10 dominant 𝑆𝑡 (𝑆𝑡 =  𝑓ℎ 𝑈𝑖𝑛⁄  where "𝑓" is frequency) among the initial 20 modes at off-

symmetry plane 𝑧/ℎ = 0.1. 

 
Index of dominant 𝑆𝑡 in the POD01 zone 

1 2 3 4 5 6 7 8 9 10 

In
d
ex

 o
f 

m
o

d
e 

1 0.1 0.31 2.68 1.85 2.88 2.06 2.16 1.24 3.3 3.09 

2 2.16 0.21 2.06 1.75 0.41 1.24 0.82 0.93 2.88 0.51 

3 0.1 2.27 1.34 2.16 1.24 1.75 2.78 2.47 1.85 2.68 

4 0.72 1.34 0.31 0.62 2.47 1.13 0.1 1.65 0.51 0.93 

5 0.82 0.51 1.34 0.31 1.13 1.65 2.16 2.47 0.21 0.93 

6 0.1 1.13 1.44 2.27 2.16 0.72 1.85 0.82 2.06 1.34 

7 0.41 0.31 2.47 0.21 1.54 2.57 1.03 0.51 2.27 2.88 

8 0.72 2.16 1.65 0.93 0.21 0.31 0.41 2.47 0.1 1.75 

9 0.82 1.24 1.75 0.72 0.31 1.54 2.47 2.06 1.96 2.27 

10 0.21 0.93 1.44 2.68 2.16 1.96 0.72 0.1 0.82 3.19 

11 0.51 1.34 0.93 0.62 0.1 0.72 2.16 2.47 1.44 0.21 

12 1.03 0.41 0.31 0.93 0.51 2.57 2.88 0.21 0.62 2.06 

13 2.37 3.3 2.47 0.41 1.85 1.65 1.44 0.31 2.16 0.21 

14 0.41 2.47 1.96 0.1 0.31 1.85 2.16 1.34 0.72 0.82 

15 2.16 1.44 0.82 0.1 1.03 0.51 1.13 1.34 2.57 0.93 

16 2.16 0.72 2.47 1.65 1.24 1.96 1.03 2.37 2.57 0.51 

17 1.65 1.54 2.27 0.82 1.44 1.96 0.41 3.4 1.03 4.02 

18 1.44 0.1 1.03 1.75 0.21 2.78 0.51 0.72 0.31 0.41 

19 1.13 3.19 2.99 0.51 2.16 0.41 5.05 2.57 2.78 0.82 

20 0.62 0.51 0.72 0.1 1.24 1.65 1.34 1.03 2.88 0.31 
 

 
Index of dominant 𝑆𝑡 in the ShearPOD zone 

1 2 3 4 5 6 7 8 9 10 

In
d

ex
 o

f 
m

o
d

e 

1 0.41 0.83 0.55 0.28 1.65 1.1 1.51 0.69 1.38 1.79 

2 1.51 1.65 1.24 0.83 1.1 0.55 1.38 1.79 0.69 0.41 

3 0.41 1.51 0.83 0.28 0.55 1.24 1.1 1.65 1.93 0.69 

4 1.51 0.55 0.41 1.24 0.28 1.93 2.61 0.96 0.69 0.83 

5 1.24 0.69 0.96 0.83 0.28 0.41 2.2 1.51 1.1 1.65 

6 1.65 2.61 0.96 1.93 2.2 0.55 0.83 2.34 2.48 1.79 

7 1.65 2.61 2.2 1.93 2.34 2.48 0.28 1.24 0.41 0.83 

8 1.24 0.96 1.93 1.38 0.41 1.1 1.65 2.06 1.51 3.3 

9 2.61 0.96 1.38 3.3 1.1 2.75 3.03 2.34 0.14 1.79 

10 0.14 0.28 2.06 0.96 0.69 0.41 1.65 1.1 0.55 2.61 

11 0.96 2.2 1.79 2.61 1.65 1.1 2.48 0.14 1.38 3.3 

12 0.96 0.83 2.2 0.28 1.38 2.61 1.65 0.41 0.14 3.16 

13 2.2 0.14 2.75 1.38 3.03 3.16 1.79 0.28 2.48 0.96 

14 1.79 2.61 3.03 0.14 1.38 0.96 1.24 0.28 2.75 2.2 

15 2.61 1.79 3.03 0.55 0.69 2.48 2.89 2.06 3.3 0.96 

16 5.78 5.5 7.01 6.46 6.19 6.6 7.15 6.05 5.09 6.74 

17 2.61 7.01 5.78 6.46 6.19 6.6 5.5 7.15 6.74 7.56 

18 1.79 0.41 1.1 0.69 0.28 1.38 2.2 0.96 5.09 5.5 

19 3.58 1.79 2.75 1.93 3.03 4.13 4.26 3.16 1.51 3.85 

20 1.93 2.89 2.34 1.65 2.2 1.51 1.79 3.3 1.1 0.69 
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In summary, Figure A3 shows the interactive dynamics between modes in the porous and non-porous 842 

regions at off-symmetry plane 𝑧/ℎ = 0.1 that supports previous discussions related to the symmetry plane 843 

𝑧/ℎ = 0 in section 3.4. 844 

 
(a) 

 
(b) 

Figure A3. Heatmap of dominate frequencies interaction in POD0 zone inside the porous region with the 20 

initial modes in ShearPOD zone in the non-porous region; Top: Dominate frequencies interaction between 

mode1 of POD01 zone and 20 initial modes in ShearPOD zone; Bottom: Dominate frequencies interaction 

between 20 initial modes of POD01 zone and the 20 initial modes in ShearPOD zone; Non-zero values shows the 

presence of dominate frequencies interaction and zero values shows no interaction between the modes at off-

symmetry plane 𝑧/ℎ = 0.1. 

 845 


