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Abstract. Image registration is a fundamental building block for var-
ious applications in medical image analysis. To better explore the
correlation between the fixed and moving images and improve regis-
tration performance, we propose a novel deep learning network, Co-
Attention guided Registration Network (CAR-Net). CAR-Net employs
a co-attention block to learn a new representation of the inputs, which
drives the registration of the fixed and moving images. Experiments on
UK Biobank cardiac cine-magnetic resonance image data demonstrate
that CAR-Net obtains higher registration accuracy and smoother defor-
mation fields than state-of-the-art unsupervised registration methods,
while achieving comparable or better registration performance than cor-
responding weakly-supervised variants. In addition, our approach can
provide critical structural information of the input fixed and moving im-
ages simultaneously in a completely unsupervised manner.

Keywords: Medical Image Registration - Cardiac Image Registration -
Co-Attention - Deep Learning.

1 Introduction

Image registration is an active research area in computer vision and medical
image analysis. It is central to facilitating numerous downstream tasks (e.g.
anatomical motion tracking/deformation analysis, disease diagnosis and mon-
itoring progression, among others). Traditional methods view this task as an
iterative process to optimise the parameters of the deformation model under the
guidance of dissimilarity/similarity metrics. Therefore, despite achieving high
accuracy and possessing favourable geometric attributes, traditional registra-
tion methods are generally time-consuming. To speed up image registration,
recently, deep learning (DL)-based methods have been widely applied in this
domain, where the inference is just one forward pass through the network.
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DL-based registration methods could be roughly divided into three cate-
gories, supervised, unsupervised and weakly-supervised methods. Supervised
methods [1I2/34] can achieve comparable registration performance to traditional
methods, but require only a fraction of time (relative to the latter) to register
images during inference. However, the ground-truth deformation fields are chal-
lenging to obtain, which makes it an obstacle for large-scale training of DL-based
methods. This problem can be overcome through unsupervised methods [5l6l/7],
which generally comprise an end-to-end convolutional neural network (CNN)
to predict the deformation fields and a spatial transformer network (STN) [g]
to warp the moving image towards the fixed image. Dissimilarity/similarity be-
tween the warped moving image and the fixed image, and regularisation of the
deformation fields constitute the loss function used to train networks. Although
the ground-truth deformation fields are difficult to obtain, other types of auxil-
iary information (e.g. segmentation masks or landmarks) could also be used to
guide registration. Weakly-supervised registration methods are based on intro-
ducing such ‘weak’ labels, and have been shown to achieve better registration
performance than unsupervised methods [B6I9YT0].

However, most previous DL-based registration networks focus on building an
end-to-end network from the pair of moving and fixed images to estimate de-
formation fields, seldom considering if the input pairs are sufficiently descriptive
for the task. To tackle this issue, Lee et al. [T1] proposed an Image-and-Spatial
Transformer Network (ISTN), containing a dedicated image transformer network
(ITN) to generate new representations of the inputs, and an STN to register
the new representations of the inputs, achieving better performance than using
STN to register the original inputs directly. However, ISTN uses a shared CNN
to extract new representations of the input images, which requires annotations
(e.g. segmentations, landmarks or centerlines) and thus does not exploit the
intrinsic correlation between them in an unsupervised manner. Several recent
weakly-supervised approaches have proposed to first register the segmentation
masks [I2] or semantic features [I3] at a global level instead of directly aligning
the original input images, which also highlights the importance of introducing
additional structural information. However, sourcing such additional annotations
can be expensive or infeasible for specific applications, limiting the generality of
such weakly-supervised methods.

Image registration always involves two or more images as inputs (to be co-
registered), where the contents in these images are highly-correlated but may
comprise differences in spatial/shape characteristics. We argue that highlighting
the correlated regions in the moving and fixed images can help learn coarse struc-
tural information from the input images automatically. To minimise the impact
of irrelevant pixels and improve registration performance, a co-attention guided
registration network is proposed in this paper. The co-attention block is used
to generate new representations of the input images, where, correlated pixels
are highlighted and irrelevant context is dismissed. With the learned new rep-
resentations, the performance of DL-based registration networks can be further
improved. Additionally, following training on a large-scale dataset, the repre-
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sentations learned in an unsupervised manner, can be visualised as a coarse
prediction of correlated structural information.

In summary, there are three main contributions of our proposed method: (1)
a 3D co-attention block is designed to exploit the correlation of input image pairs
to be registered, which can be easily incorporated into other networks. (2) Using
the co-attention block, we build a new DL-based registration network, CAR-Net,
which achieves state-of-the-art registration performance on cine-cardiac mag-
netic resonance (CMR) images from UK Biobank Imaging Study (UKBB). (3)
Our co-attention block is shown to provide coarse structural information in an
unsupervised manner, which is of potential value for developing explainable Al
solutions to medical image registration.

Co-attention

' h2(y) _ '
Ei' 1x1x1 conv Y
9(y) ;
y

1x1x1 conv

fx)

1x

E 1x1x1 conv
. h1(x)
X
1x1xT conv

/ Fixed Image(y)

Warped
image

@:>ﬁu>

N T Velocity D "
Ny " eformation
T Field Field(g)

—— Spatial Transform

' Moving Image(x)

Fig. 1. Schema of our proposed CAR-Net. The whole registration network is displayed
in the bottom row, with the details of the co-attention block in the top row. The co-
attention block takes feature maps from the moving and fixed image as input (denoted
as x and y). It predicts corresponding attention maps (denotes as ATT, and ATT),) and
outputs (O, and Oy), with the same size as inputs. The CMR images were reproduced
with the permission of UK Biobank(©).
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2 Methods

Given the moving image I, and fixed image Ir, image registration aims to find
a coordinate mapping function ¢(o) from I; to I, formulated as,

Ir = ¢(Inr). (1)

Unsupervised DL-based image registration methods [5J6] initially concate-
nate Iy, and Ip, following which, an encoder-decoder is applied to predict the
deformation fields. Finally, a STN block is used to deform the I; to Ir based on
the learned deformation fields. Networks are trained by optimising a loss func-
tion that computes a dissimilarity /similarity metric between the warped moving
image and Iy, and regularises the estimated deformation fields. Our approach,
CAR-Net, utilises each of these fundamental building blocks of unsupervised reg-
istration networks, and incorporates a co-attention block that learns new image
representations from the original inputs automatically.

Co-attention Block. To learn the transformation from the moving image
to the fixed image, the key is to establish correspondence between these two im-
ages. Therefore, pixels across different spatial positions in these two images do
not share the same importance for registration. In fact, individual pixels/regions
in the images may contain confounding information that can adversely impact
registration accuracy. To limit the impact of such pixels/regions on overall regis-
tration accuracy, it is intuitive to focus the attention of the registration algorithm
on the key points/structures in the moving and fixed images. To this end, we pro-
pose a co-attention block to exploit the correlations between the input moving
and fixed images, for registration (as shown in Fig. [1f).

The co-attention block is inspired by [T4UT5T6], where it is employed for
question-answering and video segmentation tasks. It is however, well-suited to
the task of image registration as well (as there are two highly correlated in-
puts, the moving and fixed image). Our co-attention block takes both features
from moving and fixed images as input, and predicts the corresponding co-
attention feature maps, where the highly-correlated and motion-related pixels
in both feature maps are highlighted. The moving and fixed image feature maps
Friov, Frip € RWXHXDXC (€W, H and D are channels, width, height and
depth of feature maps) are first transformed into two different feature spaces by
two corresponding 1 x 1 x 1 convolution layers (denoted as f(o) and g(o)) and
flattened (from RWXHXDXC o RNXC N = W x H x D) to calculate similar-
ity matrix S € RY*Y. Based on similarity matrix S and feature maps learned
with two additional 1 x 1 x 1 convolution layers hi(c) and hg(o) from the in-
put, the fixed attention maps ATT;, and moving attention maps ATT,,,, are
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computed. The process of co-attention can be formulated as,

S = f(Fmov) x 9(Fri)"

ATT,,,, = Softmax(S) X ha(F i),

ATTy;, = Softma:r(ST) X h1(Fmov), (2)
Oinov = h1(Frow) + @10(AT T 00) - h1(Finow),

Otiz = ho(Ffiz) + a20(ATT ) - hi(Fiz),

where, Oy, and Oy, are the output feature maps (learned new represen-
tations) of F,,, and Fy,, after co-attention respectively. Softmax(o) is the
Softmax function, applied to the last channel of the similarity matrix S. o(o)
denotes the Sigmoid function, which is a 1 x 1 x 1 convolution layer followed by
a Sigmoid activation. The oy and as are weights for the attention maps, learned
automatically by back-propagation.

Network Architecture. CAR-Net can be seen as a combination of a
co-attention block with a generic unsupervised registration network. The co-
attention block learns new representations (O, and Oy, ) of the input moving
and fixed images, which serve as inputs to the registration block that predicts
deformation fields and yields warped moving images. The co-attention block can
be directly applied to the input moving and fixed images, however, we apply two
down-sampling layers before the co-attention block and an up-sampling block
after it, due to computational constraints (GPU memory). The parameters of
the co-attention block and registration block are optimised using the same loss
function, allowing the co-attention block to learn the most relevant/correlated
structural features from the input images in an unsupervised manner.

To ensure the generated deformation fields are smooth, we parameterise de-
formation fields ¢ by stationary velocity fields (SVF) z following previous re-
search [7J6]. The registration part is a probabilistic model, comprising two main
sub-blocks, a U-Net [I7] like structure and a spatial transform block. The for-
mer is an encoder-decoder network (three down-sampling layers and three up-
sampling layers) to estimate deformation fields ¢,, while the latter is used to
deform the moving image to the fixed image based on the learned deformation
fields from U-Net. The U-Net takes the concatenation of fixed and moving fea-
tures [Fuou,F fiz,Omov, O fiz] as input and predicts feature maps at 64 x 64 x 16,
with which mean p and variance X matrix are computed. Similar to [6], the ve-
locity field z is sampled from a multivariate Gaussian distribution using the
estimated p and X, followed by an integration layer and up-sampling layer to
predict a diffeomorphic deformation field ¢,. The predicted deformation field
and moving image are fed into the spatial transform block (more details can be
found in [g8]) to predict the warped moving image.

Loss Functions. The loss function comprises two terms, the similarity loss
and the regularisation of the deformation fields. In this paper, we choose nor-
malised cross-correlation (NCC) as the similarity loss L, to evaluate the sim-
ilarity between the warped moving image and the fixed image. Given warped
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moving image = and fixed image y, L, is computed as,

o Zz(‘rl - xm)(y’i - ym)
\/Zl(% - xm)Q\/Zi(yi - ym)Z’

where, x;, y; are the intensity of the i-th pixel in the warped moving image and
fixed image respectively, and x,,, y,, are the mean intensities in the correspond-
ing images.

The deformation fields are regularised to improve the smoothness of predicted
deformation fields. Following VM [6], we calculate the KL divergence between
the approximate posterior ¢y (z|Ip;In) and the prior p(z) (p(z) = N (z;0, X))
of velocity field z, formulated as,

Ls=1

3)

Ly = K L(qy (2|1r; Ing)|[p(2 |17 Inr ), (4)
where ¢y (z|Ir; 1) is a multivariate normal,

qy (21 Xp; Inr) = N (25 faftp 10 Zalle Ins ) (5)

where fig1,.1,, and Yy, 1,, are the mean and variance of the distribution,
learned by convolution layers. Therefore, the total loss function is formulated as,

Ltotal = )\0 X Ls + )\1 X L7'7 (6)

where, Ao and A1 are hyper-parameters that weight the relative influence of each
loss term, which is to be defined in experiments.

3 Experiments and Results

Data and Implementation. To demonstrate the performance of CAR-Net,
we perform intra-subject registration experiments on cine CMR images (spatial
resolution at ~ 1.8 x 1.8 x 10mm?) from UKBB. 2,000 subjects are randomly
chosen from the UKBB dataset, each containing volumes at end-diastole (ED)
and end-systole (ES), totally 4,000 volumes. These 2,000 subjects are then ran-
domly split into a training set (1,600 subjects) and a testing set (400 subjects).
We focus on intra-subject registration between ED and ES (i.e. ED-to-ES and
ES-to-ED). A total of 3,200 image pairs were used for training, and 800 pairs
for testing. Following previous cardiac registration methods [7], we first resam-
ple all original CMR images into a spatial resolution at 1.50 x 1.50 x 3.15mm?,
then crop them into the same size of 128 x 128 x 32 (using zero-padding if the
slices are less than 32). To quantitatively evaluate the registration performance,
we obtain segmentation masks for all volumes using the segmentation method
proposed in [I8]. CAR~Net was implemented in Python using Keras, and trained
using a single Tesla M60 GPU. The Adam optimiser, with a learning rate of le-4
was used to train our network. We set the batch size to 2 due to limited GPU
memory. Hyper-parameters \g and \; were determined empirically, and set to
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Fig. 2. Qualitative results for our CAR-Net and baseline networks viz. B-spline, SyN,
VM and VM-Dice. The input moving and fixed images are on the left, while the corre-
sponding warped moving images and Jacobian determinant of deformation fields (color
bar is from -0.3 to 4) predicted by different approaches are on the right. The CMR
images were reproduced with the permission of UK Biobank(©).

20 and 0.1, respectively. The source code will be publicly available on Github
following review and acceptance of the paper.

Comparison and Analysis. We compared the performance of CAR-Net
with traditional and state-of-the-art DL-based registration methods, using data
from UKBB. For traditional methods, we choose the B-spline registration
method (max iteration step is 2000, sampling 6000 random points per itera-
tion) available in SimpleElastix [I9] and Symmetric Normalisation (SyN) [20] in
ANTSs (resolution level is 3 with 100 iterations in each sampling level) for com-
parison. For DL-based methods, we compare our CAR-Net with VM [6] (using
NCC as similarity loss) and a weakly-supervised version of VM (named VM-
Dice), which uses Dice score as an additional loss to guide the network training.
Note that, the main difference between CAR-Net and VM is the incorporation
of co-attention block, while the other hyper parameter settings of the networks
(e.g. convolution kernels, channels in the registration block and learning rate)
are the same.

Table 1. Quantitative comparison between CAR-Net and state-of-the-art methods
using the Dice score of LVBP, LVM, RV, average Dice (denoted as Avg. Dice), HD and
number of foldings (denoted as |Jg| < 0).

Methods LVBP Dice (%) LVM Dice (%) RV Dice (%) Avg. Dice (%) HD (mm) [Js] <0
before Reg  57.68 £ 6.21 30.88+£8.68 55.13£7.51 47.90£6.33 12.91£2.48 —
B-spline 74.44+£11.50 68.06 £7.20 61.76 £12.05 68.09+£8.76 13.72 % 3.57 1671.97 & 1829.90
SyN 70.92£9.36  57.88+10.59 60.30£8.35 63.03+£8.29 12.98+2.68 0.00 £ 0.00
VM 81.73 £8.71 72.04+4.65 65.73£9.62 73.16£6.26 12.96+3.14 0.29 £ 2.32
VM-Dice 82.28 £ 8.75 72.53+£4.59 66.30£9.67 73.70£6.28 13.00 £ 3.24 0.22 +1.75
CAR-Net 82.59+ 8.35 72.87+ 4.60 66.58+ 9.57 74.01 + 6.18 12.73 + 3.21 0.00+ 0.00
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Qualitative and Quantitative Results. The qualitative comparison be-
tween CAR-Net and state-of-the-art methods is shown in Fig. 2] We find that,
the prediction by SyN and B-spline only captures coarse deformation from the
moving image to the fixed image. DL-based methods achieve better registra-
tion performance than traditional methods, while warped images predicted by
CAR-Net are more consistent with the fixed image, with smoother deformations.

Dice score for left ventricle blood pool (LVBP), left ventricle myocardium
(LVM), right ventricle (RV) and average Dice), Hausdorff Distance (HD), and
the number of foldings in the estimated deformation field (where Jacobian de-
terminant is non-positive), are used to quantitatively evaluate the performance
of our proposed method (as shown in Tabl. Higher Dice score and lower HD
stand for higher registration accuracy, while fewer foldings points to smoother
deformation fields.

Quantitative results are consistent with the visual assessment of the im-
age registration using each approach. DL-based methods were found to achieve
much higher Dice scores than traditional registration methods (of 5-10% im-
provement). Our proposed CAR-Net consistently outperforms VM and other
state-of-the-art methods in all metrics, achieving a higher Dice score (~ 1% im-
provement than VM), lower HD and fewer foldings in the deformation fields.
Note that, CAR-Net achieves completely smooth deformation, without foldings
in the deformation fields. According to statistical analysis, the incorporation of
a co-attention block (CAR-Net) provides statistically significant improvements
over VM (i.e. without co-attention) in terms of the Dice scores for LVBP, LVM
and the average (P-value<0.05). Although CAR-Net offers no significant im-
provement over the weakly-supervised version of VM (VM-Dice), CAR-Net is
totally unsupervised and hence is not dependent on the availability of segmen-
tation masks for structures/regions of interest.

Registration on Separate Regions. To capture the motion of specific
regions, it is sometimes necessary to register them independently (e.g. LVBP,
LVM, RV). Using the same trained models, we also compare the performance of
CAR-Net and VM on the registration of separate LVBP, LVM and RV regions
(generated based on the same testing set), as shown in Tabld2] Our CAR-Net
achieves statistically significant improvements over both VM and VM-Dice in all
metrics (Dice and HD) except the Dice score on LVBP. This further demonstrates
the incorporation of co-attention block would bring more robust and accurate
registration. A further visualisation and analysis of the learned co-attention maps
is included in the supplementary material.

Table 2. Quantitative comparison between CAR-Net and VM on registration of sub
regions (LVBP, LVM and RV) of cardiac images. Statistical significant improvements
compared with other methods are highlighted with bold (P-value<0.05).

Methods  LVBP Dice (%) LVBP HD (mm) LVBP [J,] < 0 LVM Dice (%) LVM HD (mm) LVM [J,[ < 0 RV Dice (%) RV HD (mm) RV [J5[ < 0
before Reg  57.68 £6.21  9.91 £ 1.98 — 3088 £8.68  9.00 % 1.25 - 55.03 £ 7.51 12.87 £2.37 -
VM 88.98+4.93 5114252  0.00+0.11 61974991 936+ 174 000+£0.04 81424680 9.92+3.36 0.15+1.91

VM-Dice 90.16 +4.71 4.73 £ 2.56 0.00£0.05  64.23+9.08 9.66 + 1.84 0.00£0.00 83.75+5.85 9.25+3.17 0.04 +0.68
CAR-Net  90.65 + 3.91 4.17+ 2.29 0.00£0.00 71.55 £+ 6.68 8.13 £ 2.03 0.00£0.00 86.31 £+ 5.02 8.17 £ 3.13 0.00=+ 0.00
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Conclusion

This paper proposes a novel DL-based image registration network, CAR-Net,
for 3D CMR image registration. The key idea is to incorporate 3D co-attention
into a generic unsupervised registration framework, to learn highly-correlated
structural information between the moving and fixed images automatically. Ex-
periments on UKBB cardiac images demonstrate that CAR-Net achieves higher
registration accuracy, completely smooth deformation fields and is more robust
than state-of-the-art unsupervised methods and a weakly-supervised version of
VM. CAR-Net employs co-attention to learn new representations of input images
automatically, which could be seen as a coarse prediction of essential structural
information and therefore, lends itself to interpreting network decisions.
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