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Abstract—Fashion design is an art that reshapes the designers’ 
imagination into visible content which requires a significant 
amount of time and effort. The assistance provided by the 
available design tools are limited in the sense of visualizing 
and fitting of the generated cloth on the human body. We 
present, ARGAN -  an Augmented Reality (AR) based Fashion 
Design system which is able to generate a new dress when 
a sketch and a theme image are provided as the input into 
a Controllable Generative Adversarial Network. Further, this 
system can visualize the generated virtual 2D apparel in real­
time on a real human body using Augmented Reality. To the 
best of our knowledge, this work is the first attempt at utilizing 
Deep Generative Models (e.g. GANs) in an Augmented Reality 
prototype in fashion designing for generate creative fashion 
content in 2D and exploiting the possibility of Deep Generative 
Models to generate fashion designs align to a theme. Our findings 
show that the use of the ARGAN can support fashion designers’ 
during their designing process.

Index Terms—Augmented Reality, Media Pipe, Deep Genera­
tive Models, Generative Adversarial Networks, Control GANs, 
Fashion Designs

I. In t r o d u c t i o n

Fashion designing comes with a designer’s conceptual idea, 
or, more precisely, with designers’ imagination [1]. The de­
signer’s mind is capable of generating new artistic content 
through his/her own imagination. Several supporting tools like 
Clo3D [2] and Valentina [3] have assisted the designers in 
drawing sketches, pattern creation, and further visualizing the 
dress on computer models. Apart from the designing tools, 
Augmented Reality also supports as a visualization medium 
for fashion where the real and virtual world are registered in 
3D for real-time interaction [4], [5], [6], [7].

With the advancement of AI, Deep Generative Models have 
earned researchers’ attention in generating artistic content. 
Deep Generative Models are studied for image-to-image trans­
lation [8], [9], text-to-image translation [10], [11] , text-to- 
speech translation [12], generating poems from images [13], 
colourizing sketches [14], [15], generating music tracks [16], 
editing photos [17], video generation [18] and 3D generation 
[19]. Additionally, Deep Generative Models are capable of 
providing user controllable features to the generated content 
[10], [15]. The main advantage of using these applications 
to generate creative content over human skills is that desired 
content can be generated in less time and less effort [20].

Since Deep Generative Models have been used in several 
applications based on artistic content, fashion designing can 
also take advantage of them.

The mentioned considerations outline that most of the tools 
available in generating of new artistic content are not related to 
the fashion domain. Furthermore, the use of Deep Generative 
Models for fashion design is focused on generating new 
content and does not provide a mechanism to visualize the 
generated cloth by providing a feature to virtually try on the 
clothes on the human body using Augmented Reality. This 
can significantly reduce the time taken for designers because 
they do not need to make the real dress in order to fit in 
on a model. Further, they can do several modifications to the 
dress in real-time and try on the model and finalize. Thus, it 
can be noted that an exploration of the potential in a system 
that provides a combination of Augmented Reality and Deep 
Generative Models in the fashion industry would bring more 
advantages to the designers.

The following are our main contributions-:
• This work provides a combined solution for synthesizing 

fashion from sketches and themes and visualizing on real 
models by assisting fashion designers in decision making.

• The research utilizes Deep Generative Models (e.g. 
GANs) in an Augmented Reality prototype for fashion 
design to generate creative fashion content in 2D.

• The research explores the possibility of using Deep 
Generative Models to generate fashion designs according 
to a given theme.

To the best of our knowledge, this is the first effort to explore 
Deep Generative Models for Augmented Reality based fashion 
designs.

II . R e l a t e d  W o r k

A. Deep Generative Models for Image Synthesis
Deep Generative Models are a class of deep models that 

generate new data from the same distribution when given 
training data. These models are capable of producing images, 
texts, and sounds. For image generation using latent space, 
GANs have outperformed VAE by generating more photo 
realistic, vivid images. The GAN could generate images that 
are closer to reality than VAE. Generative adversarial networks 
was first presented by Goodfellow et al. [21] in 2014.
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1) Conditional GANs: In 2014, Mirza and Osindero pro­
posed a variant of GAN called Conditional GAN [22] by 
extending the GAN framework. To perform the conditioning 
in the training, the condition is provided as an input to both the 
generator and discriminator. In 2017, Isola et al. [14] proposed 
a pix2pix, a model for image-to-image translations using a 
conditional GAN architecture.

2) Controllable Image Synthesis: In 2019 Lee et al. [23] 
proposed Controllable Generative Adversarial Network to con­
trol generating contents. These controlling features can be 
varied from classes [24], textual descriptions [11], sketches 
[25], colors [26] to multi-domain images [9]. Compared to 
conditional GAN architecture, controlGAN generates content 
with more details and uses an independent network named 
classifier to map the features into corresponding classes.

3) Texture, Color Synthesis and Style Transfer: Style trans­
fer techniques use two images as inputs; the content image and 
the style [27]. The style image is the reference image and the 
content image is what the style should be transferred into. 
The idea of texture synthesis has gotten significant interest 
since the previous works have shown promising results from 
convolutional neural networks, Variational Autoencoders, and 
Generative Adversarial Networks. Xian et al [27] in 2018, 
proposed a TextureGAN architecture to control the textures of 
objects. This study allows a user to put a texture patch into a 
sketch and the model generates an output with the selected 
texture. The researchers first trained a TextureGAN which 
contains a generator and a discriminator to generate synthetic 
images for the ground truth data set. In 2019 Albahar et al 
[28] proposed an approach called Guided Pix2pix which is 
able to transfer the features such as textures and poses.

B. Virtual Try-on using Augmented Reality

Augmented Reality (AR) is defined in the Azuma et al [29] 
survey as, “Augmented reality (AR) is a variation of virtual 
environments (VE), or virtual reality”. In the fashion domain, 
technologies such as virtual mirrors [30], virtual 3D images 
[31], virtual fashion shows [32], virtual try-on methods [33], 
[34], and customized designing systems [5], [35] have been 
used in many studies with the rapid development of AR.

Virtual try-on can be used in the fashion industry to virtually 
fit clothes into a person’s image. This application is considered 
as a graphic model and by using this application on retail 
shopping the customers can get a more realistic try before 
buying the item. Virtual Try-on consists of image-based (2D) 
Virtual Try-on [36], [37], 3D Virtual Try-on [38], [39], Multi- 
Pose Guided Virtual Try-on [40], Video Virtual Try-on [41] 
and Pose- Guided Human Synthesis [42]. In 2017, Han et al 
[33] proposed an image-based virtual try-on without using any 
3D information to transform the dress into another person’s 
respective region on the body.

1) Pose Estimation: Human Body Pose Estimation is a 
computer vision task that is engaged with deep learning tech­
nology. Mainly the human body can model into three types as

a skeleton-based model, Contour based model, and a Volume- 
based model [43]. In 2014, Toshecv et al [44] proposed human 
pose estimation based on a deep neural network, and the 
pose estimations are calculated using DNN-based regression 
for the body joints. In 2019, Lugaresi et al [45] proposed 
a framework called MediaPipe that addresses the building of 
prototypes and demos using machine learning algorithms to 
combine existing perception components. MediaPipe allows 
developers to build a prototype incrementally as a graph 
of reusable calculators. The framework can be built in any 
operating system that supports a GPU and it can be developed 
quickly and run a perception application. In 2020, Bazarevsky 
et al [46] proposed a real-time human pose estimation detector 
on mobile devices using a convolutional neural network called 
“BlazePose”. This research produces 33 body key points for 
a single person, and from that, they contribute to finding out 
a novel body pose tracking solution.

III. M e t h o d o l o g y  a n d  D e s i g n

The high-level architecture of the proposed prototype is 
illustrated in Fig. 1.

GAN Component Virtual try-on Component

Input : Sketch

Fig. 1: High-level Architecture of the proposed work. This 
contains three steps - Extraction, Generation, and Visualiza­
tion.

In order to generate the new cloth design using the proposed 
GAN architecture, we implemented a Generator (G) to create 
a Fashion Image (IF) from a supplied Sketch (S) and Theme 
(texture) Image (IT). The Fashion Image (IF) ought to be 
able to roughly capture the hues and textures of the Theme 
Image (IT). This system was trained using fashion data sets 
that contain 5,000 abstracts (avant-garde [47]) fashion design 
images. Then the resulting Fashion Image (IF) is registered 
onto a human body and visualized using Augmented Reality. 
When the model or the person in front of the camera moves, 
the clothing should follow accordingly to provide an AR 
experience. To do that a publicly available Machine Learning 
pipeline called MediaPipe [48] has been used and it detects 
the human body and its coordinates. These homography co­
ordinates are static because the human model is moving, and 
the system has considered the eight coordinates of the human 
body as left shoulder, right shoulder, left hip, right hip, left 
knee, right knee, left ankle, and right ankle.
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A. GAN Component
As discussed in the literature review, Xian et al. [27] Tex- 

tureGAN architecture is the mostly related GAN architecture 
available for our research aim. Since their aim was also 
to generate synthetic natural images based on sketch and a 
texture.

B. Virtual Try-on Component
The extracted body coordinates for several parts of the body 

is mapped with the cloth image. In order to do that several 
steps needed to be taken.

1) Identify the video frame/surface.
2) Estimate the homography. These steps require to deter­

mine the transformation from the video frame to the 
target cloth image (2D). The body pose coordinates 
extracted from the MediaPipe steps need to considered 
here.

3) Apply the transformation to map the cloth image.
The homography is a 3x3 matrix. It maps the points in a 

plane to the corresponding point in another plane/image. The 
homography matrix (H) can be represented as Equation 1.

hoo ^01 ho2
H  = hio / i n h\2

^ 2 0 ^21 ^22

If the set of corresponding points of one image are (jci, yi) 
and the second image are (¿q, Zq), the Homography (H) maps 
them as below Equation 2

Xl ~CLi oo-£2 ^01 ^02 ~ a i ~

Vl =  H h = ^10 / i l l hl2 bi

1 1 ^20 ^21 h22 1

Mapping of the cloth onto the corresponding pose coordi­
nates of the human in real-time happen as in Fig. 2.

IV . Im p l e m e n t a t i o n

For the implementation of the proof of concept prototype, 
three main components namely, generating synthetic fashion 
design from Deep Generative Models while controlling the 
extracted attributes, virtually try-on the generated 2D output 
registered onto the human body, and User Interface (UI) are 
implemented.

GAN is implemented using python. The models are trained, 
tested, and evaluated using a Python environment that runs en­
tirely on the NVIDIA GPU environment and CUDA cuDNN. 
In the training phase, several parameters need to be fine-tuned 
to get the best training module.

The virtual try-on component maps the generated 2D cloth 
image on the human body on the camera feed. For the whole 
procedure, OpenCV python is used which indicates the use of 
computer vision-based Augmented Reality that helps in object 
detection.

(a) (b) (c)

Fig. 2: The cloth pixel coordinates (a\,b\ to a%,b%) is mapped 
on to the corresponding pose coordinates (x\,yi to xs,b$). (a) 
Human - landmarks are drawn connected to each, (b) Cloth 
image to be mapped on body, (c) After mapping the cloth. The 
arrows shows how given pixel value of the image is mapped 
to the corresponding region of body.

V. E v a l u a t io n

For the evaluation, the implemented GAN model was com­
pared against baseline models using quantitative and qualita­
tive evaluation criteria to find out which GAN model creates 
high-quality images.

In the user study, the subjects were presented with 5 random 
pair-wise comparisons and asked them to select the more 
realistic output with respect to the inputs and target images.

Pilot study and the main study have been conducted to 
measure the acceptance of the prototype by the fashion design­
ers considering the virtual try-on components. The reason for 
doing the pilot study is to get ideas about the usability and user 
performance of the prototype. The main study was conducted 
after doing the relevant improvements to the suggestions and 
comments that were received in the pilot study.

Apart from the main study, a survey has been carried out to 
get feedback from the general public regarding the generated 
images for a given sketch and a theme input and for the virtual 
try-on visualization. For the survey, 5 variants of dresses that 
have been generated through ARGAN have been used. The 
participants have been asked to rate their satisfaction on a 
scale of highly unsatisfied, unsatisfied, average, satisfied, and 
highly satisfied on the design and the try-on separately for the 
5 scenarios as in Fig. 3.

All of the selected participants are from the fashion design 
domain. And most of them are students who follow a fashion 
design degree and others are professional designers.

During the session, 13 questions have been asked to get 
qualitative answers from the participants. After the main 
session, open-ended questions have been asked to get feedback 
on the prototype.

30th November -  1st December 2022 22nd International Conference on Advances in ICT for Emerging Regions (ICTer 2022)

Authorized licensed use limited to: Cardiff University. Downloaded on February 16,2024 at 13:21:53 UTC from IEEE Xplore.  Restrictions apply. 



Asangika Sandamini .Chamodi Jayathilaka.Thisara Pannala,Kasun Karunanayaka.Prabhash Kumarasinghe, Dushani Perera 107

Fig. 3: Five scenarios provided for the participants in the 
survey.

VI. A n a l y s i s  o f  R e s u l t s

As our baseline model, we adopt Guided pix2Pix [28] which 
performs image-to-image translation with texture synthesis 
in GAN model evaluation. For comparison, both of these 
models are trained for our dataset. Thereafter, standard GAN 
performance metrics such as Frechet Inception Distance (FID) 
and Inception Score (IS) have been calculated using 5000 
target images (real images) and 5000 output images (fake 
images). According to results in TABLE I lowest FID values 
gives the high quality of the generated samples and it proves 
that ARGAN method generate quality images.

TABLE I: Comparing FID score of ARGAN and Guided 
pix2Pix in the table FID score of the ARGAN is lower than 
the Guided pix2pix which represent ARGAN produce higher 
quality images.

M ethod FID IS Percentage 
of the 
User Study 
Results

ARGAN (Ours) 139.180555 mean:3.74764 
std-
dev:0.28707448

65.6%

Guided pix2pix 239.122596 mean:4.20802
std-
dev:0.17888397

34.4%

According to the survey of comparing the images in the

implemented GAN model and Guided pix2pix, 65.6% users 
more prefer the images that generated from ARGAN method.

The results of the pilot and main study experiments are 
presented in both Qualitative and Quantitative manner in order 
to prove the hypotheses brought forward.

A. Qualitative Analysis

A  questionnaire based qualitative analysis has been con­
ducted after each experiment. The participants have been 
given open-ended questions to give their feedback on our 
approach. These questions have been given to measure the 
usability, support to the design process and the usefulness 
of the proposed approach. The more positive feedback have 
been received on the usefulness and support from the proposed 
approach to fashion design process.

B. Quantitative Analysis

The questions which have been asked from the participants 
during the experiment have a satisfactory level ranging from 
4-9 in the 1-10 Likert scale. From all the 13 questions, we 
have asked from the participants to mark their satisfactory 
level only for 11 questions. For those eleven questions, higher 
satisfactory levels have been obtained related to comfortability, 
usability, and the support gained from the proposed system to 
the fashion designers as shown in Fig. 4a., Fig. 4b., and Fig. 
4c. These figures show that fashion designers are more likely 
to use this prototype in their design process as they can simply 
append their human creativity into virtual reality.

The close-ended questions were asked to retrieve direct 
answers from the participants regarding virtual try-on. Results 
obtained show that higher number of participants have been 
voted positively. As shown in Fig. 5. from the 25 participants, 
23 of them have voted for virtual try-on using the webcam 
(real-time) instead of using a model video. This shows that 
most of the fashion designers like to try their own design in 
real time using Web cam rather than using a model video in 
the prototype.

Overall, the questions asked from the participants have 
gained an average satisfactory level of 6.04, 7.24, 6.64 for 
support, usability and comfortability respectively. Therefore, 
it implies that people who are working in the domain of 
fashion design has a good impression regarding the proposed 
approach. Therefore it is concluded that using an interface to 
generate fashion design and virtual try-on would enhance the 
designing of cloths according to a particular theme/texture.

Furthermore, the interviews have covered all of the partici­
pants as mentioned above and 95% of the participants agreed 
that the prototype supports to the decision making in the design 
process. Most of them are satisfied with the output generated 
with the inputs provided by them. And 97% of the participants 
agreed that the little technical knowledge is required to tackle 
with the prototype.

In addition to that, from the given five scenarios as in 
Fig. 3, the satisfactory level of the general public were
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(a) Satisfactory level o f the support gained from the proposed prototype 
for fashion designing

(b) Satisfactory level o f  the usability o f the prototype interfaces

(c) Satisfactory level o f the comfortability o f  using the prototype 

Fig. 4: Satisfactory level

No of From the virtual try-on using web cam and human
Responses model video which one do you prefer?

3 0- -

Web Model
cam Video

Response

The results obtained in the evaluation provides an idea 
about how well the proposed prototype supports the research 
objectives. The human factor and usability study conducted as 
the mechanism of evaluating the performance of the prototype 
from a designer’s perspective, by measuring user satisfaction 
with the generated output through a questionnaire and forum. 
The results proves that the prototype is useful for the fashion 
designers in their decision making. One drawback of the 
usability evaluation experiment is the lack of human resources 
who have the knowledge in fashion domain and difficulty to 
engage in the study due to the pandemic. Another limitation 
could be identified as technical constraints related to the 
NVIDIA GPU environment.

In conclusion, the observations and findings from the lit­
erature review and the experimental evaluation shows that 
the proposed approach, can bring enhancement for the design 
process of fashion designers who seek an efficient way to 
do their designs according to conceptual ideas. Furthermore, 
in the Domain of Human-Computer Interaction, the proposed 
prototype gives a combined solution for synthesizing fashion 
from sketches and themes and visualizing on a real human 
model with Augmented Reality.

VIII. F u t u r e  W o r k

The current study proof-of-concept prototype utilizes the 
generating and visualization of women’s dresses only. There­
fore the system can be extended for the clothing of kids and 
men by using relevant data sets of it. Moreover, increasing 
the number of data and using high-quality images for training 
the GAN, may result in more realistic 2D cloth images than 
the current prototype supports. The virtual try-on system can 
be improved for a wide range of movements providing more 
visual output to fashion designers. Not limiting to the textures 
or the colors of the given theme, the research can be extend 
toward more complex scenarios considering various aspects, 
shapes or behaviors of a particular theme in order to generate 
theme-based fashion.

R e f e r e n c e s

Fig. 5: Quantitative - question no. 14

obtained on generated fashion image and relevant virtual try- 
on. From overall responses, around 75% of are satisfied with 
the generated output and the virtual try-on. And from other 
25% responses, only around 15% are unsatisfied with the 
outputs and remaining 10% marked as average level.

VII. C o n c l u s i o n

This research has addressed the question that “How to 
generate new fashion designs in 2D using Deep Generative 
models for an interactive designing prototype based on a given 
input theme image and sketch and visualize the design in real­
time using Augmented Reality?”.
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