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Abstract. In the present work, we study the two-dimensional anisotropic KPZ
equation (AKPZ), which is formally given by

∂th = 1
2
∆h+ λ((∂1h)2)− (∂2h)2) + ξ ,

where ξ denotes a space-time white noise and λ > 0 is the so-called coupling
constant. The AKPZ equation is a critical SPDE, meaning that not only it is
analytically ill-posed but also the breakthrough path-wise techniques for singular
SPDEs [M. Hairer, Invent. Math. 2014] and [M. Gubinelli, P. Imkeller and
N. Perkowski, Forum of Math., Pi, 2015] are not applicable. As shown in [G.
Cannizzaro, D. Erhard, F. Toninelli, arXiv, 2020], the equation regularised at scale
N has a diffusion coefficient that diverges logarithmically as the regularisation
is removed in the limit N → ∞. Here, we study the weak coupling limit
where λ = λN = λ̂/

√
logN : this is the correct scaling that guarantees that the

nonlinearity has a still non-trivial but non-divergent effect. In fact, as N →∞
the sequence of equations converges to the linear stochastic heat equation

∂th = νeff
2

∆h+
√
νeffξ ,

where νeff > 1 is explicit and depends non-trivially on λ̂. This is the first
full renormalization-type result for a critical, singular SPDE which cannot be
linearised via Cole-Hopf or any other transformation.
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1. Introduction

The goal of this work is to develop a novel approach to analyse singular stochastic
partial differential equations (SPDE) at the dimension which is critical in a renormal-
isation group sense. This is precisely the dimension at which the pathwise theories
of Regularity Structures [Hai14] and paracontrolled calculus [GIP15] break down.

We focus on an anisotropic version of the two-dimensional KPZ equation. The
KPZ equation is an SPDE of evolution type which models the time-growth of a
random surface h. Its (formal) expression in d-dimensions reads

(1.1) ∂th = 1
2∆h+ λ〈∇h,Q∇h〉+ ξ ,

where h = h(t, x) for t ≥ 0, x ∈ Td (the d-dimensional unit torus), ξ is a space-time
white noise on R×Td, i.e. a centred Gaussian process whose covariance is formally
given by E(ξ(x, t)ξ(y, s)) = δ(x − y)δ(t − s), Q is a d × d symmetric matrix
encoding how the growth mechanism depends on the slope and λ ≥ 0 is the so-called
coupling constant, tuning the strength of such dependence.

Introduced in the seminal work [KPZ86], (1.1) owes its importance to the fact that
a wide variety of dynamical surface growth phenomena such as growth of combustion
fronts or bacterial colonies, crystal growth on thin films, growth of vicinal surfaces
and many others [BS95], are conjectured to share the same large-scale fluctuations
as those of its solution.

From a mathematical viewpoint, the first problem one faces when dealing
with (1.1) is that it is analytically ill-posed in any dimension d ≥ 1 as the space-time
white noise ξ is way too rough for the nonlinearity to be canonically defined.
Nevertheless, in the last years significant progress has been made in the study
of its large-scale properties and behaviour, at least in the sub- and super-critical
regimes, corresponding to dimensions d = 1 and d ≥ 3 respectively. The case
d = 1 is the only one for which a full (local) solution theory is expected and can be
obtained via either the aforementioned theories of regularity structures [Hai14] and
paracontrolled calculus [GP17] (inspired by rough paths [Hai13]), or via the energy
solutions approach based on martingale arguments [GJ13, GP18a]. Concerning the
large-scale behaviour, it was shown that the solution h is superdiffusive, meaning
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that its fluctuations evolve non-trivially on time scales shorter than those of the
stochastic heat equation (SHE), given by (1.1) with λ = 0. This can be quantified,
e.g. by means of the bulk diffusion coefficient Dbulk, which measures how the
correlations of a process spread in space as a function of time and formally is
such that the correlation length behaves like `(t) ∼

√
t×Dbulk(t)1. For the

1-dimensional KPZ equation, Dbulk(t) grows like t1/3 for t large (see [BQS11]),
as opposed to SHE whose bulk diffusion coefficient is constant. On a quantitative
level, these fluctuations have been fully characterised and the scaling limit of (1.1)
determined [QS20, Vir20].

In the supercritical regime instead, a recent series of works [MU18, GRZ18,
CCM19, LZ20, CNN20] has confirmed, at least under the assumption that Q is the
identity matrix (but the result should hold for any Q), the prediction first implicitly
made in [KPZ86], that for λ small enough the solution h of (1.1) is diffusive and
its scaling limit is the solution of a stochastic heat equation with renormalised
coefficients.

Yet, the critical case d = 2 remains poorly understood. Formally, in 2 dimen-
sions (1.1) is scale invariant under diffusive scaling and therefore it is expected that
finer features of the equation, and in particular the nature of the slope dependence
determined by the matrix Q, might qualitatively influence its properties. Via
non-rigorous one-loop Renormalisation Group computations, Wolf conjectured
in [Wol91] that its large scale behaviour will depend on the sign of detQ - in
the Isotropic case, corresponding to detQ > 0, Dbulk(t) ∼ tβ for some universal
β > 0 (known only numerically), while in the Anisotropic case, corresponding to
detQ ≤ 0, Dbulk(t) ∼ tβ for β = 0.

The present paper focuses on the latter, and more specifically on the case of
Q = QAKPZ = Diag(1,−1). We will refer to (1.1) withQAKPZ as the Anisotropic
KPZ (AKPZ) equation, which reads
(1.2) ∂th = 1

2∆h+ λ
(
(∂1h)2 − (∂2h)2

)
+ ξ .

Let us stress that (1.2) is critical as d = 2 is the dimension at which Hairer’s theory
of Regularity Structures [Hai14] and the other pathwise approaches break down
for (1.1) and a local solution theory is not even expected to hold. One is therefore
naturally led to first regularise the equation and consequently (try to) determine the
large-scale properties of its solution as the regularisation is removed. Contrary to
the folklore belief [BCT16], in [CET20] we showed that (1.2) is not diffusive but
logarithmically superdiffusive. Translating the result therein to the torus T2, we
proved that there exists δ ∈ (0, 1/2], bounded away from zero as λ→ 0, such that
the bulk diffusion coefficient DN

bulk of the solution hN of (1.2) regularised at level
N ∈ N (see (1.8) for the precise form of the regularisation) satisfies

(1.3) (logN)δ . DN
bulk(t) . (logN)1−δ , for N large and t fixed

and we conjectured the exact value of δ to be 1/2. See [CET20, Appendix B]
for a heuristic and [CHST21] for another system in the same universality class for

1see (1.11) below, for the definition we will be using and [CET20, Appendix A] for a heuristic
connecting the latter and `(t)
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which such conjecture was recently established up to lower order corrections. We
emphasise that the limit N →∞ corresponds to removing the regularisation.

As the linear part of (1.2) is clearly diffusive, the origin of the observed loga-
rithmically superdiffusive behaviour must lie in the slope dependence. In order to
find a regime in which the nonlinearity has a non-trivial but not divergent effect,
it is therefore natural to tune the coupling constant λ = λN , which modulates the
strength of the nonlinearity, together with the regularisation parameter N . In other
words, the present paper is devoted to the study the AKPZ equation (1.2) under the
weak coupling scaling, i.e.
(1.4) ∂th

N = 1
2∆hN + λNN

N [hN ] + ξ ,

whereNN is a regularisation of the nonlinearity in (1.2) at levelN and the coupling
constant λN has been chosen, in light of (1.3) (together with the conjecture δ = 1/2),
as

(1.5) λN
def
=

λ̂√
logN

for λ̂ > 0. Our specific goal is twofold.
• In Theorem 1.3, we will prove that, as N → ∞, the solution hN of (1.4) is
asymptotically diffusive for any value of λ̂. To do so, we will determine the large
N limit of the bulk diffusion coefficient and show that it converges to an explicit
constant νeff = νeff(λ̂) (see (1.13)). Let us point out that, for every λ̂ > 0, the
resulting νeff is strictly bigger than 1, which in turn is the bulk diffusion coefficient
of the SHE obtained by (1.1) simply setting λ = 0, and therefore the choice
of (1.5) is meaningful in that it does not wash away the nonlinearity NN but only
“cures” its divergence.
• In Theorem 1.4, we will derive the full scaling limit of (1.4) and show that, as
N →∞, hN converges in law to the solution of the stochastic heat equation with
renormalised coefficients given by

(1.6) ∂th = νeff
2 ∆h+

√
νeffξ

where νeff is the λ̂-dependent constant determined above. This is saying that even
though the nonlinearity is tuned down by a logarithmic factor, not only it does
not vanish but actually it produces a new noise (and a new Laplacian) in the limit
where the regularisation is removed.
The scaling regime in (1.5) and the phenomenon observed above have already

appeared for the Isotropic case in [CD20, CSZ20, Gu20]. In all of these works,
the matrix Q is chosen to be the identity matrix so that the nonlinearity in (1.1)
becomes |∇h|2. We will refer to such equation as the Isotropic KPZ (IKPZ) equation.
The work [CSZ20] shows, under a different regularisation, that the weak coupling
limit of IKPZ is given again by a SHE with renormalised coefficients but that this
holds true only for λ̂ smaller than a critical threshold λ̂c and the coefficients of
the limiting SHE explode as λ̂ → λ̂c. The absence of such phase transition in
the AKPZ case is already implied by [CES21] (and it is further strengthened by
the results in the present paper), thus providing a clear indication of the different
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nature of the Isotropic and Anisotropic settings and therefore supporting Wolf’s
prediction [Wol91].

Let us emphasise that there is a major difference between our work and [CD20,
CSZ20, Gu20] together with all those available in the supercritical regime. As
mentioned above, the equation considered therein is IKPZ, i.e. (1.1) withQ given by
the identitymatrix. Such an equation can be linearised via a nonlinear transformation,
the so-called Cole-Hopf transform, which turns IKPZ into the linear stochastic
heat equation with multiplicative noise. Once in possession of a linear SPDE, it
is then possible to obtain an explicit representation of its solution thanks to the
Feynman-Kac formula and therefore reduce the analysis of IKPZ to a problem
of directed polymers in random environment. For the AKPZ equation there
exists neither a transformation that linearises the equation nor (up to the authors’
knowledge) an explicit representation of its solution, so that we need to resort to a
completely alternative set of tools. What we can and will exploit is that, as shown
in [CES21], (1.7) admits an invariant measure which is a Gaussian Free Field χ.
Our approach, partly inspired by [GP20] (which though focuses on the subcritical
KPZ equation), is based on a thorough analysis of the action of the generator LN of
the solution of (1.4) on the (infinite dimensional) space L2(χ) of square integrable
functions with respect to χ. The idea is that the distribution of the solution of (1.6)
is fully determined by a number of observables which is a (very small!) subset S of
L2(χ). Loosely speaking, our goal is therefore to identify a (N -dependent) subset
SN of L2(χ) big enough to be able to characterise the fluctuations of hN and such
that for each b ∈ S there exists bN ∈ SN for which both b is well-approximated by
bN and the action of the generator of (1.6) on b is well-approximated by LNbN . As
we will see, while S admits an easy description, the choice of SN is rather subtle
and SN ∩ S = ∅! In other words, the structure of the bN ’s needs to be sufficiently
rich to be able to capture the roughness of the nonlinearity which is encoded in
LN (see Section 4.2 for a more detailed and precise explanation of the idea and its
subtleties).

Before delving into the proofs, in the next section we will rigorously introduce
the quantities under study and state the main results.

1.1. The equation and the main result. For N ∈ N, let us begin by recalling the
AKPZ equation regularised at level N that is the object of the present work,

(1.7) ∂th
N =

1

2
∆hN + λNN

N [hN ] + ξ , hN (0, ·) = χ .

Above hN = hN (t, x), for t ≥ 0, x ∈ T2, the two-dimensional torus of size 2π, χ is
the initial condition, λN is as in (1.5) and the nonlinearity NN is defined according
to

(1.8) NN [hN ]
def
= ΠN

(
(ΠN∂1h

N )2 − (ΠN∂2h
N )2
)

where ΠN is the cut-off operator acting in Fourier space by removing the modes
larger than N , i.e., for any function w : T2 7→ R,

(1.9) Π̂Nw(k)
def
= ŵ(k)1|k|≤N
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and ŵ(k) is the k-th Fourier mode of w.
Let us introduce the notion of solution for (1.7) wewill be workingwith throughout

the rest the paper.

Definition 1.1. We say that hN is an almost-stationary solution to (1.7) with
coupling constant λN if hN solves (1.7) with initial condition h(0, ·) def

= χ and χ is
such that η def

= (−∆)1/2χ is distributed according to a spatial white noise on T2

(see (1.18) below for the definition of (−∆)1/2), i.e. it is a mean zero Gaussian
distribution on T2 such that

(1.10) E[η(ϕ)η(ψ)] = 〈ϕ,ψ〉L2(T2) , for all ϕ, ψ ∈ L2
0(T2)

where L2
0(T2) is the space of zero-average square integrable functions on T2.

Remark 1.2. The reason why we call such solution “almost-stationary” (following
the nomenclature of [GJ14]) is that, as we will see (cf. Lemma 2.2), the law
of hN with such initial condition is indeed stationary, except for the zero-mode
1

2π

∫
T2 h

N (t, x)dx, whose law is time-dependent. Note also that the condition that
(−∆)1/2χ is a space white-noise does not impose any restriction on the zero-mode
χ̂(0)

def
= 1

2π

∫
T2 χ(x)dx of the initial condition, that can be either deterministic or

random. The fact that the almost-stationary solution exists and is unique (for fixed
N ) follows from soft arguments, see [CES21].

At first, we will show that the almost-stationary solution hN of (1.7) is asymp-
totically diffusive for large N . To precisely formulate the corresponding statement,
we need to introduce the bulk diffusion coefficient of hN . Similar to [CET20, eq.
(1.6)], let Dbulk be defined as

(1.11) DN
bulk(t)

def
= 1+2

λ2
N

t

∫ t

0

∫ s

0

∫
T2

E
[
NN [hN ](r, x)NN [hN ](0, 0)

]
dxdrds

where NN is given by (1.8) and E is the expectation with respect to the law P of
the process hN . For future reference, we will instead denote by E the expectation
taken with respect to the law P of its stationary measure.

The expression (1.11) for the bulk diffusion coefficient is the analog of that adopted
in [BQS11] for the 1-dimensional KPZ equation and in [Spo12] for interacting
particle systems (see [CET20, Appendix A] for a discussion).

As mentioned above, recall that for the usual stochastic heat equation, correspond-
ing to λ = 0 in (1.1), the bulk diffusion coefficient is identically equal to 1. In the
next theorem, we prove instead that DN

bulk in (1.11) converges to a time-independent
constant, which is however strictly bigger than 1 for all λ̂ > 0.

Theorem 1.3. For N ∈ N and λ̂ > 0, let hN be the unique almost-stationary
solution (see Definition 1.1) to (1.7) with coupling constant λN given by (1.5). For
any λ̂ > 0 the bulk diffusion coefficient DN

bulk of hN , defined as in (1.12), is such
that for all t ≥ 0

(1.12) lim
N→∞

DN
bulk(t) = νeff
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where νeff is the effective diffusion coefficient

(1.13) νeff
def
=

√
2c(λ̂) + 1 and c = c(λ̂)

def
=
λ̂2

π

for any λ̂ > 0.

The proof of the previous theorem, provided in Section 3 and Appendix A, is
based on a significant refinement of the iterative scheme introduced in [Yau04] and
further developed in [CET20]. Up to the authors’ knowledge, this iterative procedure
has so far only been used to derive upper and lower bounds on the diffusivity or on
any quantity that can be similarly analysed. In turn, this is the first time in which it
is exploited to derive a full convergence statement.

Heuristically, such a scheme identifies a sequence of operators which are expressed
as nonlinear functions of the generator L0 of the stochastic heat equation and are
sufficiently close to the generator LN of hN (for N large). As we will see, an
interesting point is that the operators in the sequence do not converge per se to
νeffL0, generator of (1.6), but they do so only when applied to suitable observables
(see Proposition 3.3).

The previous theorem strongly suggests that in the large N limit, the solution
hN converges to a stochastic heat equation and explicitly identifies its expected
renormalised limiting coefficients. The next is the main result of the present paper
and establishes the scaling limit of (1.7) under the weak coupling regime.

Theorem 1.4. Let T > 0. Then, the almost-stationary solution hN of (1.7) under
the weak coupling scaling converges in distribution in C([0, T ], D′(T2)) to h which
solves

(1.14) ∂th = νeff
2 ∆h+

√
νeffξ , h0 = χ .

Remark 1.5 (Extensions). With little extra effort and the same techniques developed
below, the previous results can be translated to the full R2.

Further, exploiting the estimates in [GP18b, GP20], it would be possible to
weaken the (almost) stationarity assumption and request instead the initial condition
to be absolutely continuous with respect to χ in Definition 1.1.

Let us conclude this introduction by pointing out that the present paper (and
especially the previous Theorem) represents the first instance of a critical equation,
out of the scope of the theory of Regularity Structures [Hai14] and with no Cole-
Hopf transformation, for which a sharp renormalisation-type result is obtained.
Further, the techniques we develop, based on the analysis of the generator and
martingale arguments, are bound to be directly applicable to other SPDEs at
criticality, e.g. the viscous stochastic Navier-Stokes equation in [CK20] (see [GT20]
for the hyperviscous version), or to statistical mechanics models, e.g. ASEP in two
dimensions with weak asymmetry (similarly to the AKPZ equation, 2-dimensional
ASEP is logarithmically super-diffusive if the asymmetry is of order 1 [Yau04]),
weak coupling version of diffusions in the curl of GFF considered in [CHST21], and
many others.
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Beyond those mentioned above, another classical example of singular SPDE is
the dynamical Φ4

d-equation. While the subcritical case Φ4
4−ε, ε ∈ (0, 4], is by now

very well-understood (see in particular the recent developments [CMW19]), the
critical case corresponding to ε = 0 is currently our of reach. In a remarkable recent
work [ADC21], it has been shown that at large scales the (formal) invariant measure
of the SPDE is Gaussian (as it is for the AKPZ equation). We believe our approach
can be a first step in the understanding of the dynamical model.

Organization of the article The rest of this work is organised as follows. Below
we introduce the notations and conventions which will be used throughout. In
Section 2, we recall some results from previous works, introduce the Burger’s
version of our equation, and prove some preliminary estimates. Section 3 is devoted
to the proof of Theorem 1.3, and, along the way, we derive a replacement lemma,
which basically allows one to replace the generator of (1.7) by the appropriately
modulated (in Fourier space) generator of the stochastic heat equation. In Sections 4
and 5, we prove Theorem 1.4. First, we introduce the martingale problem and
provide an outline of the proof. Then, we carry out a thorough analysis of the
generator LN of hN and identify the class of observables needed to establish the
statement, whose proof is completed at the beginning Section 5. In the rest of the
section, we show that the martingales associated to the observables determined
in the Section 4 have quadratic variation which is asymptotically deterministic.
At last, in the appendix we obtain some technical results needed for the proof of
the replacement lemma (Appendix A), control of the quadratic variation (Appen-
dix B) and provide an example of the estimates to perform in Section 5 (Appendix C).

Notations and Function Spaces We let T2 be the two-dimensional torus of side
length 2π. We denote by {ek}k∈Z2 the Fourier basis defined via ek(x)

def
= 1

2πe
ik·x

which, for all j, k ∈ Z2, satisfies 〈ek, e−j〉L2(T2) = 1k=j .
The Fourier transform of a given function ϕ ∈ L2(T2) will be represented as

F(ϕ) or by ϕ̂ and, for k ∈ Z2 is given by the formula

(1.15) F(ϕ)(k) = ϕ̂(k)
def
=

∫
T2

ϕ(x)e−k(x)dx ,

so that in particular

(1.16) ϕ(x) =
∑
k∈Z2

ϕ̂(k)ek(x) , for all x ∈ T2.

Let D(T2) be the space of smooth functions on T2 and D′(T2) the space of real-
valued distributions given by the dual of D(T2). For any η ∈ D′(T2) and k ∈ Z2,
we will denote its Fourier transform by

(1.17) η̂(k)
def
= η(e−k) .

Note that η̂(k) = η̂(−k). Moreover, we recall that the Laplacian ∆ on T2 has
eigenfunctions {ek}k∈Z2 with eigenvalues {−|k|2 : k ∈ Z2}, so that, for θ > 0, we
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can define the operator (−∆)θ by its action on the basis elements

(1.18) (−∆)θek
def
= |k|2θek , k ∈ Z2 .

In particular, (−∆)θ is an invertible linear bijection on distributions with null 0-th
Fourier mode. This allows us to make the following observation: given Ψ ∈ D(T2),
set

(1.19) ψ0
def
= Ψ̂(0) , Ψ̃(x)

def
= Ψ(x)−ψ0e0(x) , ψ(x)

def
= (−∆)−1/2Ψ̃(x)

for all x ∈ T2. Since ψ ∈ D(T2), in particular ψ ∈ H1
0 (T2), the space of mean

zero functions such that

‖ψ‖2H1(T2)
def
=
∑
k∈Z2

|k|2|ψ̂(k)|2 <∞ ,

and the following equality holds

(1.20) ‖Ψ‖2L2(T2) = |ψ0|2 + ‖ψ‖2H1(T2) .

Now, if h ∈ D′(T2) and u def
= (−∆)1/2h ∈ D′(T2), then

(1.21) h(Ψ) = u(ψ) + ψ0ĥ(0)

which ensures that h is fully characterised by u and its spatial average given by ĥ(0).

Throughout the paper, we will write a . b if there exists a constant C > 0 such
that a ≤ Cb and a ∼ b if a . b and b . a. We will adopt the previous notations
only in case in which the hidden constants do not depend on any quantity which is
relevant for the result. When we write .T for some quantity T , it means that the
constant C implicit in the bound depends on T .

2. Preliminaries

As in [CES21], it turns out to be convenient to work with the stationary Stochastic
Burgers equation, which can be derived from the almost-stationary AKPZ (1.7)
started from χ (see Definition 1.1) by setting uN def

= (−∆)
1
2hN so that uN solves

(2.1) ∂tu
N = 1

2∆uN + λNMN [uN ] + (−∆)
1
2 ξ, uN (0) = η

def
= (−∆)

1
2χ

where uN = uN (t, x), t ≥ 0, x ∈ T2, λN is as in (1.5) and the nonlinearity MN is

(2.2) MN [uN ]
def
= (−∆)

1
2 ΠN

(
(ΠN∂1(−∆)−

1
2uN )2 − (ΠN∂2(−∆)−

1
2uN )2

)
.

Before proceeding further, in the next section we recall basic properties of the zero-
average spatial white noise η on T2 which will be crucial in our subsequent analysis
(for more on it, we refer to [Nua06, Chapter 1], or [GP15, GP20] and [CES21,
Section 2]).
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2.1. Elements of Wiener space analysis. Let (Ω,F,P) be a complete probability
space and η be a mean-zero spatial white noise on the two-dimensional torus T2, i.e.
η, defined in Ω, is a centred isonormal Gaussian process (see [Nua06, Definition
1.1.1]) on H def

= L2
0(T2), the space of square-integrable functions with 0 total mass,

whose covariance function is given by

(2.3) E[η(ϕ)η(ψ)] = 〈ϕ,ψ〉L2(T2)

where ϕ,ψ ∈ H and 〈·, ·〉L2(T2) is the usual scalar product in L2(T2). For n ∈ N,
let Hn be the n-th homogeneous Wiener chaos, i.e. the closed linear subspace of
L2(η)

def
= L2(Ω) generated by the random variables Hn(η(h)), where Hn is the

n-th Hermite polynomial, and h ∈ H has norm 1. By [Nua06, Theorem 1.1.1],
Hn and Hm are orthogonal whenever m 6= n and L2(η) =

⊕
n Hn. Moreover,

there exists a canonical contraction I :
⊕

n≥0 L
2(T2n)→ L2(η), which restricts to

an isomorphism I : ΓL2 → L2(η) on the Fock space ΓL2 :=
⊕

n≥0 ΓL2
n, where

ΓL2
n denotes the space L2

sym(T2n) of functions in L2
0(T2n) which are symmetric

with respect to permutation of variables. The restriction In of I to ΓL2
n, called n-th

(iterated) Wiener-Itô integral with respect to η, is itself an isomorphism from ΓL2
n

to Hn so that by [Nua06, Theorem 1.1.2], for every F ∈ L2(η) there exists a family
of kernels (fn)n∈N ∈ ΓL2 such that F =

∑
n≥0 In(fn) and

(2.4) E[F 2]
def
= ‖F‖2 =

∑
n≥0

n!‖fn‖2L2(T2n)

and we take the right hand side as the definition of the scalar product on ΓL2, i.e.

(2.5) 〈f, g〉 =
∑
n≥0

〈fn, gn〉
def
=
∑
n≥0

n!〈fn, gn〉L2(T2n).

Remark 2.1. In view of the isometry (2.4), we will abuse notations throughout the
rest of the paper and implicitly identify a random variable in Hn with its kernel fn
in ΓL2

n.

We conclude this paragraph by mentioning that we will mainly work with the
Fourier representation {η̂(k)}k of η, which is a family of complex valued, centred
Gaussian random variables such that

(2.6) η̂(0) = 0 , η̂(k) = η̂(−k) and E[η̂(k)η̂(j)] = 1k+j=0 .

Given a random variable f = f(η) in Hn whose kernel fn has a Fourier transform
f̂n, we write

f(η) =
∑

p1,...,pn∈Z2

f̂n(p1, . . . , pn) : η̂(p1) . . . η̂(pn) :

where : · · · : denotes the Wick product. A few basic properties of Wick polynomials
(in the specific case where η is a white noise) are collected at the beginning of
Section 5.3.1 (see [Jan97] for additional details).
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2.2. Stochastic Burgers equation and its Generator. In the present section, we
summarise the main results, properties and notations concerning the solutions hN
and uN of (1.7) and (2.1) respectively, proven in [CES21].

As can be directly checked, in Fourier variables, (2.1) corresponds to an infinite
system of (complex-valued) SDEs whose k-th component, k ∈ Z2 \ {0}, reads

(2.7)
dûN (k) =

(
− 1

2 |k|
2ûN (k) + λNMN

k [uN ]
)

dt+ |k|dBt(k) ,

ûN0 (k) = η̂(k)

where η is as in (2.6), the B(k)’s are complex valued Brownian motions de-
fined via Bt(k)

def
=
∫ t

0 ξ̂(s, k) ds, ξ̂(·, k) = ξ(·, e−k), so that B(k) = B(−k) and
d〈B(k), B(`)〉t = 1{k+`=0} dt, and MN

k is the k-th Fourier component of the
nonlinearity in (2.2). More explicitly, the latter is given by

(2.8) MN
k [uN ]

def
= MN [uN ](e−k) = |k|

∑
`+m=k

KN
`,mû

N (`)ûN (m) ,

the sum running over `,m ∈ Z2 \ {0}, and, for x, y, z, w ∈ R2 \ {0}

KN
x,y

def
=

1

2π

c(x, y)

|x||y|
JNx/N,y/N , c(x, y)

def
= x2y2 − x1y1(2.9)

JNz,w
def
= 11/N≤|z|≤1,1/N≤|w|≤1,|z+w|≤1 .(2.10)

Since eventually we are interested in hN rather than uN , we note that by (1.21)
we can recover all the non-zero Fourier components of hN while the zero-mode
ĥN (0) satisfies

(2.11) dĥN (0) = λNN
N
0 [uN ]dt+ dBt(0) , ĥN0 (0) = χ̂(0)

where χ is as in Definition 1.1 and

(2.12) NN
0 [uN ] =

∑
`+m=0

KN
`,mû

N (`)ûN (m) ,

so that also ĥN (0) is a function of uN (and of an independent Brownian motion
B·(0)).

By [CES21, Proposition 3.4], for any N ∈ N, there exists a unique global in
time solution t 7→ ûN (t) = {ûN (t, k)}k∈Z2\{0} to (2.7) (and consequently the
same holds for (1.7)), and such a solution is a strong Markov process, whose
law is translation invariant and whose generator will be denoted by LN . Let
F be a cylinder function on D′(T2), i.e. F is such that such that there exists a
polynomial f = f((xk)k∈Z2\{0}) (depending only on finitely many variables), for
which F (η) = f((η̂(k))k∈Z2\{0}). Then, writing LN def

= L0 + AN , the action of
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L0 and AN on F is

(L0F )(v)
def
=
∑
k∈Z2

1

2
|k|2(−v̂(−k)Dk +D−kDk)F (v)(2.13)

(ANF )(v) = λN
∑

m,`∈Z2\{0}

|m+ `|KN
m,`v̂(m)v̂(`)D−m−`F (v) .(2.14)

Here, for k ∈ Z2, DkF is defined as2

(2.15) DkF
def
= (∂xkf)((η̂(k))k∈Z2\{0}) .

Lemma 2.2. [CES21, Lemma 3.1] For every N ∈ N, the spatial white noise η on
T2 defined in (2.3) is an invariant measure for the solution ûN of (2.7) and, with
respect to η, L0 and AN are respectively the symmetric and anti-symmetric part of
LN .

Our goal is to determine the limit of hN asN →∞. A first result in this direction
was obtained in [CES21], and it ensures that the sequence {hN}N is tight.

Theorem 2.3. [CES21, Theorem 1.1] For every λ̂ > 0, the sequence {hN}N is
tight in C([0, T ], D′(T2)).

Remark 2.4. Theorem [CES21, Theorem 1.1] actually shows more, namely that
for the choice of λN in (1.5), {hN}N is tight in C([0, T ], Cα(T2)) for any α < 0,
where Cα is the Besov-Hölder space of distribution defined in [CES21, eq. (1.11)].
This is the optimal regularity one can expect for the solution to (1.7). We will not
need this fact here.

2.3. The action ofBurgers’ generator onL2(η). In this section, wewant to deepen
our knowledge of the generator LN and understand how it acts on random variables
in L2(η). To lighten the exposition, we will use the following convention throughout
the rest of the paper. In line with Remark 2.1, we will identify linear operators
acting on L2(η) with the corresponding linear operators acting on

⊕
n L

2
sym(T2n),

and we will denote them using the same symbol.

Lemma 2.5. [CES21, Lemma 3.5] ForN ∈ N, letL0 andAN be defined according
to (2.13) and (2.14) respectively. For all n ∈ N the operator L0 is such that
L0(Hn) ⊂Hn and on ΓL2 it satisfies L0 = 1

2∆, i.e. for ϕn ∈Hn we have

(2.16) F(L0ϕn)(k1:n) = −1
2 |k1:n|2ϕ̂n(k1:n).

The operator AN instead can be written as the sum of two operators AN+ and AN−
which, for every n ∈ N, map Hn respectively into Hn+1 and Hn−1 and are such
that −AN+ is the adjoint of AN− . Further, for ϕn ∈Hn, AN+ and AN− are given by

F(AN+ϕn)(k1:n+1) = nλN |k1 + k2|KN
k1,k2

ϕ̂n(k1 + k2, k3:n+1)(2.17)

F(AN−ϕn)(k1:n−1) = 2n(n− 1)λN
∑

`+m=k1

|m|KN
k1,−`ϕ̂n(`,m, k2:n−1),(2.18)

2For more on the actual definition of cylinder function and Malliavin derivative, see [CES21,
Section 2 and Lemma 2.1]
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where all the variables belong to Z2 \ {0} and we adopted the short-hand notations
k1:n

def
= (k1, k2, . . . , kn) and |k1:n|2

def
= |k1|2 + · · · + |kn|2. Strictly speaking the

functions on the right hand side of (2.17) and (2.18) need to be symmetrised with
respect to all permutations of their arguments.

Before proceeding, we recall one of the main tools in the proof of Theorem 2.3
which is going to be useful also in our analysis, namely the so-called Itô trick. First
devised in [GJ13] and since then exploited in a number of references, we provide its
statement below in the form that will be used later on.

Lemma 2.6. For N ∈ N, let uN be the stationary solution to (2.1). Then, for any
p ≥ 2, T > 0 and F ∈ L2(η) with finite chaos expansion, the following estimate
holds

(2.19) E
[

sup
t∈[0,T ]

∣∣∣∣∫ t

0
F (uNs )ds

∣∣∣∣p]1/p
.p T

1/2‖(−L0)−1/2F‖ .

Proof. In view of Lemma 2.5, (−L0) is strictly positive and invertible on ΓL2,
hence, forF as in the statement,G def

= (−L0)−1F is well-defined. Applying [CES21,
Lemma 4.1, eq. (4.7)] to G with νN ≡ 1, we get

(2.20)
E
[

sup
t∈[0,T ]

∣∣∣∣∫ t

0
F (uNs )ds

∣∣∣∣p] 1
p

= E
[

sup
t∈[0,T ]

∣∣∣∣∫ t

0
L0G(uNs )ds

∣∣∣∣p] 1
p

. T 1/2E
[
|EN (G)|

p
2

] 1
p
.p T

1/2E
[
EN (G)

] 1
2

where the energy functional EN is defined as

(2.21) EN (G) =
∑
k∈Z2

|k|2|DkG|2

with Dk as in (2.15), and in the last inequality we used Gaussian hypercontractiv-
ity [Nua06, Theorem 1.4.1] which holds as F , and therefore G, has a finite chaos
expansion. Now, in order to simplify the right hand side of (2.20), we apply the
integration by parts formula [CES21, eq. (2.11)], so that we obtain

(2.22)

E
[
EN (G)

]
=
∑
k∈Z2

|k|2E
[(
−D−kDkG(η) + η̂(−k)DkG(η)

)
G(η)

]
= 2E

[( ∑
k∈Z2

1

2
|k|2(

(
−D−kDkG(η) + η̂(−k)DkG(η)

))
G(η)

]
= 2E

[
G(η)(−L0)G(η)

]
= 2‖(−L0)1/2G‖2

where we used also the definition of L0 in (2.13). Since we chose G =
(−L0)−1F , (2.19) follows at once. �

According to Lemma 2.5, L0 is a diagonal operator - for every n, it maps Hn

into itself and it acts in Fourier space as multiplication by a Fourier multiplier. In
the following statement, Swill denote a generic diagonal operator with multiplier σ,
σ corresponding to the collection (σn)n, σn being the multiplier on Hn.
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Lemma 2.7. [CET20, Section 3.1.1] Let S be a diagonal operator with Fourier
multiplier σ. Then, for every ϕ1, ϕ2 ∈Hn, the following decomposition holds

〈SAN+ϕ1,A
N
+ϕ2〉 = 〈SAN+ϕ1,A

N
+ϕ2〉Diag +

2∑
i=1

〈SAN+ϕ1,A
N
+ϕ2〉offi

where the first summand will be referred to as the “diagonal part” and is given by

(2.23)
〈SAN+ϕ1,A

N
+ϕ2〉Diag

def
= n!n 2λ2

N×

×
∑
k1:n

|k1|2ϕ̂1(k1:n)ϕ̂2(k1:n)
∑

`+m=k1

σn+1(`,m, k2:n)(KN
`,m)2

while the other two terms will be referred to as the “off-diagonal part of type 1 and
2” and are respectively given by

〈SAN+ϕ1,A
N
+ϕ2〉off1

def
= n! coff1(n)λ2

N×

×
∑
k1:n+1

σn+1(k1:n+1)|k1 + k2|KN
k1,k2
|k1 + k3|KN

k1,k3
×(2.24)

× ϕ̂1(k1 + k2, k3, k4:n+1)ϕ̂2(k1 + k3, k2, k4:n+1) ,

〈SAN+ϕ1,A
N
+ϕ2〉off2

def
= n! coff2(n)λ2

N×

×
∑
k1:n+1

σn+1(k1:n+1)|k1 + k2|KN
k1,k2
|k3 + k4|KN

k3,k4
×(2.25)

× ϕ̂1(k1 + k2, k3, k4, k5:n+1)ϕ̂2(k3 + k4, k1, k2, k5:n+1)

where, for i = 1, 2, coffi(n) is an explicit positive constant only depending on n
and such that coffi(n) = O(ni).

Proof. See [CET20, eq.’s (3.28) and (3.34)] for (2.23), [CET20, eq.’s (3.29)-(3.30)]
for (2.24)-(2.25) and [CET20, eq. (3.31)] for themagnitude of coffi(n), i = 1, 2. �

Before stating the next lemma, let us introduce the so-called number operator.

Definition 2.8. We define the number operator N: ΓL2 → ΓL2 as the linear
diagonal operator acting on ϕ ∈ ΓL2 as (Nϕ)n

def
= nϕn.

In force of the results and notations above, we are ready to derive the first bounds
on the operators AN+ and AN− when the operator S in Lemma 2.7 is L0.

Lemma 2.9. LetNbe the number operator of Definition 2.8. Then, for every µ ≥ 0
and ϕ ∈ ΓL2 one has

‖(µ−L0)−1/2AN+ϕ‖ . ‖N(−L0)1/2ϕ‖ ,(2.26)

‖(µ−L0)−1/2AN−ϕ‖ . ‖N(−L0)1/2ϕ‖ ,(2.27)

while

(2.28) ‖(µ−L0)−1AN+ϕ‖ .
1√

logN
‖Nϕ‖ .
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Proof. Let ϕ = (ϕn)n ∈ ΓL2. The square of the left hand side of (2.26) is

‖(µ−L0)−1/2AN+ϕ‖2 = 〈(µ−L0)−1AN+ϕ,A
N
+ϕ〉 =

∑
n

〈(µ−L0)−1AN+ϕn,A
N
+ϕn〉 .

Thanks to Lemma 2.7, for each n, we can decompose the scalar product at the right
hand side into diagonal and off-diagonal terms, defined according to (2.23)–(2.25).
For our purposes, we will just upper bound the off-diagonal terms by the diagonal
ones, using the Cauchy-Schwarz inequality and the bounds coffi(n) . n2, i = 1, 2.
Therefore we get

〈(µ−L0)−1AN+ϕn,A
N
+ϕn〉 . n2〈(µ−L0)−1AN+ϕn,A

N
+ϕn〉Diag

= n!n3 2λ̂2

logN

∑
k1:n

|k1|2|ϕ̂n(k1:n)|2
∑

`+m=k1

(KN
`,m)2

µ+ 1
2(|`|2 + |m|2 + |k2:n|2)

.

Now, the inner sum can be controlled via

(2.29)
∑

`+m=k1

(KN
`,m)2

µ+ 1
2(|`|2 + |m|2 + |k2:n|2)

.
∑

0<|`|≤N

1

|`|2
. logN

since, by (2.9) |KN
`,m| . 11≤|`|≤N,1≤|m|≤N,|`+m|≤N . Therefore, we obtain

‖(µ−L0)−1/2AN+ϕ‖2 .
∑
n

n!n3
∑
k1:n

1
2 |k1|2|ϕ̂n(k1:n)|2

=
∑
n

n!n2
∑
k1:n

1
2 |k1:n|2|ϕ̂n(k1:n)|2 = ‖N(−L0)1/2ϕ‖2

where in the passage from the first to the second line we used that ϕ̂ is symmetric in
its arguments.

The bound (2.28) follows similarly by noting that if the denominator in (2.29) is
squared, then the corresponding sum in (2.29) is bounded uniformly in N .

As for (2.27), arguing as above we can focus on the case ϕ ∈ ΓL2
n for n ∈ N. If

ϕ ∈ ΓL2
2 then [CET20, Lemma 3.10] gives the desired estimate: just choose G ≡ 1

in that statement, so that g(·) . logN , and replace λ2 by λ2
N in (1.5). If instead

ϕ ∈ ΓL2
n, n > 2 note first that, by symmetrizing (2.18) one has

(2.30)

F(AN−ϕn)(k1:n−1) = 2n
λ̂√

logN

n−1∑
j=1

∑
`+m=kj

|m|KN
kj ,−`ϕ̂n(`,m, k{1:n−1}\{j})

so that, using the Cauchy-Schwarz inequality, the square of the left hand side of
(2.27) is upper bounded by
(2.31)

n! 4n3 λ̂2

logN

∑
k1:n−1

1

µ+ 1
2 |k1:n−1|2

( ∑
`+m=k1

|m|KN
k1,−`ϕ̂n(`,m, k2:n−1)

)2

(the factorial comes from the conventions in (2.5)). As in the proof of [CET20,
Lemma 3.10], the sum within the parenthesis is upper bounded by an absolute
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constant times
|k1|

∑
`+m=k1

0<|`|,|m|≤N

|ϕ̂n(`,m, k2:n−1)| .

Plugging this into (2.31) one obtains an upper bound proportional to

n!n3 λ̂2

logN

∑
k1:n−1

( ∑
`+m=k1

0<|`|,|m|≤N

√
|m|2 + |`|2|ϕ̂n(`,m, k2:n−1)|√

|m|2 + |`|2
)2

≤ n!n3λ̂2
∑
k1:n

(|k1|2 + |k2|2)|ϕ̂n(k1:n)|2 . n!n2λ̂2
∑
k1:n

|k1:n|2|ϕ̂n(k1:n)|2

where in the first step we used Cauchy-Schwarz and (2.29), while in the second the
symmetry of ϕ̂. The bound (2.27) is then proven. �

3. The effective diffusion coefficient

The aim of this section is to determine the limit as N →∞ of the bulk diffusion
coefficient DN

bulk in (1.11) and consequently deduce that hN is asymptotically
diffusive as stated in Theorem 1.3. As a first step, we will derive an alternative
representation for DN

bulk, thanks to which we will be able to connect its Laplace
transform to the inverse of the generator LN of uN in (2.1).

Lemma 3.1. For N ∈ N, let uN be the stationary solution of (2.1) with coupling
constant λN in (1.5) and LN its generator. Then, for all t ≥ 0, one has

(3.1) tDN
bulk(t) = t+ E

[( ∫ t

0
λNN

N
0 [uNs ]ds

)2]
where NN

0 is the 0-th Fourier mode of the nonlinearity (2.2) of hN and is given
by (2.12).

Moreover, for all µ > 0, the Laplace transform DN
bulk of t 7→ tDN

bulk(t) is given
by

(3.2) DN
bulk(µ)

def
=

∫ ∞
0

e−µt tDN
bulk(t) dt =

1

µ2
+

2

µ2
〈nN0 , (µ−LN )−1nN0 〉

where nN0 is the unique kernel in ΓL2
2 such that

(3.3) λNN
N
0 [η] = I2(nN0 ) .

Its explicit Fourier transform can be read off (2.12).

Proof. Despite the different scaling, the proof of (3.1) follows the same steps as
that of [CET20, Lemma 4.1]. On the other hand, (3.2) is a consequence of the
representation (3.1) and [CES21, Lemma 5.1]. �

For the previous Lemma to be of any use, we need to control the largeN behaviour
of the scalar product at the right hand side of (3.2). This, in turn, seems to require
us to determine (sufficiently explicitly!) the solution h̃N of the generator equation

(3.4) (µ−LN )h̃N = nN0 .
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Despite being linear, (3.4) is extremely hard to study as LN is non-diagonal, in its
chaos decomposition and in Fourier space, so that even though nN0 lives in H2, h̃N
will have non-trivial components in arbitrarily high chaoses. As noted in [CET20,
Section 3], a way around it is to consider instead the truncated generator equation, an
equation involving only finitely many chaoses and obtained by replacing the operator
LN in (3.4) with LN

n
def
= I≤nL

NI≤n, where, for n ∈ N, I≤n is the projection onto
ΓL2
≤n

def
=
⊕n

k=0 ΓL2
k. More explicitly, we are led to study the solution h̃N,n of

(3.5) (µ−LN
n )h̃N,n = nN0

which, by Lemma 2.5, is equivalent to the hierarchical system

(3.6)



(
µ−L0

)
h̃N,nn −AN+ h̃N,nn−1 = 0,(

µ−L0

)
h̃N,nn−1 −AN+ h̃N,nn−2 −AN− h̃

N,n
n = 0,

. . .(
µ−L0

)
h̃N,n2 −AN+ h̃N,n1 −AN− h̃

N,n
3 = nN0 ,(

µ−L0

)
h̃N,n1 −AN− h̃

N,n
2 = 0 .

Lemma 3.2. For any N,n ∈ N, the solution h̃N,n of (3.6) is such that h̃N,n1 = 0
and

(3.7)

{
h̃N,n2 = (µ−L0 + HN

n )−1nN0
h̃N,nj = (µ−L0 + HN

n+2−j)
−1AN+ h̃N,nj−1 , for j = 3, . . . , n

where, for j ≥ 2 the HN
j ’s are positive definite operators such that, for all n ∈ N,

HN
k (Hn) ⊂Hn, and are recursively defined via

(3.8)

{
HN

2 = 0 ,

HN
j = −AN− [

(
µ−L0

)
+ HN

j−1]−1AN+ , for j ≥ 3 .

Proof. As shown in [CET20, Section 3], the expression (3.7) can be obtained by
solving (3.6) recursively expressing h̃N,nj in terms of h̃N,nj−1 starting from j = n.
Concerning the first chaos component of h̃N,n, (2.12) and (2.9) state that the Fourier
transform of nN0 is concentrated on those ` andm ∈ Z2 such that `+m = 0, and
the same holds for h̃N,n2 . In fact, one readily sees from Lemma 2.5 that if ϕ̂n is
concentrated on the set A(n)

0
def
= {k1:n ∈ Z2n :

∑
i≤n ki = 0} then F(AN±ϕn) are

concentrated on A(n±1)
0 . As a consequence, F(HN

j ϕn) is concentrated on A(n)
0 ,

because HN
j is defined throughAN+ ,AN− and the diagonal operator (−L0). But then,

by (2.18), AN− h̃
N,n
2 = 0 which in turn implies that h̃N,n1 solves (µ−L0)h̃N,n1 = 0

and hence h̃N,n1 = 0. At last, for the properties of the operators HN
j ’s we refer

to [CET20, Lemma 3.2]. �

In order to be able to exploit the previous Lemma, we need to analyse the operators
HN
j ’s. In the next section, we will show that, for each j, HN

j can be replaced with
diagonal operators at a cost which is negligible in theN →∞ limit. The advantage
of dealing with (positive) diagonal operators is that their inverse is explicit so that



18 WEAK COUPLING LIMIT OF THE ANISOTROPIC KPZ EQUATION

the terms at the right hand side of (3.7) (and in particular h̃N,n2 ) can be more easily
controlled.

3.1. The replacement argument. Before stating the main result of this section, we
need to introduce some notation. For N ∈ N, let LN be the non-negative function
defined on [1/2,∞) as

(3.9) LN (x)
def
=

c

logN2
log

(
1 +

N2

x

)
,

where c is the constant in (1.13).
In the following proposition, we derive an approximation of the operators HN

j in
terms of diagonal operators given by a nonlinear transformation of L0.

Proposition 3.3. Let µ ≥ 0, n ∈ N and ϕ1, ϕ2 ∈ ΓL2
n be such that (−L0)1/2ϕi ∈

ΓL2, i = 1, 2. Then, for every j ∈ N, j ≥ 2, there exists a constant C = C(n, j)
such that

(3.10)
|〈ϕ1,

[
HN
j +Gj(L

N (µ−L0))L0

]
ϕ2〉|

≤ CεN‖(−L0)1/2ϕ1‖‖(−L0)1/2ϕ2‖

where εN → 0 as N → ∞ uniformly in n and j, HN
j is defined in (3.8) and the

functions Gj’s on [0,∞) are such that for all j and all x
(i) Gj(0) = 0 and Gj(x) ≥ 0,
(ii) |Gj(x)| ≤ x, |G′j(x)| ≤ 1 and |G′′j (x)| ≤ 1,

and are recursively defined via the relation

(3.11) Gj(x)
def
=

{
0 j = 2 ,∫ x

0
1

1+Gj−1(y)dy j ≥ 3 .

The proof of the previous statement relies on the following Replacement Lemma
which represents one of the main technical tools of the present paper. Its formulation,
more general than what needed for the Proposition 3.3, is chosen to be able to
approximate a broader class of operators and it will play a crucial role also in the
upcoming sections.

Lemma 3.4 (Replacement Lemma). Let H and H+ be real-valued differentiable
functions on [0,∞) such that

(1) for every compact subset Kof [0,∞) there exists a finite constantK > 0
for which

(3.12) sup
y∈K
{|H(y)|, |H ′(y)|, |H+(y)|, |(H+)′(y)|} ≤ K

(2) for all y ≥ 0, H(y) ≥ 1 and H+(y) ≥ 0.
Let µ ≥ 0, N ∈ N and JN be the operator defined by

(3.13) JN
def
= (µ−H+(LN (µ−L0))L0)× (µ−H(LN (µ−L0))L0)−2
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where LN is as in (3.9). Let n ∈ N and ϕ1, ϕ2 ∈ ΓL2
n be such that (−L0)1/2ϕi ∈

ΓL2, i = 1, 2. Then, there exists a constant C = C(n), possibly depending onK,
for which

(3.14)
|〈(−AN−JNAN+ +H̃(LN (µ−L0))L0)ϕ1, ϕ2〉|

≤ CεN‖(−L0)1/2ϕ1‖‖(−L0)1/2ϕ2‖

where εN → 0 asN →∞ uniformly in n andK, and H̃ is a non-negative bounded
differentiable function on [0,∞) with first derivative bounded on compact sets,
defined by

(3.15) H̃(x) =

∫ x

0

H+(y)

H(y)2
dy .

Proof. In order to estimate the left hand side of (3.14), we first decompose it in
diagonal and off-diagonal terms as in Lemma 2.7 and obtain

|〈(−AN−JNAN+ + H̃(LN (µ−L0))L0)ϕ1, ϕ2〉|

≤
∣∣∣〈JNAN+ϕ1,A

N
+ϕ2〉Diag + 〈H̃(LN (µ−L0))L0ϕ1, ϕ2〉ΓL2

n

∣∣∣(3.16)

+
∑
i=1,2

|〈(JNAN+ϕ1,A
N
+ϕ2〉offi | .(3.17)

We will separately bound (3.16) and (3.17), starting with the former. By (3.13), one
sees thatJN is a diagonal operator whose Fourier multiplier on Hn is JN , given by

(3.18) JN (µ, k1:n)
def
=

µ+ 1
2 |k1:n|2H+(LN (µ+ 1

2 |k1:n|2))

[µ+ 1
2 |k1:n|2H(LN (µ+ 1

2 |k1:n|2))]2
.

Hence, thanks to (2.23) and the definition of PN in (A.1), (3.16) equals

n!
∣∣∣n∑

k1:n

1
2 |k1|2ϕ̂1(k1:n)ϕ̂2(k1:n)

(
PN (µ, k1:n)− H̃(LN (µ+ 1

2 |k1:n|2))
)∣∣∣

≤ ε̃Nn!n
∑
k1:n

1
2 |k1|2|ϕ̂1(k1:n)||ϕ̂2(k1:n)| = ε̃Nn!

∑
k1:n

1
2 |k1:n|2|ϕ̂1(k1:n)||ϕ̂2(k1:n)|

.n ε̃N‖(−L0)1/2ϕ1‖‖(−L0)1/2ϕ2‖

where ε̃N is given by

(3.19) ε̃N
def
= sup

k1:n∈Z2n\{0}
µ≥0

∣∣∣PN (µ, k1:n)− H̃(LN (µ+ 1
2 |k1:n|2))

∣∣∣
and in the last two steps we respectively exploited the symmetry of ϕ1, ϕ2, and the
Cauchy-Schwarz inequality. At this point, we only need to show that ε̃N converges
to 0 as N →∞, which in turn is a direct consequence of Proposition A.1. In view
of (A.2) we further deduce the shape of H̃ in (3.15). so that the estimate in (3.14)
on (3.16) follows.
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We now treat the off-diagonal terms for which we proceed similarly to what done
in the proof of [CET20, Lemma 3.9]. We start with the off-diagonal terms of the
first type defined in (2.24). Relabelling the variables, we need to control

n!coff1(n)
λ̂2

logN

∑
j1:3,k3:n

JN (µ, j1:3,k3:n)|j1 + j2|KN
j1,j2 |j1 + j3|KN

k1,k3
×

× ϕ̂1(j1 + j2, j3, k3:n)ϕ̂2(j1 + j3, j2, k3:n) .

where JN is as in (3.18). Defining

Φi(k1:n) = ϕ̂i(k1:n)
n∏
j=1

|kj | , i = 1, 2

applying Cauchy-Schwarz and estimating |KN
j1,j2
|, |KN

j1,j3
| by 1, we see that the

expression above can be bounded by

n!coff1(n)
λ̂2

logN

∑
j1:3,k3:n

|Φ1(j1 + j2, j3, k3:n)||Φ2(j1 + j3, j2, k3:n)|
|j3||j2|

∏n
j=3 |kj |2

JN (µ, j1:3, k3:n)

≤ λ̂2

logN

2∏
i=1

(
n!coff1(n)

∑
j1:3,k3:n

|Φi(j1 + j2, j3, k3:n)|2

|j3||j2|
∏n
j=3 |kj |2

JN (µ, j1:3, k3:n)
) 1

2

=
λ̂2

logN

2∏
i=1

(
n!coff1(n)

∑
k1:n

|ϕ̂i(k1:n)|2|k1|2|k2|
∑

j1+j2=k1

1

|j2|
JN (µ, j1:2, k2:n)

) 1
2
.

(3.20)

Note that the argument of H+ in (3.18) is at most c+ 1, so that H+ ≤ K since it
is bounded on compact sets. Also, H ≥ 1 and (µ+Kx)/(µ+ x) ≤ K ∨ 1, so we
have

JN (µ, j1:2, k2:n) ≤ K ∨ 1

µ+ 1
2(|j1:2|2 + |k2:n|2)

.

Using further that |j1:2|2 + |k2:n|2 ≥ 1
4(|j2|2 + |k1:n|2) (whenever j1 + j2 = k1),

we obtain an upper bound for the inner sum in (3.20) of the form∑
j1+j2=k1

1

|j2|(µ+ 1
8(|j2|2 + |k1:n|2))

.
1

N

∫
R2

dx

|x|(|k1:n/N |2 + |x|2)
.

1

|k1:n|
,

where, in the last two steps, we passed to polar coordinates and computed the
remaining integral. Hence, we conclude

|〈(JNAN+ϕ1,A
N
+ϕ2〉off1 | .

λ̂2

logN

2∏
i=1

(
n!coff1(n)

∑
k1:n

|ϕ̂i(k1:n)|2|k1|2
) 1

2

.
1

logN
‖(−L0)ϕ1‖‖(−L0)ϕ2‖

where the constant hidden into . depends on n andK.
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For the off-diagonal terms of the second type we proceed similarly. With the
same notations as above, by (2.25) we have

|〈(JNAN+ϕ1,A
N
+ϕ2〉off2 |

≤ n!coff2(n)
λ̂2

logN

∑
j1:4,k4:n

|Φ1(j1 + j2, j3:4, k3:n)||Φ2(j3 + j4, j1:2, k4:n)|
|j1||j2||j3||j4|

∏n
j=4 |kj |2

JN

≤ n!coff2(n)
λ̂2

logN

2∏
i=1

( ∑
j1:4,k4:n

|Φi(j1 + j2, j3:4, k4:n)|2

|j1||j2||j3||j4|
∏n
j=4 |kj |2

JN
)1/2

.

where we omitted the arguments of JN . The inner sum can then be controlled as∑
k1:n

|ϕ̂1(k1:n)|2|k1|2|k2||k3|
∑

j1+j2=k1

|JN |
|j1||j2|

.
∑
k1:n

|ϕ̂1(k1:n)|2|k1||k2||k3|
∑

j1+j2=k1

|JN |
|j2|

.
∑
k1:n

|ϕ̂1(k1:n)|2 |k1||k2||k3|
|k1:n|

from which we can argue as for the off-diagonal terms of the first type (see the proof
of [CET20, Lemma 3.9] for more details). �

We are now ready to prove Proposition 3.3.

Proof of Proposition 3.3. The proof goes via induction. If j = 2, thenHN
j = Gj =

0 and there is nothing to prove. Assume that the result is true for some j ≥ 2. We
write

〈
[
HN
j+1 +Gj+1(LN (µ−L0))L0

]
ϕ1, ϕ2〉 = (I) + (II) ,

where (I) is

〈[(µ−L0 + HN
j )−1 − (µ− [1 +Gj(L

N (µ−L0))]L0)−1]AN+ϕ1,A
N
+ϕ2〉

and (II) is

〈[−AN− (µ− [1 +Gj(L
N (µ−L0))]L0)−1AN+ +Gj+1(LN (µ−L0))L0]ϕ1, ϕ2〉.

We first treat (I). To that end let A = (µ −L0 + CA) and B = (µ −L0 + CB)

where CA
def
= HN

j while CB
def
= −Gj(LN (µ−L0))L0, and use the relation

(3.21) A−1 −B−1 = A−1[B −A]B−1

to deduce that

(3.22)
|(I)| =

∣∣〈(−Gj(LN (µ−L0))L0 −HN
j )B−1AN+ϕ1, A

−1AN+ϕ2〉
∣∣

≤ CεN‖(−L0)1/2B−1AN+ϕ1‖ ‖(−L0)1/2A−1AN+ϕ2‖ ,

the last passage being a consequence of the induction hypothesis which holds as
CA, CB are diagonal in the chaos, so that A−1AN+ϕ2, B

−1AN+ϕ1 ∈ Hn+1 and
C = C(n+1, j). Note that both the operators CA and CB are non-negative definite,
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and this is the only property we will need in order to bound the two terms at the right
hand side. Hence, let C be either CA or CB and i = 1 or 2. Since µ ≥ 0, we have

(3.23)

‖(−L0)1/2(µ−L0 + C)−1AN+ϕi‖2

= 〈(−L0)(µ−L0 + C)−1AN+ϕi, (µ−L0 + C)−1AN+ϕi〉
≤ 〈(µ−L0 + C)(µ−L0 + C)−1AN+ϕi, (µ−L0 + C)−1AN+ϕi〉
= 〈AN+ϕi, (µ−L0 + C)−1AN+ϕi〉

≤ 〈AN+ϕi, (µ−L0)−1AN+ϕi〉 . ‖(−L0)1/2ϕi‖2

where in the last step we applied Lemma 2.9. Hence, we have the desired estimate
for (I). We turn to (II), for which we will apply Lemma 3.4. In the notations
therein, setH+ ≡ H ≡ 1 +Gj and note that, since by the induction hypothesis Gj
satisfies (i)-(ii),H+ andH satisfy assumptions 1. and 2., from which (3.10) follows
at once with Gj+1 defined according to (3.11). Finally, as (i)-(ii) hold for Gj , it is
straightforward to verify that they also hold for Gj+1. �

3.2. The diffusivity. The aim of this section is to prove Theorem 1.3. First, we
will determine the large N limit of (3.2) when the operator LN is replaced by LN

n

and n is fixed.

Proposition 3.5. Let n ∈ N, µ > 0 and, for N ∈ N, h̃N,n be the solution of the
truncated generator equation (3.5). Then, the following holds

(3.24) lim
N→∞

〈nN0 , (µ−LN
n )−1nN0 〉 = lim

N→∞
〈nN0 , h̃N,n〉 =

1

2
Gn+1(c)

where the functions Gn’s are defined in (3.11) and c is as in (1.13).

Proof. By orthogonality of Wiener chaoses and the definition of h̃N,n in (3.5), we
have

(3.25)
〈nN0 , (µ−LN

n )−1nN0 〉 = 〈nN0 , h̃
N,n
2 〉 = 〈nN0 ,

(
µ−L0 + HN

n

)−1
nN0 〉

= 〈nN0 ,
[
(µ−L0 + HN

n )−1 − (µ−L0[1 +Gn(LN (µ−L0))])−1
]
nN0 〉

+ 〈nN0 , (µ−L0[1 +Gn(LN (µ−L0))])−1nN0 〉 .

As in the proof of Proposition 3.3, setA = (µ−L0 + CA) andB = (µ−L0 + CB)

where CA
def
= HN

n while CB
def
= −Gn(LN (µ −L0))L0. Exploiting (3.21) we see

that absolute value of the first summand at the right hand side of (3.25) equals

|〈(−Gn(LN (µ−L0))L0 −HN
n )B−1nN0 , A

−1nN0 〉|
.n εN‖(−L0)1/2B−1nN0 ‖ ‖(−L0)1/2A−1nN0 ‖

where the bound is a consequence of (3.10). Denoting by C either CA or CB , and
arguing as in (3.23) we get

‖(−L0)1/2(µ−L0+C)−1nN0 ‖2 . ‖(−L0)−1/2nN0 ‖2 .
1

logN

∑
`6=0

(KN
`,−`)

2 1

|`|2
. 1 .



WEAK COUPLING LIMIT OF THE ANISOTROPIC KPZ EQUATION 23

Therefore, the first summand in (3.25) goes to 0 as N → ∞ and we only need to
focus on the second. Note that

〈nN0 , (µ−L0[1 +Gn(LN (µ−L0))])−1nN0 〉

=
2λ̂2

logN

∑
` 6=0

(KN
`,−`)

2 1

µ+ |`|2[1 +Gn(LN (µ+ |`|2))]

=
2λ̂2

logN

∫
R2

(KN
xN,−xN )2

µN + |x|2[1 +Gn(LN (N2(µN + |x|2)))]
dx+ o(1)

=
2λ̂2

logN

∫
R2

(KN
xN,−xN )2

(µN + |x|2)(µN + |x|2 + 1)[1 +Gn(LN (N2(µN + |x|2)))]
dx+ o(1)

where µN
def
= µ/N2 and o(1) goes to 0 as N → ∞. The second step follows by

Riemann-sum approximation: by defining x = `/N and recalling the definition (2.9)
ofKN

`,m, we replace the sum by an integral which grows like logN (see below), plus
a O(1) error that gives o(1) once divided by logN . The third step is a consequence
of (A.15) (withH ≡ 1 +Gn, k1:n = 0) and (A.9) (withH+ ≡ H ≡ 1 +Gn). For
the last integral, we proceed similarly to the proof of Proposition A.1, i.e. we pass
to polar coordinates and get that it equals

λ̂2

logN2

1

2π2

∫ 2π

0
cos(2θ)2dθ

∫ µN+1

µN+
1
N2

d%

%(%+ 1)[1 +Gn(LN (N2%))]
+ o(1)

=
c

2 logN2

∫ µN+1

µN+1/N2

d%

%(%+ 1)[1 +Gn(LN (N2%))]
+ o(1) ,

where we used the definition of c in (1.13). By (3.11), the last expression becomes

1

2

∫ LN (µ+1)

LN (N2(µN+1))

dy

1 +Gn(y)
+ o(1) =

1

2
Gn+1(LN (µ+ 1)) + o(1) .

Summarising, all the estimates above give

(3.26) 〈nN0 , (µ−L0[1+Gn(LN (µ−L0))])−1nN0 〉 =
1

2
Gn+1(LN (µ+1))+o(1)

from which, by definition of LN and the continuity ofGn+1 (see Proposition 3.3(ii)),

lim
N→∞

〈nN0 , h̃N,n〉 = lim
N→∞

1

2
Gn+1

( c

logN2
log
(

1 +
N2

µ+ 1

))
=

1

2
Gn+1(c) .

and (3.24) follows at once. �

Thanks to the previous proposition, we are ready to complete the proof of
Theorem 1.3.

Proof of Theorem 1.3. At first, we will determine the limit as N → ∞ of DN
bulk,

the Laplace transform of t 7→ tDN
bulk(t). As mentioned in Section 3, this amounts

to characterise the behaviour of the scalar product at the right hand side of (3.2). To
do so, we will exploit [CET20, Lemma 3.1] which holds mutatis mutandis in the
present context as the operators we are considering are the same apart from the fact
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that λ therein is replaced by λN . It states that, for every µ > 0, n ∈ N and N ∈ N
the following holds

(3.27) 〈nN0 , h̃N,2n+1〉 ≤ 〈nN0 , (µ−LN )−1nN0 〉 ≤ 〈nN0 , h̃N,2n〉 .

As a consequence, we deduce that for all n ∈ N and µ > 0

limsup
N→∞

〈nN0 , (µ−LN )−1nN0 〉 ≤ limsup
N→∞

〈nN0 , h̃N,2n〉 =
1

2
G2n+1(c)

and

liminf
N→∞

〈nN0 , (µ−LN )−1nN0 〉 ≥ liminf
N→∞

〈nN0 , h̃N,2n+1〉 =
1

2
G2n+2(c).

so that it suffices to argue that the sequence Gn(c) converges as n→∞. Notice
that, in view of Proposition 3.3 (ii), the functions Gn’s are uniformly bounded (in
n) on [0, c] and have uniformly bounded first and second derivative. Hence, by
Arzelà-Ascoli’s theorem, the sequence {Gn}n is relatively compact in C1([0,K],R)
for any K < ∞, the space of real-valued bounded continuously differentiable
functions, and therefore converges along subsequences in C1([0,K]). Thanks to
Proposition 3.3 (i), any limit point must be non-negative, 0 at 0 and, in view of the
recursive relation in (3.11), it must satisfy the following Cauchy-value problem

G′ =
1

1 +G
, G(0) = 0 ,

which has a unique solution given by

(3.28) G(x)
def
=
√

2x+ 1− 1 .

In conclusion, the sequence {Gn}n converges in C1([0,K]) to G for anyK <∞,
which in particular means that

(3.29) lim
j→∞

Gj(c) = G(c) =
√

2c+ 1− 1 = νeff − 1

and consequently by (3.2), we obtain

(3.30) lim
N→∞

DN
bulk(µ) =

√
2c+ 1

µ2
=
νeff

µ2
.

In order to translate the result from Laplace to real time (the only point to be justified
is the interchange between the inverse Laplace transform and the N → ∞ limit)
and conclude the proof of Theorem 1.3, we argue as follows. For N ∈ N, let xN be
the map on [0,∞) defined by the right hand side of (3.1), i.e.

xN (t)
def
= tDN

bulk(t) = t+ E
[
QN (t)2

]
, where QN (t)

def
=

∫ t

0
λNN

N
0 [uNs ]ds .

In the proof of [CES21, Theorem 4.8] it was shown that there exists c > 0 such that
for all N ∈ N

(3.31) xN (t) ≤ ct , for all t ≥ 0.
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By stationarity, we also deduce that

(3.32)

|xN (t)− xN (s)| ≤ |t− s|+
∣∣∣E[QN (t)2 −QN (s)2]

∣∣∣
= |t− s|+

∣∣∣E[(QN (t)−QN (s))(QN (t) +QN (s))]
∣∣∣

≤ |t− s|+ E[|QN (t)−QN (s)|2]1/2
(
E[QN (t)2]1/2 + E[QN (s)2]1/2

)
. |t− s|+ |t− s|1/2(t ∨ s)1/2 .

Thanks to (3.31) and (3.32), the assumptions of [Dri03, Corollary 10.12] are satisfied.
Hence, the sequence {xN}N is relatively compact with respect to the uniform on
compacts topology on C(R+,R). Let x ∈ C(R+,R) be a limit point and, slightly
abusing notations, let {xN}N be the subsequence converging to it uniformly on
compacts (and therefore pointwise). Note that, since the constant c in (3.31) is
independent ofN then also x satisfies the same bound. Therefore, by the Dominated
Convergence Theorem and (3.30), we obtain that, for all µ > 0,
√

2c+ 1

µ2
= lim

N→∞
DN

bulk(µ) = lim
N→∞

∫ ∞
0

e−µtxN (t)dt =

∫ ∞
0

e−µtx(t)dt

which, by uniqueness of the Laplace transform, implies that the sequence xN
converges to a unique limit. Therefore, for all t > 0, we have

lim
N→∞

DN
bulk(t) = lim

N→∞

xN (t)

t
=
√

2c+ 1 = νeff

and the proof is concluded. �

4. The truncated generator equation

4.1. The martingale problem. The goal of the present and the next sections is to
prove the main result of the paper, namely Theorem 1.4. Since by Theorem 2.3
we already know that, for every T > 0, the sequence {hN}N is tight in the space
C([0, T ], D′(T2)), it remains to verify that any limit point h equals in law the
solution to the almost-stationary stochastic heat equation (1.14) that we here recall

(4.1) ∂th =
νeff

2
∆h+

√
νeffξ , h0 = χ

where νeff is defined according to (1.12), ξ is a space-time white noise on R+ × T2

and, as in Definition 1.1, χ is such that (−∆)1/2χ = η, for η a spatial white noise
on T2.

Heuristically, in order to show convergence in law of hN to the solution h of (4.1),
it suffices to prove that limN f(hN ) is distributed as f(h) for a sufficiently rich
family of observables f’s. The family of functionals identified by the following
martingale problem associated to (4.1) is made of those of the form f(h) = h(Ψ)
for Ψ ∈ D(T2).

Definition 4.1. Let T > 0, Ω = C([0, T ], D′(T2)) and G= B(C([0, T ], D′(T2)))

the canonical Borel σ-algebra on it. Let χ be such that (−∆)1/2χ = η for η a
zero-average space white noise on T2. We say that a probability measure P on
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(Ω, G) solves the martingale problem for Leff
0

def
= νeffL0 with initial distribution χ,

if for all Ψ ∈ D(T2), the canonical process h under P is such that

MΨ
t

def
= ht(Ψ)− χ(Ψ)− νeff

2

∫ t

0
hs(∆Ψ)ds(4.2)

ΓΨ
t

def
= (MΨ

t )2 − t νeff‖Ψ‖2L2(T2)(4.3)

are local martingales.

In the next theorem (see e.g. [MW17]) it is shown that the family of observables
mentioned above is wide enough in that the martingale problem is well-posed (i.e.
it has a unique solution) and its unique solution is the law of (4.1).

Theorem 4.2. [MW17, Theorem D.1] The martingale problem for Leff
0 with initial

distribution χ in Definition 4.1 is well-posed and uniquely characterises the law of
the solution to (4.1) on C([0, T ], D′(T2)).

In view of the previous statement, the proof of Theorem 1.4 boils down to verify
that any limit point h of the sequence {hN}N is such that for all Ψ ∈ D(T2), the
processes (4.2) and (4.3) are (local) martingales. In the next section, we give an
overview of the strategy we will follow and introduce the necessary notations. The
actual technical work starts in Section 4.3.

4.2. Theorem 1.4: strategy of proof. As argued in Section 2, we can fully recover
hN from uN and (2.11) so that we can (and will) directly work with uN , and we
will come back to hN only in Section 5.2.

Translated in terms of u, Theorem 4.2 tells us that we need to show that, for any
limit point u = (ut)t≥0 of the sequence {uN}N = {(uNt )t≥0}N (known to exist
by [CES21, Theorem 4.5]), and for every test function ψ ∈ H1

0 (T2), the stochastic
processes
(4.4)

Mψ
t

def
= ut(ψ)− u0(ψ)−

∫ t

0
Leff

0 us(ψ)ds , γψt
def
= (Mψ

t )2 − tνeff‖ψ‖2H1(T2)

are martingales. What we know for free, as uN is a Markov process with generator
LN , is that, for any reasonable functional bN = bN (η), allowed to explicitly depend
on N ,

(4.5) MN
t (bN )

def
= bN (uNt )− bN (uN0 )−

∫ t

0
LNbN (uNs )ds

and (MN
t (bN ))2− 〈MN (bN )〉t are martingales. Therefore, if we were able to show

that for all ψ there exists bN such that the difference
(4.6)(
uNt (ψ)−uN0 (ψ)−

∫ t

0
Leff

0 uNs (ψ)ds
)
−
(
bN (uNt )−bN (uN0 )−

∫ t

0
LNbN (uNs )ds

)
is small for N large in, say, mean square, then by standard martingale convergence
theorems and tightness of uN we could conclude that the sequence {MN (bN )}N
converges (at least along subsequences) and that the limit,Mψ, is indeed amartingale
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(for a rigorous proof see Section 5.2). Proving that γψt is also amartingale additionally
requires the quadratic variation ofMN (bN ) to be asymptotically non-random: this
is a very challenging technical step, deferred to Sections 5.3 and 5.4.

Hence, the goal is to determine bN in such a way that (4.6) is small in mean
square, which in turn requires bN to be such that

(4.7) ‖η(ψ)− bN (η)‖ N→∞−→ 0 ,

thus ensuring that uN· (ψ)− bN (uN· ) vanishes, and

(4.8) ‖(−L0)−
1
2

(
Leff

0 η(ψ)−LNbN (η)
)
‖ N→∞−→ 0

which, by the Itô trick (see (2.19)), guarantees that the difference of integral terms
in (4.6) also goes to 0.

As a first attempt (motivated by the observables needed in Definition 4.1), one
might be led to take b = bN independent of N and of the form b(η)

def
= η(ψ), so

that (4.7) is trivially satisfied. That said, as it can be readily checked by the definition
of LN and MN in (2.13)-(2.14) and (2.2) respectively, and the orthogonality of
different Wiener chaoses, with this choice of b, the left hand side of (4.8) reduces to

‖(−L0)−
1
2

(
(νeff − 1)L0η(ψ)− λNMN [η]

)
‖

= (νeff − 1)‖(−L0)
1
2 η(ψ)‖+ λN‖(−L0)−

1
2MN [η]‖

and the right hand side, even though bounded, certainly does not vanish asN →∞!
The problem is that functionals of the form f(η) = η(ψ) live only in the first chaos
and consequently are not able to capture the fluctuations coming from higher chaoses
which are induced by the nonlinearity.

Ideally, one would like to take instead b = bN explicitly depending on N in such
a way that the left hand side of (4.8) is 0, i.e. so that

(4.9) −LNbN (η) =
νeff

2
η(−∆ψ) = −Leff

0 η(ψ) ,

and subsequently prove that such bN also satisfies (4.7). As noted in Section 3, it
is very difficult to analyse the generator equation (4.9) directly since its solution
will have non-trivial components in every chaos. To overcome this issue, we resort
instead to introduce a truncation parameter n and consider the truncated generator
equation where LN is replaced by LN

n (defined in Section 3). More precisely, for
N ∈ N and n ∈ N we analyse

(4.10) −LN
n b̃N,n = −Leff

0 η(ψ) ,

and, to control the zero-mode of hN ,

(4.11) −LN
n h̃N,n = nN0 ,

where nN0 is defined in (3.3). In view of the the results in Section 3 we can (and will)
even do better. As Proposition 3.3 hints at, we can approximate observables as b̃N,n
and h̃N,n by (almost) explicit functionals, bN,n and hN,n, whose definition involves
perturbations of the operatorL0 (see fN,na in (4.14) below, with a = 1, 2) which are
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converging to Leff
0 in the large n limit (see the proof of Theorem 1.3 in Section 3.2).

The observables bN,n are those for which we will establish (4.7) and (4.8), though
as a result of two limits, first take the limit N →∞ and then let n tend to infinity.

Let us describe more in detail the implementation of this program, rigorously
introduce the observables mentioned above and state the main results of this section.
To do so let us begin by looking at the solutions b̃N,n, h̃N,n of (4.10) and (4.11). As
can be seen by arguing as in the proof of Lemma 3.2, b̃N,n and h̃N,n have a similar
structure and we will therefore treat them likewise. Let

(4.12) g1
def
= −Leff

0 η(ψ) =
νeff

2
η(−∆ψ) ∈ ΓL2

1 and g2 = nN0 ∈ ΓL2
2

and f̃N,na = (̃fN,na,j )j=a,...,n be the solution to (4.10) for a = 1 and to (4.11) for a = 2

(in the latter case, Lemma 3.2 ensures that the component of f̃N,na in the first Wiener
chaos is 0). Writing down (4.10) in each chaos component analogously to what was
done in (3.6) and recalling the definition of HN

j in (3.8), f̃N,na can be equivalently
written as

(4.13)

{
f̃N,na,a = (−L0 + HN

n+2−a)
−1ga ,

f̃N,na,j = (−L0 + HN
n+2−j)

−1AN+ f̃N,na,j−1 , for j = a+ 1, . . . , n .

In light of Proposition 3.3, we now define the observables we aim at analysing,
fN,na , a = 1, 2, (in the above discussion fN,na = bN,n for a = 1 and hN,n for
a = 2) as in (4.13) but with the operators HN

j replaced by diagonal (and therefore
explicitly invertible) operators expressed as perturbations of −L0. More precisely,
for a = 1, 2, we set fN,na = (fN,na,j )j=a,...,n as
(4.14){

fN,na,a
def
= (−L0[1 +Gn+2−a(L

N (−L0))])−1ga ,

fN,na,j
def
= (−L0[1 +Gn+2−j(L

N (−L0))])−1AN+ fN,na,j−1 , for j = a+ 1, . . . , n

where the functions Gj’s are those in (3.11).
We have now all the elements we need in order to state the main result of this

section which rigorously establishes (4.7) and (4.8) for the observables bN,n. We
will also obtain analogous estimates for hN,n, which, even though has vanishing
norm (see (4.17)), will be useful in the description of the 0-mode of hN (see
Corollary 5.4).

Theorem 4.3. For ψ ∈ H1
0 (T2),N, n ∈ N and a = 1, 2, let fN,na be given in (4.14)

and bN,n = fN,n1 , hN,n = fN,n2 . Then, we have

lim
n→∞

lim
N→∞

‖bN,n(η)− η(ψ)‖ = 0 ,(4.15)

lim
n→∞

lim
N→∞

‖(−L0)−
1
2

(
Leff

0 η(ψ)−LNbN,n(η)
)
‖ = 0 ,(4.16)
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and

lim
n→∞

lim
N→∞

‖hN,n(η)‖ = 0 ,(4.17)

lim
n→∞

lim
N→∞

‖(−L0)−
1
2

(
nN0 (η)−LNhN,n(η)

)
‖ = 0 .(4.18)

So far we have only briefly alluded to the process γψ in (4.4). As we already
mentioned, proving that it is indeed a martingale boils down to show (see Theo-
rem 5.1) that the quadratic variation of Mψ in (4.4) is deterministic, and given
by tνeff‖ψ‖2H1(T2). The proof that the quadratic variation is non-random is based
on entirely different ideas than the ones of the present section and will be given
in Section 5.3. As far as the expectation of the quadratic variation is concerned,
it turns out (see Section 5.1) to be proportional to 2t times the N,n → ∞ limit
of ‖(−L0)1/2bN,n‖2. As the computation of this limit exploits the techniques
introduced in this section, we give below the following proposition.

Proposition 4.4. For ψ ∈ H1
0 (T2), N, n ∈ N and a = 1, 2, let fN,na be given

in (4.14) and bN,n = fN,n1 , hN,n = fN,n2 . Then, we have

lim
n→∞

lim
N→∞

‖(−L0)1/2bN,n‖2 =
νeff

2
‖ψ‖2H1(T2) ,(4.19)

lim
n→∞

lim
N→∞

‖(−L0)1/2hN,n‖2 =
νeff − 1

2
,(4.20)

lim
N→∞

〈(−L0)1/2bN,n, (−L0)1/2hN,n〉 = 0 .(4.21)

Let us briefly comment on the structure of the rest of the paper. In Section 4.3, we
derive suitable recursive estimates on the functions fN,na,j in (4.14), which will be used
to prove both that fN,na is indeed a good approximation to f̃N,na (Proposition 4.11),
Theorems 4.3 and Proposition 4.4 (Section 4.4). In Section 5, we will focus on the
martingale γψ and show how to exploit the previous statements in order to conclude
the proof of Theorem 1.4.

4.3. Recursive estimates. Given the recursive definition of fN,na , a = 1, 2, in (4.14),
we first determine a general bound on functionals with a similar structure.

Lemma 4.5. Let j, n ∈ N with n ≥ j and g ∈ ΓL2
j . Define t

N ∈ ΓL2
j+1 according

to

(4.22) tN
def
= (−L0[1 +Gn+2−j(L

N (−L0))])−1AN+ g ,

where the functions Gj’s are given as in (3.11). Then, there exists a constant
C = C(j) > 0 such that the following estimates hold

‖tN‖ ≤ CεN‖g‖(4.23)

‖(−L0)1/2tN‖ ≤ C‖(−L0)1/2g‖(4.24)

and εN → 0 as N →∞ uniformly over j and n.
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Proof. By Proposition 3.3, the functionsGj’s are non-negative, therefore (4.23) is a
direct consequence of (2.28). For (4.24), we exploit the argument in (3.23), which
gives

‖(−L0)1/2tN‖ = ‖(−L0)1/2(−L0[1 +Gn+2−j(L
N (−L0)])−1AN+ g‖

≤ ‖(−L0)−1/2AN+ g‖ . ‖(−L0)1/2g‖

where the last bound follows by Lemma 2.9 with µ = 0. �

As a consequence, we deduce the main estimates on the different components of
fN,na = (fN,na )j=a,...,n, which will be crucial in the proof of (4.15) and (4.17).

Proposition 4.6. Let n ∈ N. There exists a constant C = C(n) > 0 such that

(4.25)
‖bN,nj ‖ ≤ Cεj−1

N ‖ψ‖L2(T2) , ‖(−L0)1/2bN,nj ‖ ≤ C‖ψ‖H1(T2) ,

‖hN,nj ‖ ≤ Cεj−1
N , ‖(−L0)1/2hN,nj ‖ ≤ C ,

where in the first row j = 1, . . . , n while in the second j = 2, . . . , n and in both
cases εN goes to 0 as N →∞ uniformly over n.

Proof. Notice first that, by definition of bN,nj and hN,nj , we can recursively apply
estimates (4.23) and (4.24) and obtain

‖bN,nj ‖ . εj−1
N ‖bN,n1 ‖ , ‖(−L0)1/2bN,nj ‖ . ‖(−L0)1/2bN,n1 ‖ ,

‖hN,nj ‖ . εj−2
N ‖hN,n2 ‖ , ‖(−L0)1/2hN,nj ‖ . ‖(−L0)1/2hN,n2 ‖.

Hence, we are left to estimate the right hand sides of the above for which we will
repeatedly use the fact that, for all j, Gj ≥ 0.

Let us begin with ‖bN,n1 ‖ and ‖(−L0)1/2bN,n1 ‖, for which we have

‖bN,n1 ‖2 . ‖(−L0)−1η(−∆ψ)‖2 = 2‖ψ‖2L2(T2)

where the last equality follows by Lemma 2.5. Arguing as in (3.23), it is not hard to
see that

‖(−L0)1/2bN,n1 ‖2 . ‖(−L0[1 +Gn+1(LN (−L0))])−1/2η(−∆)‖2

≤ ‖(−L0)−1/2η(−∆)‖2 = 〈(−L0)−1η(−∆ψ), η(−∆ψ)〉
= 2〈η(ψ), η(−∆ψ)〉 = 2‖ψ‖2H1(T2) .

For ‖hN,n2 ‖ and ‖(−L0)1/2hN,n2 ‖, we proceed similarly and, for α ∈ {0, 1/2}, we
get

‖(−L0)αhN,n2 ‖2 ≤ ‖(−L0)−1+αnN0 ‖2 .
1

logN

∑
0<|`|≤N

1

|`|4−4α
.

1

(logN)1−2α

from which the required estimates follow at once. �

In order to prove (4.16), (4.18) and especially Proposition 4.4, we need first to
introduce suitable functions. Let n ∈ N and, for λ > 0, c be given as in (1.13). For
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j = 1, . . . , n and i = 0, . . . , j − 1, let G+,n+2−j
i be the function on [0,∞) defined

as
(4.26)

G+,n+2−j
i (x)

def
=

{
1 , if i = 0∫

∆i−1
x

∏i−1
`=0

1
[1+Gn+2−j+`(x`)]2

dx0:i−1 , if i = 1, . . . , j − 1 ,

where the functionsGj are those in (3.11) and ∆i−1
x is the i-th dimensional simplex,

i.e. ∆i−1
x

def
= {x0:i−1

def
= (x0, . . . , xi−1) ∈ [0, x]i : 0 ≤ x0 ≤ · · · ≤ xi−1 ≤ x}. In

the following lemma, we derive the main properties of the functions G+,n+2−j
i .

Lemma 4.7. Let n ∈ N and, for λ̂ > 0, c be given as in (1.13). For j = 1, . . . , n

and i = 0, . . . , j − 1, let G+,n+2−j
i be the functions defined in (4.26).

Then, for all n, j, i as above and x ≥ 0,
(i) G+,n+2−j

i (x) ≥ 0 and G+,n+2−j
i (0) = 1i=0,

(ii) for i 6= 0, the following identity holds

(4.27) G+,n+2−j
i (x)′ =

G+,n+2−j
i−1 (x)

[1 +Gn+1−j+i(x)]2

(iii) we have the bounds

G+,n+2−j
i (x) ≤ xi−1

(i− 1)!
for i ≥ 1(4.28)

|G+,n+2−j
i (x)′| ≤ xi−2

(i− 2)!
for i ≥ 2(4.29)

|G+,n+2−j
i (x)′′| ≤ 2

xi−2

(i− 2)!
+

xi−3

(i− 3)!
for i ≥ 3(4.30)

and the first and second derivative of G+,n+2−j
1 and the second derivative

of G+,n+2−j
2 are uniformly bounded by 1.

Proof. Parts (i) and (ii) are direct consequences of the definition of G+,n+2−j
i

in (4.26) and the non-negativity of the functions Gj’s determined in Proposition 3.3.
For (iii), we exploit once more the latter facts to see that

G+,n+2−j
i (x) =

∫
∆i−1
x

i−1∏
`=0

1

[1 +Gn+2−j+`(x`)]2
dx1:i−1 ≤

∫
∆i−1
x

dx1:i−1 ≤
xi−1

(i− 1)!
.

The estimate (4.29) can be easily derived by (4.27) and (4.28) while (4.30) can be
easily seen to hold thanks to Leibniz differentiation rule, (4.28) and (4.29). �

The next lemma establishes the main recursive bound needed in the identification
of theN →∞ limit of the norms ‖(−L0)1/2fN,na,j ‖, a = 1, 2 and fixed j = a, . . . , n,
whose proof is given in the subsequent Proposition 4.9.

Lemma 4.8. Let n, j ∈ N, 1 ≤ j ≤ n and Gj’s be the functions given as in (3.11).
For g1, g2 ∈ ΓL2

j , let t
N
1 , t

N
2 ∈ ΓL2

j+1 be defined as in (4.22) withGn+2−j replaced
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byGn+i+2−j and g replaced by g1 and g2 respectively. Then, there exists a constant
C = C(n, j) > 0 such that for all i = 0, . . . , j − 1∣∣∣〈(−G+,n+2−j

i (LN (−L0))L0)tN1 , t
N
2 〉 − 〈(−G

+,n+2−j
i+1 (LN (−L0))L0)g1, g2〉

∣∣∣
≤ CεN‖(−L0)1/2g1‖‖(−L0)1/2g2‖(4.31)

where G+,n+2−j
i is defined in (4.26) and εN goes to 0 as N →∞ uniformly over

n, j, i.

Proof. To prove the statement, set H+ ≡ G+,n+2−j
i and H ≡ 1 +Gn+2−j+i and

define JN as in (3.13) with µ = 0. By Proposition 3.3 and Lemma 4.7, bothH and
H+ satisfy the assumptions of Lemma 3.4, Now, by the definition of tNa , a = 1, 2,
we have
〈(−H+(LN (−L0))L0)tN1 , t

N
2 〉 = 〈JNAN+ g1,A

N
+ g2〉 = 〈−AN−JNAN+ g1, g2〉 .

By (3.15), H̃ is given by

(4.32)
H̃(x) =

∫ x

0

H+(xi)

H(xi)2
dxi =

∫ x

0

G+,n+2−j
i (xi)

[1 +Gn+2−j+i(xi)]2
dxi

=

∫ x

0
G+,n+2−j
i+1 (xi)

′dxi = G+,n+2−j
i+1 (x)

where the passage from the first to the second line follows by (4.27). Hence,
Lemma 3.4 implies that (4.31) can be bounded above by

|〈(−AN−JNAN+ −G
+,n+2−j
i+1 (LN (−L0))L0)g1, g2〉| . εN‖(−L0)1/2g1‖‖(−L0)1/2g2‖ .

�

Proposition 4.9. For any n ∈ N, we have

lim
N→∞

‖(−L0)1/2bN,nj ‖2 =
G+,n+2−j
j−1 (c)

(1 +Gn+1(c))2

ν2
eff

2
‖ψ‖2H1(T2) ,(4.33)

lim
N→∞

‖(−L0)1/2hN,nj ‖2 =
1

2
G+,n+2−j
j−1 (c)(4.34)

lim
N→∞

〈(−L0)1/2bN,nj , (−L0)1/2hN,nj 〉 = 0(4.35)

where (4.33) and (4.35) hold for all j = 1, . . . , n and (4.34) for j = 2, . . . , n; the
functions G’s and G+’s are respectively defined in (3.11) and (4.26).

Proof. To prove (4.33) (4.34) and (4.35), we apply Lemma 4.8 inductively on i
starting from i = 0. Recall that in this latter case, by definition (4.26),G+,n+2−j

0 ≡ 1

so that ‖(−L0)1/2bN,nj ‖2 = 〈−G+,n+2−j
0 (LN (−L0))L0b

N,n
j , bN,nj 〉 and the same

holds for ‖(−L0)1/2hN,nj ‖2. Therefore, for j ≥ 2, one gets

‖(−L0)1/2bN,nj ‖2 = ‖(−G+,n+2−j
1 (LN (−L0))L0)1/2bN,nj−1‖

2 + o(1)

‖(−L0)1/2hN,nj ‖2 = ‖(−G+,n+2−j
1 (LN (−L0))L0)1/2hN,nj−1‖

2 + o(1)

〈(−L0)bN,nj , hN,nj 〉 = 〈(−G+,n+2−j
1 (LN (−L0))L0)bN,nj−1, h

N,n
j−1〉+ o(1)
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where o(1) goes to 0 as N →∞ (the error terms comes from the right hand side of
(4.31), with the norms being bounded via Lemma 4.6). Applying again Lemma 4.8
for i = 1, . . . , j − 1 and i = 1, . . . , j − 2 respectively, one arrives at

‖(−L0)1/2bN,nj ‖2 = ‖(−G+,n+2−j
j−1 (LN (−L0))L0)1/2bN,n1 ‖2 + o(1)(4.36)

‖(−L0)1/2hN,nj ‖2 = ‖(−G+,n+2−j
j−2 (LN (−L0))L0)1/2hN,n2 ‖2 + o(1)(4.37)

〈(−L0)bN,nj , hN,nj 〉 = 〈(−G+,n+2−j
j−2 (LN (−L0))L0)bN,n2 , hN,n2 〉+ o(1)(4.38)

where, as above, o(1) goes to 0 as N →∞ (the error terms accumulate along the
recursion, but the number of steps does not grow with N ). Here, (4.36) is also valid
for j = 1 since in that case G+,n+2−j

j−1 ≡ 1.
Since bN,n1 is defined by the first line of (4.14) with a = 1, the first summand at

the right hand side of (4.36) equals

‖(−G+,n+2−j
j−1 (LN (−L0))L0)1/2bN,n1 ‖2

=
ν2

eff

2

∑
k∈Z2\{0}

|k|2|ψ̂(k)|2
G+,n+2−j
j−1 (LN (1

2 |k|
2))

[1 +Gn+1(LN (1
2 |k|2))]2

and, since the quotient is uniformly bounded in N and ψ ∈ H1
0 (T2), we can apply

the dominated convergence theorem to pass the limit inside the sum. BothG+,n+2−j
j−1

and Gn+1 are continuous and, for fixed k, LN (1
2 |k|

2) converges to c as N →∞,
so that (4.33) follows at once.

For the right hand side of (4.37) instead we observe that hN,n2 is defined by the
first line of (4.14) with a = 2 so that we have

‖(−G+,n+2−j
j−2 (LN (−L0))L0)1/2hN,n2 ‖2

=
2λ̂2

logN

∑
` 6=0

(KN
`,−`)

2
|`|2G+,n+2−j

j−2 (LN (|`|2))

|`|4[1 +Gn(LN (|`|2))]2

=
2λ̂2

logN

∫
R2

(KN
xN,−xN )2

G+,n+2−j
j−2 (LN (N2|x|2))

|x|2[1 +Gn(LN (N2|x|2))]2
dx+ o(1)

=
1

2

∫ LN (1)

LN (N2)

G+,n+2−j
j−2 (y)

[1 +Gn(y)]2
dy + o(1) =

1

2
G+,n+2−j
j−1 (LN (1)) + o(1)

where in the steps from the second to the fourth line we adopted the very same
strategy as in the proof of Theorem 1.3 to determine (3.26), and, as therein, o(1) goes
to 0 asN →∞. In the last equality we used also the identity (4.32). Therefore (4.34)
follows by recalling the definition of LN and taking the limit as N →∞.

At last, we have

〈(−G+,n+2−j
j−2 (LN (−L0))L0)bN,n2 , hN,n2 〉 = 0

as the Fourier support of bN,n2 has empty intersection with that of hN,n2 . Indeed,
while by Lemma 2.5 F(bN,n2 )(`,m) = 0 for all ` ,m such that ` + m = 0,
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F(hN,n2 )(`,m) 6= 0 only for ` ,m such that ` + m = 0. Given that the operator
G+,n+2−j
j−2 (LN (−L0))L0 is non-negative and diagonal in Fourier space, and there-

fore does not alter the support of the functions to which it is applied, the conclusion
follows at once. �

We now turn our attention to the difference between fN,na and f̃N,na . First, in
the next lemma we show that the cost at which we replace HN

j with the operator
(−L0)Gj(L

N (−L0)), vanishes in the large N limit.

Lemma 4.10. Let n, j ∈ N such that 1 ≤ j ≤ n. Let HN
j be the operators defined

in (3.8) and Gj’s be the functions given as in (3.11). For s, s̃ ∈ ΓL2
j , let p

N and
p̃N be respectively defined as

(4.39)
pN

def
= (−L0[1 +Gn+2−j(L

N (−L0))])−1s

p̃N
def
= (−L0 + HN

n+2−j)
−1s̃ .

Then, there exists a constant C = C(n, j) > 0 such that

(4.40) ‖(−L0)1/2(p̃N − pN )‖ ≤ C
(
‖(−L0)−1/2(s̃− s)‖+ εN‖(−L0)−1/2s‖

)
where εN → 0 asN →∞ uniformly in n and j. Further, if s = AN+ g and s̃ = AN+ g̃

for some g, g̃ ∈ ΓL2
j−1, then, under the same conditions as above,

(4.41) ‖(−L0)1/2(p̃N − pN )‖ ≤ C
(
‖(−L0)1/2(g̃− g)‖+ εN‖(−L0)1/2g‖

)
.

Proof. Notice first that (4.41) follows immediately by (4.40) and (2.26) in Lemma 2.9,
so that we only need to focus on (4.40).

Similarly to the proof of Proposition 3.3, let Aj = −L0 + HN
n+2−j and Bj =

−L0 −Gn+2−j(L
N (−L0))L0. We add and subtract (−L0)−1/2A−1

j s to the left
hand side of (4.40), use the definition of pN and p̃N in (4.39) and apply triangular
inequality, thus obtaining

‖(−L0)1/2(p̃N − pN )‖ ≤‖(−L0)1/2[A−1
j −B

−1
j ]s‖+ ‖(−L0)1/2A−1

j (s̃− s)‖
=(I) + (II) .

For (I), we exploit (3.21) and get

(I) = ‖(−L0)1/2A−1
j [Bj −Aj ]B−1

j s‖ ≤ ‖(−L0)−1/2[Bj −Aj ]B−1
j s‖

where we used also the non-negativity of HN
n+2−j . Now, by Proposition 3.3 and in

particular (3.10), we have

‖(−L0)−1/2[Bj −Aj ]B−1
j s‖2

= 〈[−HN
n+2−j −Gn+2−j(L

N (−L0))L0]B−1
j s, (−L0)−1[Bj −Aj ]B−1

j s〉

. εN‖(−L0)1/2B−1
j s‖‖(−L0)−1/2[Bj −Aj ]B−1

j s‖

≤ εN
2
‖(−L0)−1/2[Bj −Aj ]B−1

j s‖2 +
εN
2
‖(−L0)1/2B−1

j s‖2.



WEAK COUPLING LIMIT OF THE ANISOTROPIC KPZ EQUATION 35

For N large enough, we can bring the first summand to the left hand side and
conclude that

‖(−L0)−1/2[Bj −Aj ]B−1
j s‖ .

√
εN‖(−L0)1/2B−1

j s‖ ≤
√
εN‖(−L0)−1/2s‖

where the last inequality follows from the fact that −Gn+2−j(L
N (−L0))L0 is a

non-negative operator.
For (II), similar arguments provide the following bound:

(II) = ‖(−L0)1/2(−L0 + HN
n+2−j)

−1(s̃− s)‖ ≤ ‖(−L0)−1/2(s̃− s)‖

so that (4.40) follows by putting these two bounds together. �

We conclude this subsection by showing that, for n fixed and largeN , bN,n ≡ fN,n1

and hN,n ≡ fN,n2 are indeed good approximations of b̃N,n ≡ f̃N,n1 and h̃N,n ≡ f̃N,n2 ,
respectively.

Proposition 4.11. Let n ∈ N be fixed. Then, for a = 1, 2, the following limit holds

(4.42) lim
N→∞

‖(−L0)1/2(̃fN,na − fN,na )‖ = 0 .

Proof. Notice that it suffices to show that for all j = a, . . . , n

(4.43) lim
N→∞

‖(−L0)1/2(̃fN,na,j − fN,na,j )‖ = 0 .

We prove the statement for a = 1 (i.e. fN,na ≡ bN,n), the other case being analogous.
By iteratively applying (4.41) in Lemma 4.10 we obtain

‖(−L0)1/2(b̃N,nj − bN,nj )‖ . ‖(−L0)1/2(b̃N,n1 − bN,n1 )‖+ εN

j−1∑
r=1

‖(−L0)1/2bN,nr ‖.

At this point, recall that b̃N,n1 and bN,n1 are defined by the first lines of (4.13) and (4.14)
respectively, with a = 1. We can therefore apply (4.40) with p = bN,n1 , p̃ = b̃N,n1
and s = s̃ = g1 given in (4.12) and altogether we get
(4.44)

‖(−L0)1/2(b̃N,nj − bN,nj )‖ . εN

(
‖(−L0)−1/2g1‖+

j−1∑
r=1

‖(−L0)1/2bN,nr ‖

)
.

By Proposition 4.6, ‖(−L0)1/2bN,nr ‖ . 1 (the constant hidden into “.” depends
on ‖ψ‖H1(T2) but this is irrelevant for our purposes) while ‖(−L0)−1/2g1‖2 =

2νeff‖ψ‖2H1(T2). Altogether (4.43) and consequently the statement follow. �

4.4. Proof of Theorem 4.3 and Proposition 4.4. The goal of this section is to
prove Theorem 4.3 and Proposition 4.4. We begin with the former.

Proof of Theorem 4.3. We focus first on (4.15) and 4.17. Notice that, since each
of the bN,nj ’s lives in the j-th homogeneous chaos, η(ψ) lives in the first and the
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different chaoses are orthogonal, we have

‖bN,n(η)− η(ψ)‖2 = ‖bN,n1 (η)− η(ψ)‖2 +
n∑
j=2

‖bN,nj ‖2 .

Thanks to Proposition 4.6, the sum goes to 0 as N →∞ (and therefore the same
holds if we afterwards take the limit in n) so that we only need to focus on the first
term. By definition,

‖bN,n1 (η)− η(ψ)‖2 =
∑

k∈Z2\{0}

|ψ̂(k)|2
∣∣∣∣∣ νeff

1 +Gn+1(LN (1
2 |k|2))

− 1

∣∣∣∣∣
2

and we want to take first the limit as N → ∞. Since the term in the second
line is bounded uniformly in N and moreover we have that ψ ∈ H1(T2) hence
ψ ∈ L2(T2), we can apply the dominated convergence theorem to pass the limit
inside the sum. For fixed k, LN (1

2 |k|
2) converges to c as N → ∞ and by the

continuity of Gn+1, we get

lim
N→∞

‖bN,n1 (η)− η(ψ)‖2 = ‖ψ‖2L2(T2)

∣∣∣∣ νeff

1 +Gn+1(c)
− 1

∣∣∣∣2 .
Hence, (4.15) follows by taking the limit n→∞ and applying (3.29). On the other
hand, by Proposition 4.6, for every fixed n, limN→∞ ‖hN,n‖ = 0 so that (4.17)
clearly holds.

We now turn to (4.16) and 4.18. Let fN,na be as in (4.14), i.e. fN,n1 = bN,n and
fN,n2 = hN,n. By construction, fN,na lives in the n-th inhomogeneous Wiener-chaos
so that

LN fN,na = LN
n fN,na + AN+ fN,na,n = LN

n f̃N,na + LN
n [fN,na − f̃N,na ] + AN+ fN,na,n

= −ga + LN
n [fN,na − f̃N,na ] + AN+ fN,na,n .

where f̃N,na is the solution of (4.10) for a = 1 and (4.11) for a = 2. Hence, by the
above and the triangular inequality we have

‖(−L0)−1/2
(
LN fN,na +ga

)
‖ ≤ ‖(−L0)−1/2LN

n [fN,na −f̃N,na ]‖+‖(−L0)−1/2AN+ fN,na,n ‖ .

We will separately deal with the two summands above, starting from the first. Now,
by the very definition of LN

n and the properties of L0, AN+ and AN− determined in
Lemma 2.5, the following equality holds

LN
n [fN,na − f̃N,na ] = L0[fN,na − f̃N,na ] +

n−1∑
j=1

AN+ [fN,na,j − f̃N,na,j ] +
n∑
j=2

AN− [fN,na,j − f̃N,na,j ]

where we used that AN−ϕ = 0 if ϕ is in the first chaos. The previous, together
with (2.26) and (2.27) in Lemma 2.9, implies that

‖(−L0)−1/2LN
n [fN,na − f̃N,na ]‖2 . ‖(−L0)1/2[fN,na − f̃N,na ]‖2
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+
n−1∑
j=1

‖(−L0)−1/2AN+ [fN,na,j − f̃N,na,j ]‖2 +
n∑
j=2

‖(−L0)−1/2AN− [fN,na,j − f̃N,na,j ]‖2

.n ‖(−L0)1/2[fN,na − f̃N,na ]‖2

and the right hand side goes to 0 as N →∞ by Proposition 4.11.
We are left with the second summand. Applying once more (2.26), we have

‖(−L0)−1/2AN+ fN,na,n ‖ .T,n ‖(−L0)1/2fN,na,n ‖ .

By Proposition 4.9 and the bound (4.28) in Lemma 4.7 we have

lim
N→∞

‖(−L0)1/2bN,nn ‖2 =
ν2

effG
+,2
n−1(c)‖ψ‖2H1(T2)

2(1 +Gn+1(c))2
.

cn−2

(n− 2)!
‖ψ‖2H1(T2),

lim
N→∞

‖(−L0)1/2hN,nn ‖2 =
1

2
G+,2
n−1(c) .

cn−2

(n− 2)!
.

Since the right hand sides go to 0 as n → ∞, both (4.16) and (4.18) follow at
once. �

We now turn to the proof of Proposition 4.4.

Proof of Proposition 4.4. As an immediate consequence of Proposition 4.9 and
orthogonality of different chaoses, we have the limits

lim
N→∞

‖(−L0)1/2bN,n‖2 =
ν2

eff

2
‖ψ‖2H1(T2)

∑n
j=1G

+,n+2−j
j−1 (c)

(1 +Gn+1(c))2
,

lim
N→∞

‖(−L0)1/2hN,n‖2 =
1

2

n∑
j=2

G+,n+2−j
j−1 (c) ,

lim
N→∞

〈(−L0)1/2bN,n, (−L0)1/2hN,n〉 = 0 ,

the last of which directly implies (4.21). Hence, it remains to argue the validity
of (4.19) and (4.20), for which we proceed as follows. For n ∈ N, consider the
function Sn(x)

def
=
∑n

j=1G
+,n+2−j
j−1 (x). Thanks to the definition of G+,n+2−j

i
in (4.26) and Lemma 4.7 (i) (ii) and (iii), for every n and x ≥ 0

(i) Sn(0) = 1 and Sn(x) ≥ 0
(ii) we have the bounds

Sn(x) ≤ 1 +
n∑
j=2

xj−2

(j − 2)!
. ex and |Sn(x)′| ∨ |Sn(x)′′| . ex ,

(iii) the following relation holds

Sn+1(x)′ =

n+1∑
j=2

G+,n+3−j
j−2 (x)

[1 +Gn+1(x)]2
=

∑n
j=1G

+,n+2−j
j−1 (x)

[1 +Gn+1(x)]2
=

Sn(x)

[1 +Gn+1(x)]2

where we used that G+,n+3−j
0 ≡ 1.
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Arguing as in the proof of Theorem 1.3 and using the fact, showed therein, that Gj
converges uniformly toG given in (3.28), we see that Sn and S′n converge uniformly
on every compact set to S and S′, for S the unique solution to the Cauchy-value
problem

S′ =
S

[1 +G]2
, S(0) = 1 .

S is explicit and given by

S(x) = exp
[ ∫ x

0

dy

[1 +G(y)]2

]
= exp

[ ∫ x

0

dy

2y + 1

]
=
√

2x+ 1 .

Therefore,

lim
n→∞

Sn(c) = lim
n→∞

n∑
j=1

G+,n+2−j
j−1 (c) =

√
2c+ 1 = νeff .

Now, since G(c) =
√

2c+ 1− 1, we immediately deduce that

lim
n→∞

lim
N→∞

‖(−L0)1/2bN,n‖2 =
ν2

eff

2
‖ψ‖2H1(T2) lim

n→∞

Sn(c)

(1 +Gn+1(c))2
=
νeff

2

so that (4.19) holds, and

lim
n→∞

lim
N→∞

‖(−L0)1/2hN,n‖2 = lim
n→∞

Sn(c)− 1

2
=
νeff − 1

2

which concludes the proof. �

5. The convergence

The goal of this section is to prove the main result of the present paper, namely
Theorem 1.4, but first we need to recall some preliminary facts.

For N ∈ N, let hN be defined as in (1.7). Recall that uN def
= (−∆)1/2hN and

ĥN (0) respectively solve (2.1) and (2.11). Itô’s formula ensures that for T > 0 and
all t ∈ [0, T ] the following equality holds for any smooth function f, say with a finite
chaos expansion,

(5.1) f(uNt )− f(η)−
∫ t

0
LN f(uNs )ds = Mt(f)

where Mt(f) is the martingale given by

(5.2) Mt(f) =

∫ t

0

∑
k∈Z2\{0}

|k|Dkf(u
N
s ) dBs(k)

whose quadratic variation is

(5.3) 〈M·(f)〉t =

∫ t

0

∑
k∈Z2\{0}

|k|2
∣∣Dkf(u

N
s )
∣∣2ds .

We will apply these formulas especially in the case f = fN,na , a = 1, 2, where the
latter is defined according to (4.14). We start by studying the behaviour of the
martingale in (5.2) and its quadratic variation in (5.3) in these cases.
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5.1. The martingales. In this section, we focus on the martingale (5.2). Our goal
is to prove the following theorem which on the one hand shows that, as N →∞, its
quadratic variation in (5.3) converges in mean square to a deterministic function of
time, while on the other determines the limit as first N and then n→∞ of such a
function.

Theorem 5.1. Let Ψ ∈ C∞(T2) and define ψ0 and ψ according to (1.19). Let
fN,n

def
= bN,n + ψ0h

N,n = fN,n1 + ψ0f
N,n
2 and Mt(f

N,n) be the martingale defined
according to (5.2) with quadratic variation 〈M·(fN,n)〉t given in (5.3). Then, for all
t ≥ 0 the following holds

(5.4) lim
N→∞

Var(〈M·(fN,n)〉t) = 0

and

(5.5) lim
n→∞

lim
N→∞

E[〈M·(fN,n)〉t] = t×
(
νeff‖Ψ‖2L2(T2) − ψ

2
0

)
.

Remark 5.2. Note that, because of νeff ≥ 1, the r.h.s. of (5.5) is indeed positive.
The reason why the quadratic variation has the extra factor−tψ2

0 with respect to that
of MΨ

t (see (4.3)) is, roughly speaking, that the latter also contains a term ψ0Bt(0),
which is the independent standard Brownian motion appearing in the equation (2.11)
of the zero mode of hN . This issue is further expanded in Section 5.2 below.

We begin by proving (5.5), which is direct consequence of Proposition 4.4. The
proof of (5.4) is much more involved and is deferred to Section 5.3.

Proof of (5.5). Notice that by (5.3) and the definition (2.21) of the energy EN , we
have

E[〈M·(fN,n)〉t] =

∫ t

0
E
[ ∑
k∈Z2

|k|2
∣∣Dkf

N,n(uNs )
∣∣2]ds = tE[EN (fN,n)]

= 2t‖(−L0)1/2fN,n‖2

where in the last step we applied (2.22). Notice that

‖(−L0)1/2(bN,n + ψ0h
N,n)‖2 =‖(−L0)1/2bN,n‖2 + ψ2

0‖(−L0)1/2hN,n‖2

+ 2ψ0〈(−L0)1/2bN,n, (−L0)1/2hN,n〉 .

The double limit of each of the summands at the right hand side was determined
in (4.19), (4.20) and (4.21) in Proposition 4.4 and gives exactly 1

2(νeff‖Ψ‖2L2(T2)−ψ
2
0)

(see (1.20)), so that (5.5) follows at once. �

5.2. Proof of Theorem 1.4. Before turning to the proof of Theorem 1.4, let us give
two statements which are immediate consequences of Theorem 4.3 and the Itô trick,
Lemma 2.6.

Proposition 5.3. For N ∈ N, let uN be the unique stationary solution to (2.1). Let
n ∈ N and fN,na , a = 1, 2 be defined according to (4.14). Let g ∈ {g1, g2}, where
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the ga’s, a = 1, 2, be those in (4.12). Then, the process RN,n
t (uN ) given by

(5.6) R
fN,na
t (uN )

def
=

∫ t

0
LN fN,na (uNs )ds+

∫ t

0
ga(u

N
s )ds

is such that for all p ≥ 2 and all T > 0

(5.7) lim
n→∞

limsup
N→∞

E
[

sup
t∈[0,T ]

∣∣∣RfN,na
t (uN )

∣∣∣p] 1
p

= 0 .

Proof. Notice that by the Itô trick, in particular (2.19), we have

E
[

sup
t∈[0,T ]

∣∣∣RfN,na
t (uN )

∣∣∣p] 1
p
. ‖(−L0)−1/2

(
LN fN,na + ga

)
‖

which, by (4.16) and (4.18) in Theorem 4.3, converges to 0 in the limitN →∞ first
and n→∞ after. �

The following immediate corollary shows how to rewrite the 0-th Fourier mode
of hN in terms of uN and the observable hN,n.

Corollary 5.4. ForN, n ∈ N, let hN,n be defined according to (4.14)with g2 = nN0 .
Then, with RhN,n given by (5.6) and Mt(h

N,n) the martingale defined in (5.1),

(5.8) ĥNt (0)− χ̂(0) = hN,n(η)− hN,n(uNt ) +R
hN,n

t (uN ) +Mt(h
N,n) +Bt(0) .

Proof. By (2.11), we have

ĥNt (0)− χ̂(0) =

∫ t

0
NN

0 [uNs ]ds+Bt(0) =

∫ t

0
nN0 (uNs )ds+Bt(0) .

Applying (5.1) to fN,n2 = hN,n and exploiting (5.6) we obtain∫ t

0
nN0 (uNs )ds = hN,n(η)− hN,n(uNt ) + R

hN,n

t (uN ) + Mt(h
N,n)

from which the statement follows at once. �

We are now ready for the proof of Theorem 1.4.

Proof of Theorem 1.4. Let T > 0 and h a limit point for hN in C([0, T ], D′(T2)),
which exists in view of Theorem 2.3. To establish the theorem, we will prove that
h satisfies the Martingale Problem in Definition 4.1 for which we need to verify
that the processes MΨ and ΓΨ defined in (4.2) and (4.3) respectively, are (local)
martingales. The latter in turn follows, once we show that for all 0 ≤ s ≤ t ≤ T , all
Ψ ∈ C∞(T2) and all bounded continuous function G : C([0, s], D′(T2))→ R we
have

(5.9) E
[(
δs,tM

Ψ
·

)
G(h�[0,s])

]
= 0 = E

[(
δs,tΓ

Ψ
·

)
G(h�[0,s])

]
,

where from here onwards, to compactify the notations, we will denote the time
increment of a generic function f by δs,tf·

def
= ft−fs and its restriction to an interval
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[0, s] by f�[0,s]. Let us begin with the first equality, which holds if

E
[(
δs,tM

Ψ
·

)
G(h�[0,s])

]
(5.10)

= lim
n→∞

lim
N→∞

E
[(
δs,tM·(b

N,n) + ψ0δs,tM·(h
N,n) + ψ0δs,tB·(0)

)
G(hN�[0,s])

]
,

where bN,n, hN,n are the observables defined according to (4.14) with a = 1 and
a = 2 respectively. Indeed, since B(0) is a Brownian motion and both M(bN,n)
and M(hN,n) are martingales, the expectation at the right hand side equals 0 for all
n, N ∈ N.

Set as usual u def
= (−∆)1/2h and, with the notations introduced in (1.19), (1.21)

gives

δs,tM
Ψ
· = δs,th·(Ψ)− νeff

2

∫ t

s
hr(∆Ψ)dr

= δs,tu·(ψ)−
∫ t

s
Leff

0 ur(ψ)dr + ψ0 δs,tĥ·(0) .

We now want to replace u and h in the expectation with uN and hN . To do so we
proceed as in the proof of [GP20, Theorem 4.6]. Note that if F1, F2 ∈ L2(η) and
F2 is a bounded cylinder function, then

limsup
N→∞

∣∣∣E[F1(ur)G(h�[0,s])
]
−E

[
F1(uNr )G(hN�[0,s])

]∣∣∣
. E

[
|F1(ur)− F2(ur)|

]
+ limsup

N→∞
E
[
|F1(uNr )− F2(uNr )|

]
+ limsup

N→∞

∣∣∣E[F2(ur)G(h�[0,s])
]
−E

[
F2(uNr )G(hN�[0,s])

]∣∣∣(5.11)

. E
[
|F1(ur)− F2(ur)|2

] 1
2 + limsup

N→∞
E
[
|F1(uNr )− F2(uNr )|2

] 1
2 = 2‖F1 − F2‖

where r is either s or t, in the first step we used thatG is bounded and, in the passage
from the second to the third inequality, that hN converges in law to h to conclude
that the third summand converges to 0. We also employed the fact that the law of uNr
for fixed r is independent of r,N . Since we can approximate arbitrarily well general
elements in L2(η) with bounded cylinder functions, it follows that the right hand
side of (5.11) is arbitrarily small and therefore the left hand side is zero. Hence, the
left hand side of (5.10) equals

(5.12)
lim
N→∞

E
[(
δs,tu

N
· (ψ)−

∫ t

s
Leff

0 uNr (ψ)dr
)
G(hN�[0,s])

]
+ ψ0 lim

N→∞
E
[
δs,tĥ

N
· (0)G(hN�[0,s])

]
and wewill separately consider the two summands. For the first, we need to substitute
uN· (ψ) with bN,n and Leff

0 uNr (ψ) with LNbN,n(uN ). To do so, Cauchy-Schwarz
inequality and boundedness of G give for r ∈ {s, t}

(5.13)
∣∣∣E[(uNr (ψ)− bN,n(uNr )

)
G(hN�[0,s])

]∣∣∣ . ‖η(ψ)− bN,n(η)‖ .
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and by (4.15) in Theorem 4.3, the right hand side converges to 0 as N →∞ first
and n→∞ after. On the other hand, (5.6) applied to bN,n implies∫ t

s
Leff

0 uNr (ψ)dr = −
∫ t

s
g1(uNr )dr =

∫ t

s
LNbN,n(uNr )dr − δs,tRbN,n

· (uN )

where g1 is defined in (4.12) and, arguing as in (5.13), we have for all r ∈ [0, t]

(5.14)
∣∣∣E[RbN,n

r (uN )G(hN�[0,s])
]∣∣∣ . E

[
sup
t∈[0,T ]

∣∣∣RbN,n

t (uN )
∣∣∣2] 1

2
,

and, by (5.7), the right hand side converges to 0 if we let N →∞ and then n→∞.
Hence, the first summand of (5.12) equals

lim
N→∞

E
[(
δs,tb

N,n(uN· )−
∫ t

s
LNbN,n(uNr )dr

)
G(hN�[0,s])

]
up to an error term which is controlled by the right hand sides of (5.13) and (5.14).
Since further the first summand of (5.12) is independent of n, we can take the limit
for n→∞ and, by Itô’s formula (5.1) applied to bN,n, we obtain

lim
N→∞

E
[(
δs,tu

N
· (ψ)−

∫ t

s
Leff

0 uNr (ψ)dr
)
G(hN�[0,s])

]
= lim

n→∞
lim
N→∞

E
[(
δs,tM·(b

N,n)
)
G(hN�[0,s])

]
= 0 .

It remains to treat the second summand in (5.12). Setting ψ0 aside, thanks to
Corollary 5.4, it equals

lim
n→∞

lim
N→∞

E
[(
− δs,thN,n(uN· ) + δs,tR

hN,n

· (uN )

+ δs,tMt(h
N,n) + δs,tB·(0)

)
G(hN�[0,s])

]
.

Now, the term containing the increment of RhN,n
· (uN ) can be treated as in (5.14)

and therefore does not contribute. The same holds for the first summand, since we
can argue as in (5.13) but using (4.17) in Theorem 4.3. Hence, (5.10) follows and
so does the first equality in (5.9).

We now turn to ΓΨ, for which, using arguments similar to those exploited above,
we obtain

(5.15)

E
[(
δs,tΓ

Ψ
·

)
G(h�[0,s])

]
= lim

n→∞
lim
N→∞

E
[(
δs,t(M

N,n
· )2 − νeff(t− s)‖Ψ‖2L2(T2)

)
G(hN�[0,s])

]
= lim

n→∞
lim
N→∞

E
[(
δs,t〈MN,n

· 〉· − νeff(t− s)‖Ψ‖2L2(T2)

)
G(hN�[0,s])

]
where we have set

M
N,n
t

def
= Mt(b

N,n) + ψ0(Mt(h
N,n) +Bt(0)) = Mt(b

N,n + ψ0h
N,n) + ψ0Bt(0)
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and, in the last step, used that, by definition of quadratic variation, (MN,n
· )2−〈MN,n

· 〉·
is a martingale. Notice that by construction both {uN· (k)}k 6=0 and {B(k)}k 6=0 are
independent of B·(0) so that the quadratic variation of MN,n is given by

(5.16) 〈MN,n
· 〉t = 〈M·(bN,n + ψ0h

N,n)〉t + ψ2
0 t , for all t ≥ 0.

By (5.4) in Theorem 5.1, we can replace the quadratic variation by its expectation,
so that the limit in (5.15) equals

E
[
G(h�[0,s])

]
lim
n→∞

lim
N→∞

(
E
[
〈MN,n
· 〉t− 〈MN,n

· 〉s
]
− νeff(t− s)‖Ψ‖2L2(T2)

)
= 0

and the last equality follows by (5.5) and (5.16). Hence, both equalities in (5.9) hold
and the proof in concluded. �

5.3. The variance of the quadratic variation. Notice at first that, using (5.3), we
can write the variance of the quadratic variation as
(5.17)

Var(〈M·(fN,n)〉t) = E

[(∫ t

0
FN,n(uNs )ds

)2
]1/2

. t1/2‖(−L0)−1/2FN,n‖

where the last inequality follows by (2.19), FN,n is the cylinder function given by

(5.18) FN,n(η)
def
=
∑
k∈Z2

|k|2
(
|Dkf

N,n(η)|2 − E
[
|Dkf

N,n(η)|2
])

and the Malliavin derivative Dk was defined in (2.15). Since fN,n =
∑n

j=1 f
N,n
j ,

FN,n(η) can be written as

FN,n(η) =

n∑
j1,j2=1

FN,nj1,j2
(η)

def
=

n∑
j1,j2=1

∑
k∈Z2

|k|2FN,nj1,j2;k(η)(5.19)

def
=

n∑
j1,j2=1

∑
k∈Z2

|k|2
(
Dkf

N,n
j1

(η)D−kf
N,n
j2

(η)− E
[
Dkf

N,n
j1

(η)D−kf
N,n
j2

(η)
])

where we used the fact that (Dkf(η))∗ = D−kf(η), if f is real-valued. In view
of (5.17), (5.4) follows once we prove that limN→∞ ‖(−L0)−1/2FN,n‖ = 0 at fixed
n. Hence, it is sufficient to show

(5.20) lim
N→∞

‖(−L0)−1/2FN,nj1,j2
‖ = 0

separately for every j1, j2 ≤ n.
Up to this point, we have not used the definition of fN,nj and it is time to do so.

Recall that fN,n = fN,n1 + ψ0f
N,n
2 with fN,na defined as in (4.14), with a = 1, 2. As

a consequence, to prove (5.20) it is enough to show

(5.21) lim
N→∞

‖(−L0)−1/2FN,na1,j1;a2,j2
‖ = 0, FN,na1,j1;a2,j2

=
∑
k

|k|2FN,na1,j1;a2,j2;k

for every a1, a2 ∈ {1, 2}, where FN,na1,j1;a2,j2
and FN,na1,j1;a2,j2;k are defined similarly

to FN,nj1,j2
,FN,nj1,j2;k in (5.19), with the only difference that fN,nj1

, fN,nj2
are replaced by
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fN,na1,j1
, fN,na2,j2

. Recall from (4.14) that fN,na,j is zero unless a ≤ j ≤ n, so that (5.21)
has to be checked only for a1 ≤ j1 ≤ n, a2 ≤ j2 ≤ n.

Before proceeding, we need to recall a couple of useful properties about Wick
polynomials : η̂(p1) . . . η̂(pn) : in the specific case where η is a white noise, so that
(2.6) holds (see [Jan97, Chap. 3]). Let us begin with the following definition.

Definition 5.5. For n, m ∈ N, we will denote by G[n,m] the set of collections
G of disjoint edges connecting a point in V n

1
def
= {(1, i) : i = 1, . . . , n} to one in

V m
2

def
= {(2, j) : j = 1, . . . ,m} and by V [G] the subset of vertices in V n,m

1,2
def
= V1∪V2

which are not endpoints of any edge in G.

If a random variable f ∈Hn, n ≥ 1 is written as

f(η) =
∑
p1:n

f̂n(p1:n) : η̂(p1) . . . η̂(pn) :

with a symmetric kernel f̂ and Dk is the Malliavin derivative (2.15), then

(5.22) Dkf(η) = n
∑
p1:n−1

f̂n(p1:n−1, k) : η̂(p1) . . . η̂(pn−1) : .

Further, with the conventions ofDefinition 5.5, the product of twoWick’s polynomials
is given by [Jan97, Th. 3.15]

(5.23) :
∏
v∈V n1

η̂(pv) ::
∏
v∈Vm2

η̂(pv) : =
∑

G∈G[n,m]

∏
(a,b)∈G

1pa=−pb :
∏

v∈V [G]

η̂(pv): .

Since Wick products are centered, the expectation of the left hand side of (5.23)
consists of the sum of the terms such that V [G] = ∅, which is possible only if
n = m.

We now get back to

FNk (η)
def
= FNa1,j1;a2,j2;k

in (5.21) where we dropped the indices n, j1, j2, a1, a2 of FN,na1,j1;a2,j2;k since these
arguments are fixed, and we will keep only the dependence on k, which is summed
over, and N over which we take the limit.

Using the properties of Wick products introduced above, one can write

FNk (η) = j1j2
∑

G∈G[j1−1,j2−1]:
V [G] 6=∅

FNk;G(η)

def
= j1j2

∑
G,`v

∏
(a,b)∈G

1`a=−`b f̂
N,n
a1,j1

(`|V1 , k)̂fN,na2,j2
(`|V2 ,−k):

∏
v∈V [G]

η̂(`v): ,(5.24)

where in the second line the sum runs overG ∈ G[j1−1, j2−1] such that V [G] 6= ∅
and `v ∈ Z2 \ {0}, v ∈ V1,2, and we adopted the notation `|V1

def
= (`v)v∈V1 and
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we set V1 ≡ V j1−1
1 , V2 ≡ V j2−1

2 , V1,2 ≡ V j1−1,j2−1
1,2 . Since the cardinality of

G[j1 − 1, j2 − 1] does not depend on N , to prove (5.20) it is enough to prove

(5.25) lim
N→∞

‖(−L0)−1/2FNG‖ = 0 , FNG
def
=
∑
k∈Z2

|k|2FNk;G

for every G ∈ G[j1 − 1, j2 − 1], V [G] 6= ∅.
In order to see that (5.25) holds true, we need to exploit the specific form of the

f̂N,n and are therefore forced to distinguish two cases: either both jx, x = 1, 2 are
strictly larger than ax, or at least one of them equals ax. We will start with the
former, which requires the most work.

5.3.1. The case j1 > a1, j2 > a2. Fix a = 1, 2 and a+ 1 ≤ j ≤ n. Then, with Sj
the set of permutations of j elements,

fN,na,j = (−L0[1 +Gn+2−j(L
N (−L0))])−1AN+ fN,na,j−1

=
λ̂√

logN

∑
`1:j∈Z2j\{0}

2

|`1:j |2[1 +Gn+2−j(LN (|`1:j |2/2))]
(5.26)

× 1

j!

∑
σ∈Sj

KN
`σ(1),`σ(2)

|`σ(1) + `σ(2) |̂f
N,n
a,j−1(`σ(1) + `σ(2), `σ(3):σ(j)):

j∏
i=1

η̂(`i):

and the coefficient of :
∏j
i=1 η̂(`i): defines f̂N,na,j (`1:j), i.e.

(5.27)

f̂N,na,j (`1:j) =
∑
σ∈Sj

f̂N,na,j,σ(`1:j)

def
=
∑
σ∈Sj

1

j!

2λ̂√
logN

KN
`σ(1),`σ(2)

|`σ(1) + `σ(2)|
|`1:j |2[1 +Gn+2−j(LN (|`1:j |2/2))]

× f̂N,na,j−1(`σ(1) + `σ(2), `σ(3):σ(j)).

This whole expression should be plugged into the definition of FNG , both for f̂
N,n
a1,j1

and for f̂N,na2,j2
. Since the cardinality of Sj does not depend on N , to obtain (5.25) it

is sufficient to show that, for every σ(1) ∈ Sj1 , σ(2) ∈ Sj2 one has

(5.28) lim
N→∞

‖(−L0)−1/2FN
G,σ(1),σ(2)‖ = 0

where

FN
G,σ(1),σ(2)

def
=
∑
k

|k|2
∑

`v∈Z2\{0}
v∈V1,2

∏
(a,b)∈G

1`a=−`b

× f̂N,n
a1,j1,σ(1)(`|V1 , k)̂fN,n

a2,j2,σ(2)(`|V2 ,−k):
∏

v∈V [G]

η̂(`v): .
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To continue, we observe that

(−L0)−1:η̂(q1) . . . η̂(qn): =
2∑

i≤n |qi|2
:η̂(q1) . . . η̂(qn): .

Altogether, this implies that

‖(−L0)−1/2FN
G,σ(1),σ(2)‖2

(5.29)

= 2
∑
k,k′

|k|2 |k′|2
∑
`v , `′v
v∈V1,2

( ∏
(a,b)∈G

1`a=−`b
`′a=−`′b

)
E
[
:
∏

v∈V [G]

η̂(`v)::
∏

v∈V [G]

η̂(`′v):
]

×
f̂N,n
a1,j1,σ(1)(`|V1 , k)̂fN,n

a2,j2,σ(2)(`|V2 ,−k)̂fN,n
a1,j1,σ(1)(`|′V1

, k′)̂fN,n
a2,j2,σ(2)(`|′V2

,−k′)∑
v∈V [G] |`v|2

.

In order to express the expectation above, let P[G] be the set of bijections of V [G]
to itself which we think of as a set of edges whose first endpoint is in V [G] and the
second in an identical copy of V [G]. Then, by the observation just after (5.23), we
have

E
[
:
∏

v∈V [G]

η̂(`v)::
∏

v∈V [G]

η̂(`′v):
]

=
∑

P∈P[G]

∏
(v,w)∈P

1`v=−`′w .

Once more, note that the cardinality of P[G] is bounded independently ofN so that
it is sufficient to show that, for every P ∈ P[G],

∑
k,k′

|k|2 |k′|2
∑
`v , `′v
v∈V1,2

∏
(a,b)∈G

1`a=−`b
`′a=−`′b

∏
(v,w)∈P

1`v=−`′w

(5.30)

×
f̂N,n
a1,j1,σ(1)(`|V1 , k)̂fN,n

a2,j2,σ(2)(`|V2 ,−k)̂fN,n
a1,j1,σ(1)(`|′V1

, k′)̂fN,n
a2,j2,σ(2)(`|′V2

,−k′)∑
v∈V [G] |`v|2

tends to zero as N →∞.
Since in (5.30) we will take absolute values and we want to take the limitN →∞

for the ji’s fixed, in the definition (5.27) of f̂N,na,j,σ we can drop the factor 2λ̂/j!, we
can bound KN with the indicator function of its arguments being smaller than N
and neglect the functionsGn+2−j’s, as they are positive. Therefore, we need to show
that for every j1 > a1, j2 > a2, G ∈ G[j1 − 1, j2 − 2] with V [G] 6= ∅, P ∈ P[G]
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and permutations σ(1), σ(2), the quantity

1

(logN)2

∑
k,k′

∑
`v , `′v
v∈V1,2

|k|2 |k′|2∑
v∈V [G] |`v|2

∏
(a,b)∈G

1`a=−`b
`′a=−`′b

∏
(v,w)∈P

1`v=−`′w

(5.31)

×
ta1,j1,σ(1)(`|V1 , k) ta2,j2,σ(2)(`|V2 ,−k) ta1,j1,σ(1)(`|′V1

, k′) ta2,j2,σ(2)(`|′V2
,−k′)

(|`|V1 |2 + |k|2)(|`|V2 |2 + |k|2)(|`|′V1
|2 + |k′|2)(|`|′V2

|2 + |k′|2)

tends to zero as N →∞, where
(5.32)
ta,j,σ(q1:j)

def
= |qσ(1) + qσ(2)| |̂f

N,n
a,j−1(qσ(1) + qσ(2), qσ(3):σ(j))|1|qσ(1)|,|qσ(2)|≤N .

To make formula (5.31) more readable, let us introduce the following conventions.
Let G̃ be the graph given by an identical copy ofGwhose vertex set is V3,4

def
= V3∪V4

where V3
def
= {(3, i) : i = 1, . . . , j1− 1} and V4

def
= {(4, i) : i = 1, . . . , j2− 1}, and

whose edges are such that ((3, a), (4, b)) ∈ G̃ iff ((1, a), (2, b)) ∈ G. Accordingly,
we view P as a bijection from V [G] to V [G̃], i.e. as the set of edges connecting a
variable p(u,i) for u ∈ {1, 2} with another variable p(v,j) with v ∈ {3, 4}. Then, we
set

(5.33) γ
def
= G ∪ G̃ ∪ P ∪ {((1, 0), (2, 0)), ((3, 0), (4, 0))},

which is the edge set of a graph whose vertices are those in V def
= V1,2 ∪ V3,4 ∪

{(u, 0) : u = 1, . . . , 4}, |V | = 2(j1 + j2) and which has j1 + j2 edges. We redefine
the momentum variables `, `′ by introducing p(u,i), u = 1, . . . , 4 where p(1,i)

def
= `v,

p(3,i)
def
= `′v for v = (1, i) and i ≤ j1 − 1, and p(2,i)

def
= `v, p(4,i)

def
= `′v for v = (2, i)

and i ≤ j2 − 1, and p(1,0) = −p(2,0)
def
= k and p(3,0) = −p(4,0)

def
= k′. Then (5.31)

reads

(5.34)

1

(logN)2

∑
p(u,i)

(u,i)∈V

1∑
(u,a)∈V [G] |p(u,a)|2

×
∏

((u,i),(v,j))∈γ

1p(u,i)=−p(v,j)

4∏
u=1

|p(u,0)||tu(p(u))|
|p(u)|2

,

and in Figure 1 we provide graphical representation to which we will refer throughout.
Here, for each (u, i) ∈ V , p(u,i) takes values inZ2\{0}with the additional constraint
that |p(u,i)| ≤ N if p(u,i) is one of the eight variables inside one of the blue rectangles
(this comes from the indicator in (5.32)). Also, we introduced the shorthand notations
p(u)

def
= (p(u,0), . . . , p(u,ju−1)) and

(5.35) tu
def
= tau,ju,σ(u)

where

(5.36) ju = j1 for u ∈ {1, 3} and ju = j2 for u ∈ {2, 4}
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p(1,0) p(1,1) p(1,2) p(1,j1−1)

p(2,0) p(2,1) p(2,2) p(2,j2−1)

p(3,0) p(3,1) p(3,j1−1)

p(4,0) p(4,1) p(4,2) p(4,j2−1)

t1(p(1))

t2(p(2))

t3(p(3))

t4(p(4))

Figure 1. A graphical representation of formula (5.34) for j1 =
6, j2 = 4. Each of the four horizontal strings of dots represent
the vertices in V1, . . . , V4 and to each line we associate the corre-
sponding factor tu. An edge connecting two dots means that the
variables labelled by the two endpoints coincide modulo a sign
change. Thick edges correspond to edges in G, G̃ (note that they
are repeated identically in the first and second pair of rows) while
dashed edges correspond to edges in P . There is necessarily at
least one dashed line, as V [G] is non-empty. In fact, the collection
of endpoints of dashed lines in the first two rows is exactly V [G].
The two dotted edges are present in every Feynman diagram γ
and encode the conditions p(1,0) = −p(2,0) and p(3,0) = −p(4,0).
Finally, the positions of the rectangles depend on the permuta-
tion σ and correspond to the variables which are added up in t(i)

(see (5.32)) - for instance, in the first line they represent p(1,0)+p(1,1)

in t(1)(p(1)) = ta1,j1,σ(1)(p(1)). Rectangles can either contain one
of the variables p(u,0), u = 1, . . . , 4 (as in row 1) or not (as in
row 2). Note that the two vertices contained in a rectangle are in
the same row but need not be adjacent, although for clarity of the
pictures we will always draw cases where they are.

and an analogous definition holds for σ(u), au.
We call Γ[j1, j2] the set of all allowed Feynman diagrams (this includes the

constraint that P is non-empty), whose graph γ is necessarily of the form (5.33).
Altogether, up to now we have proved the following proposition.

Proposition 5.6. If (5.34) converges to zero as N → ∞ for every γ ∈ Γ[j1, j2],
then (5.25) (and hence (5.21)) holds with j1 > a1, j2 > a2.

It is important for what follows to note that, when applying the definition (5.32)
of ta,j,σ(q1:j) for instance to ta1,j1,σ(1)(p(1)), it may happen that the two summed
variables qσ(1) + qσ(2) (i.e. the variables in the rectangle of row 1) are two of
the variables p(1,i), i ≥ 1, or that it is the sum of p(1,0) plus one of the variables
p(1,i), i ≥ 1. This depends on the chosen permutation σ(1). In fact, we are going to
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estimate the Feynman diagrams differently according to the number κ ∈ {0, . . . , 4}
of indices u = 1, . . . , 4 such that the variable p(u,0) is contained in the rectangle
of row u. We denote by Γκ[j1, j2] ⊂ Γ[j1, j2] the set of Feynman diagrams such
that the quantity of u ∈ {1, 2, 3, 4} with the property that p(u,0) is contained in a
rectangle equals κ. Actually, since the positions of the rectangles in rows 1, 2 is the
same as in rows 3, 4, only the values κ = 0, 2, 4 can occur. The crucial estimate is
the content of the following proposition.

Proposition 5.7. Let j1 > a1, j2 > a2. For every diagram γ ∈ Γκ[j1, j2], κ = 0, 2,
(5.34) is upper bounded by an N -independent constant times

(5.37)
1

(logN)(4−κ)/2
‖(−L0)1/2fN,na1,j1−1‖

2‖(−L0)1/2fN,na2,j2−1‖
2.

If instead κ = 4, then (5.34) is upper bounded by the supremum of 1/(logN)2 times

(5.38) ‖(−L0)1/2fN,na1,j1−1‖
2‖(−L0)1/2fN,na2,j2−1‖

2

and the product (5.38) where, in at least one of the four norms ‖(−L0)1/2fN,nai,ji−1‖
the operator (−L0)

1
2 is replaced by S, which in turn is the diagonal operator whose

Fourier multipliers σ = (σn)n act as

(5.39) σn(k1:n)
def
=
∑
π∈Sn

|kπ(1)|2

|kπ(2)|
, k1:n ∈ Z2n \ {0}, for all n ≥ 2

while σn ≡ 0, n ≤ 1.

The proof of these estimates is a based on a very elaborate and iterative procedure,
and it is deferred to Section 5.4.

Remark 5.8. The most challenging case is κ = 4. We will see that in this case, the
denominator

∑
(u,a)∈V [G] |p(u,a)|2 - due to the existence of at least one dashed line

- is crucial in the estimate. Recall also that this denominator originates from the
operator (−L0)−1 in (5.17).

We need the following estimate concerning the action of the operator S, whose
proof is deferred to Appendix B.

Proposition 5.9. For any a = 1, 2, n ∈ N, a ≤ j ≤ n one has

lim
N→∞

‖S
1
2 fN,na,j ‖ = 0.

In Section 5.3.3 we will show how the previous estimates imply (5.25). Before
doing that, we need to consider the case where j1 = a1 and/or j2 = a2, that we have
left aside for the moment.

5.3.2. The case where j1 = a1 and/or j2 = a2. In this section we consider the
case where either j1 = a1 or j2 = a2, or both. Recall that we need to prove (5.21).
Note that the case j1 = a1 = 1 = a2 = j2 is trivial: since fN,n1,1 belongs to the first
Wiener chaos, Dkf

N,n
1,1 is a constant and one sees immediately from its definition

that FN,n1,1;1,1 vanishes identically. Note also that if a1 = j1 then the function fN,na1,j1
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that appears in the definition of FN,na1,j1;j2,a2
is given by the first line in (4.14) so that

(recall the definition of g1, g2) its kernels are

(5.40) f̂N,n1,1 (k) = νeff
ψ̂(k)

1 +Gn+1(LN (|k|2/2))

and

(5.41) f̂N,n2,2 (k1, k2) = λN1k1=−k2

KN
k1,−k1

|k1|2(1 +Gn(LN (|k1|2)))
,

respectively. One can first of all deal with the case where both a1 = j1 and a2 = j2.

Proposition 5.10. One has FN,n2,2;1,1 ≡ 0,

‖(−L0)−1/2FN,n2,2;1,1‖
2 .

1

logN
‖ψ‖2H1(T2)

and

‖(−L0)−1/2FN,n2,2;2,2‖
2 .

1

(logN)2
.

These bounds follow from a direct computation, using Gn ≥ 0 and the explicit
expressions of the kernels (5.40) and (5.41); we omit the details.

The last two cases that can occur are
• j1 = a1 = 1 and j2 > a2 (or j2 = a2 = 1, j1 > a1);
• j1 = a1 = 2 and j2 > a2 (or j2 = a2 = 2 and j1 > a1).

We start with the former. In this case, the function fN,na1,j1
that appears in the definition

of FN,n1,1;j2,a2
is given by (5.40), while fN,na2,j2

is given as in (5.26). Proceeding as
in Section 5.3.1, one can derive a bound for ‖(−L0)−

1
2FN,n1,1;a2,j2

‖2 as a sum over
diagrams γ ∈ Γ[1, j2], whose terms are similar to (5.34). The diagrams γ ∈ Γ[1, j2]
(see Figure 2 left for an example) have a simpler geometry than those in Γ[j1, j2]
with j1 > a1, j2 > a2, introduced in the previous section. Note first that the
graph G ∈ G[j1 − 1, j2 − 1] (see (5.24)) in each γ ∈ Γ[1, j2] is empty, because
j1 − 1 = 0. As a consequence, in the left drawing of Figure 2, there are no thick
lines between the first and second (or between third and fourth) rows. This implies
that V [G] = V2 = {(2, i), i = 1, . . . , j2 − 1}. For the same reason, the first and
third row contain a single vertex, which are p(1,0) and p(3,0), and there are rectangles
only in the second and fourth rows. The analog of (5.34) is then the following upper
bound on the contribution from γ ∈ Γ[1, j2] to ‖(−L0)−

1
2FN,n1,1;a2,j2

‖2

(5.42)

1

logN

∑
p(u,i)

(u,i)∈V

1∑
(u,a)∈V2

|p(u,a)|2

×
∏

((u,i),(v,j))∈γ

1p(u,i)=−p(v,j)

∏
u=2,4

|p(u,0)||tu(p(u))|
|p(u)|2

∏
u=1,3

|fN,n1,1 (p(u,0))| .
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p(1,0) p(1,0) p(1,1)

p(2,0)

p(3,0)

p(4,0)

p(2,1) p(2,j2−1)

p(4,j2−1)p(4,1)

p(2,0)

p(2,1) p(2,j2−1)

p(3,0)

p(4,0) p(4,1) p(4,j2−1)

Figure 2. Left: A Feynman diagram in the case j1 = a1 = 1
and j2 = 4. In this example, the rectangles do not contain the
vertices (2, 0), (4, 0), that is, κ = 0. Right: a diagram in the case
j1 = a1 = 2 and j2 = 3. The horizontal dashed lines in the
first/third rows indicate that, because of the form of the kernel of
fN,n2,2 (see (5.41)), the two variables at the endpoints take opposite
values.

Note that the prefactor (logN)−2 of (5.34) is replaced here by (logN)−1, because
the functions fN,n1,1 have no logarithmic factor in front. The direct analog of
Proposition 5.6 is the following.

Proposition 5.11. If (5.42) converges to zero as N → ∞ for every γ ∈ Γ[1, j2]
with j2 > a2, then (5.25) (and hence (5.21)) holds with j1 = 1, j2 > a2.

In order to bound the sum in (5.42), again one has to distinguish diagrams γ
according to the number κ ∈ {0, 2} of rows with index u ∈ {2, 4} such that the
rectangle includes the vertex (u, 0). As a result, we have the next proposition.

Proposition 5.12. If j1 = a1 = 1 and j2 > a2, for diagrams γ with κ = 0, (5.42)
is upper bounded by

(5.43)
1

logN
‖(−L0)1/2fN,na2,j2−1‖

2‖ψ‖2H1(T2).

If instead κ = 2, then (5.42) is bounded by

‖ψ‖2H1(T2) ×max

[
1

logN
‖(−L0)1/2fN,na2,j2−1‖

2, ‖S1/2fN,na2,j2−1‖
2

]
.

Finally, we consider the case where j1 = a1 = 2 and j2 > a2. In this case,
the function fN,n2,2 that appears in the definition of FN,n2,2;j2,a2

is given (5.41) and
fN,na2,j2

is as in (5.26). Once more, we bound ‖(−L0)−
1
2FN,n2,2;a2,j2

‖2 as a sum over
diagrams γ ∈ Γ[2, j2], an example of which can be seen in the right drawing of Fig.
2. The first and third lines contain just two vertices, p(1,0), p(1,1) and p(3,0), p(3,1)

respectively. Because of the indicator function in (5.41), one has p(1,0) = −p(1,1)
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and p(3,0) = −p(3,1). The analogue of (5.34) and (5.42) is then the following

1

logN

∑
p(u,i)

(u,i)∈V

1∑
(u,a)∈V2

|p(u,a)|2
(5.44)

×
∏

((u,i),(v,j))∈γ

1p(u,i)=−p(v,j)

∏
u=2,4

|p(u,0)||tu(p(u))|
|p(u)|2

∏
u=1,3

|fN,n2,2 (p(u,0), p(u,1))|

and the direct analog of Proposition 5.6 and 5.11 holds.

Proposition 5.13. If (5.44) converges to zero as N → ∞ for every γ ∈ Γ[2, j2]
with j2 > a2, then (5.25) (and hence (5.21)) holds with j1 = 2, j2 > a2.

Finally, the sum in (5.44) admits the following bounds.

Proposition 5.14. For eacy γ ∈ Γ[2, j2], j2 > a2 the sum in (5.44) is bounded by
1

logN
‖(−L0)1/2fN,na2,j2−1‖

2 .

The proof of Propositions 5.12 and 5.14 is very similar (but simpler, because the
Feynman graphs involved are simpler) to that of Proposition 5.7, so that in Section
5.4 we will only focus on the latter.

5.3.3. Proof of (5.4). As argued at the beginning of Section 5.3, it is enough to
prove (5.21) for every a1, a2 ∈ {1, 2} and a1 ≤ j1 ≤ n, a2 ≤ j2 ≤ n. The cases
j1 = a1 and j2 = a2 are covered by Proposition 5.10 since ψ ∈ H1(T2). When
instead j1 > a1, j2 > a2, by Proposition 5.6, it suffices to show that (5.34) tends
to zero as N → ∞ for every γ ∈ Γ[j1, j2], which in turn is a consequence of the
estimates in Proposition 5.7. In fact, if γ ∈ Γκ[j1, j2], κ = 0, 2 we note that the
two norms at the right hand side of (5.37) are bounded uniformly in N in view of
Proposition 4.6 (recall that fN,na is either bN,n or hN,n, according to the value of
a) while the prefactor tends to zero. As for the case κ = 4, we use the additional
information provided by Proposition 5.9.

At last, for j1 = a1 = 1 (resp. j1 = a1 = 2) and j2 > a2, by Proposition 5.11
(resp. Proposition 5.13), one has to prove that (5.42) (resp. (5.44)) tends to zero as
N →∞ for every γ ∈ Γ[1, j2] (resp. γ ∈ Γ[2, j2]). This time we apply the bounds
in Proposition 5.12 (resp. Proposition 5.14) and argue as above.

This concludes the proof of (5.4), assuming Proposition 5.7, Proposition 5.12
and Proposition 5.14, the first of which is proven in the next section.

5.4. Proof of Proposition 5.7. The main source of difficulty in bounding (5.34) is
represented by the factors |p(u,0)|, u = 1, . . . , 4, and the summed variables in the
expression of tu in (5.32), which need to be counterbalanced by the denominators
in (5.34). For u = 1, . . . , 4 let (u, i1u), (u, i2u) be the vertices in the rectangle of row
u and define the triplet of variables x(u) as

(5.45) x(u)
def
= (p(u,0), p(u,i1u), p(u,i2u)) .
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At first, we bound |p(u)|2 ≥ |x(u)|2 so that (5.34) is bounded from above by
1

(logN)2

∑
pv

v∈V

1∑
v∈V [G] |pv|2

∏
((u,i),(v,j))∈γ

1p(u,i)=−p(v,j)
(5.46)

×
4∏

u=1

|p(u,0)||p(u,i1u) + p(u,i2u)||su(p(u,i1u) + p(u,i2u), p(u)\Vu)|
|x(u)|2

1|p
(u,i1u)

|,|p
(u,i2u)

|≤N

where (see (5.32) and (5.35)) su def
= fN,nau,ju−1 and Vu

def
= {(u, i1u), (u, i2u)}.

At this point we look at the edges of γ (see (5.33)) and split them into three
disjoint families:

• the “undirected edges” U with vertices VU , whose endpoints do not contain
variables from any of the triplets x(u), u = 1, . . . , 4,
• the two “special edges” S with vertices VS that connect variables p(u,0) and
p(v,0), u 6= v,
• the “directed edges” D with vertices VD, that are all the others.

In order to control (5.46), we will bound the sum over each of the variables p(u,i),
first those that are endpoints in U , then D and finally S. We will separately treat
the cases κ = 0, 2, 4 and we proceed in increasing order of difficulty, starting with
κ = 0. We refer to Appendix C for an illustrative example of the estimates to come.

The case κ = 0

In this case, the ratio (
∑

v∈V [G] |pv|2)−1 and the indicator functions play no role:
since all the variables involved are different from 0, we simply bound them by 1,
thus reducing (5.46) to

(5.47)

1

(logN)2

∑
pv

v∈V

∏
((u,i),(v,j))∈γ

1p(u,i)=−p(v,j)

×
4∏

u=1

|p(u,0)||p(u,a1
u) + p(u,a2

u)||su(p(u,i1u) + p(u,i2u), p(u)\Vu)|
|x(u)|2

.

Now, the variables p(u,i) and p(v,j), u 6= v, whose indices are vertices of an edge in
U , appear only in su, sv so that we can bound the corresponding sum simply using
Cauchy Schwarz, i.e.

(5.48)

∑
pv

v∈VU

∏
((u,i),(v,j))∈U

1p(u,i)=−p(v,j)

4∏
u=1

|su(p(u,i1u) + p(u,i2u), p(u)\Vu)|

≤
4∏

u=1

( ∑
p(u,i)

(u,i)∈VU

|su(p(u,i1u) + p(u,i2u), p(u)\Vu)|2
) 1

2
.

Notice that the functions at the right hand side still depend on all the variables
whose index is not in VU and not anymore on those whose index is in VU , and the
number of remaining variables is bounded uniformly in j1, j2. It is important to
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Figure 3. Two examples of graphs in Γ0[j1, j2], j1 = 7, j2 = 5:
the two special edges (dotted) have no endpoints in the rectangles.
Non-special edges not interesecting the rectangles are undirected
edges U , while those intersecting the rectangles are the directed
edges D. Connected components of directed edges can be either
closed loops (left drawing) or open paths (right drawing). For a
graph γ, it can happen that both loops and open paths exist.

keep in mind that, in order to control what is left, we will perform the sums over
the remaining indices one by one and at each step we will lose the dependence on
a single variable. The dependence on the remaining ones will be clear from the
context and we will leave it implicit hereafter.

We now continue with the variables whose index is in VD. Let us first endow
the edges in D with both a direction and a colour - both of which will determine
the order of summation, i.e. which sum is treated first, and the type of estimate
we apply. We will regard two edges in D as “connected” if they intersect the same
rectangle. In this way, the edges in D can be split into (at most four) connected
components, each of which is either a closed loop or an open path. For an open
path, choose arbitrarily one of the two endpoints and orient the path from there to
the other endpoint. We assign to the first edge along the path the colour blue, to the
last the colour green and the colour red to all the others (see Figure 3, right graph).
For closed loops instead, choose (arbitrarily) one of the two possible orientations;
as for the colours, choose arbitrarily two connected edges, painting the first purple,
the second orange and the others red (see Figure 3, left graph). At last, relabel the
vertices of the graph (and relabel the variables in (5.47)) in such a way that, for
u = 1, . . . 4, (u, i1u) is always the tip of an edge, while (u, i2u) the base point.

Now, let us see how to control the sums over the variables whose indices are in
an open path. First, we upper bound (5.47) by removing from the denominator all
the variables p(u,i1u) and those whose index is the base point of the blue edge or
the tip of the green one. Then, we first bound the sum over the variables whose
indices are those of the blue edge and then the sum over the variables whose indices
are those of the edge connected to that (which could be either red or green) and so
on. The last sum we perform is that on the variables whose indices are those of
the green edge. We write fu and fv to denote two functions, which at each step
represent what is left of the kernel su and sv after performing the bounds over all
the variables considered before, so that they do not depend on any variable which
was already summed but might depend on all the variables whose sum was not yet
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considered. In the sequel when we write something like fu(p), then it does not
necessarily mean that fu only depends on p but might depend on other variables
(those that were not summed over yet). For ease of readability however we suppress
these additional variables from the notation. Then, the estimates we exploit for the
generic edge ((u, i), (v, j)), oriented in such a way that (u, i) is the base and (v, j)
is the tip, depend on the colour as follows
- blue directed edge: we apply Cauchy-Schwarz on

(5.49)

∑
p(u,i), p(v,i1v)

1p(u,i)=−p(v,i1v)
fu(p(u,i))|p(v,i1v) + p(v,i2v)|fv(p(v,i1v) + p(v,i2v))

≤
( ∑
p(u,i)

fu(p(u,i))
2
) 1

2
( ∑
p

(v,i1v)

|p(v,i1v)|2fv(p(v,i1v))
2
) 1

2
.

Note that the right hand side does not depend on the other variable in the original
sum, i.e. p(v,i2v), anymore.

- red directed edge: we apply Cauchy-Schwarz on

(5.50)

∑
p

(u,i2u)
, p

(v,i1v)

1p
(u,i2u)

=−p
(v,i1v)

|p(v,i1v) + p(v,i2v)|fv(p(v,i1v) + p(v,i2v))

|p(u,i2v)|2 + |p(u,0)|2

≤
( ∑
p

(u,i2u)

1

(|p(u,i2u)|2 + |p(u,0)|2)2

) 1
2
( ∑
p

(v,i1v)

|p(v,i1v)|2fv(p(v,i1v))
2
) 1

2

.
1

|p(u,0)|

( ∑
p(v,j)

|p(v,j)|2fv(p(v,j))
2
) 1

2

and once again note that the right hand side does does not depend on p(v,i2v)

anymore.
- green directed edge: we apply Cauchy-Schwarz but on

(5.51)

∑
p

(u,i2v)
, p(v,j)

1p
(u,i2v)

=−p(v,j)

fv(p(v,j))

|p(u,i2v)|2 + |p(u,0)|2

≤
( ∑
p

(u,i2v)

1

(|p(u,i2v)|2 + |p(u,0)|2)2

) 1
2
( ∑
p(v,j)

fv(p(v,j))
2
) 1

2

.
1

|p(u,0)|

( ∑
p(v,j)

fv(p(v,j))
2
) 1

2
,

where, in both (5.50) and (5.51), we exploited the following estimate:
(5.52)∑

`

1

(|`|2 + |p(u,0)|2)2
.
∫ ∞

0

rdr

(r2 + |p(u,0)|2)2
.
∫ ∞
|p(u,0)|2

dr

r2
=

1

|p(u,0)|
.

The reason why the first term at the left hand sides of (5.50) and (5.51) do not
display fu is that both red and green edges always comes after either a blue or a red
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edge, whose tip (u, i1u) is the unique other vertex in the same rectangle as the base
(u, i2u). This means that the dependence on p(u,i2u) of the only function which would
have it as a variable (in a sum) has already been removed by either the bound (5.49)
or (5.50). Also note that the denominator in (5.50) and (5.51) come from the fact
that a red and green edge are always preceded by a red or blue edge.

Next, we sum over variables corresponding to oriented closed loops (if there
are any). First, we upper bound (5.47) by removing from the denominator all the
variables whose index is either a vertex on the orange edge or at the tip of a red edge,
not those whose index is a vertex of the purple edge. We proceed by summing over
the variables whose indices are those of the orange edge, and then with the next edge
anti-clockwise, until the last of the loop, which is purple. As before, the generic
edge ((u, i), (v, j)) is oriented in such a way that (u, i) is the base and (v, j) is the
tip. The type of bound we use will depend on the colour of the edge as follows (we
do not specify what to do with red edges, as this has already been explained above)
- orange directed edge: we apply Cauchy-Schwarz on

(5.53)

∑
p

(u,i2u)
, p

(v,i1v)

1p
(u,i2u)

=−p
(v,i1v)

|p(u,i1u) + p(u,i2u)|fu(p(u,i1u) + p(u,i2u))

× |p(v,i1v) + p(v,i2v)|fv(p(v,i1v) + p(v,i2v))

≤
( ∑
p

(u,i2u)

|p(u,i2u)|2fu(p(u,i2u))
2
) 1

2
( ∑
p

(v,i1v)

|p(v,i1v)|2fv(p(v,i1v))
2
) 1

2

and the right hand side depends neither on p(u,i1u) nor on p(v,i2v).
- purple directed edge: we apply Cauchy-Schwarz as follows:

(5.54)

∑
p

(u,i2u)
, p

(v,i1v)

1p
(u,i2u)

=−p
(v,i1v)

1

|p(u,i2u)|2 + |p(u,0)|2
1

|p(v,i1v)|+ |p(v,0)|2

≤
( ∑
p

(u,i2u)

1

(|p(u,i2u)|2 + |p(u,0)|2)2

) 1
2
( ∑
p

(v,i1v)

1

(|p(v,i1v)|+ |p(v,0)|2)2

) 1
2

.
1

|p(u,0)||p(v,0)|

where in the last step we used (5.52).
At this point we have summed over all the variables whose labels belong to

directed edges in D and it is not hard to check that we obtained the following
• the factors |p(u,0)|−1 provided by the bounds on red, green and purple edges
altogether give a contribution

1∏4
u=1 |p(u,0)|

. (5.55)

This is because (5.50) and (5.51) give such factor for the sum over variables whose
index is the base of a red and green edge respectively, and (5.54) give it for the
sum over variables whose index is both the base and the tip of a purple edge. On
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the other hand, in each Feynman diagram, for each row there is exactly either the
base of a green/red/purple edge, or the tip of a purple edge.
• the factors depending on su altogether take the form

4∏
u=1

( ∑
p(u,i)

(u,i)∈VU∪VD\{(u,i2u)}

|p(u,i1u)|2|su(p(u)\{(u,i2u)}))|2
) 1

2

and each of the factors only depends on p(u,0). To see this, recall that su(p(u,i1u) +
p(u,i2u), p(u)\Vu) in (5.48) depends symmetrically on its ju − 1 arguments (where
ju is defined in (5.36)) and one of the components of p(u)\Vu is p(u,0), whose sum
has not been performed yet. The appearance of |p(u,i1u)|2 is due to the outcome
of the bounds on blue, red and orange edges. Indeed, one such factor appears
on rows corresponding to tips of red/blue/orange edges or to the base of orange
edges. On the other hand, in every Feynman diagram there is exactly one such
vertex per row.
It remains to sum (5.47) over p(u,0), u = 1, . . . , 4, that are the vertices of special

edges. The factor (5.55) cancels exactly the same factor in the numerator of (5.47).
Then, (5.47) is upper bounded by a constant times

(5.56)

1

(logN)2

∑
p(u,0),u=1,...,4

1p(1,0)=−p(2,0),p(3,0)=−p(4,0)

×
4∏

u=1

( ∑
p(u,i)

(u,i)∈VU∪VD\{(u,i2u)}

|p(u,i1u)|2|su(p(u)\{(u,i2u)}))|2
) 1

2
.

Recall that su = fN,nau,ju−1 and relabel the variables p(u)\{(u,i2u)} = (p(u,0), `1:ju−1).
Now, we apply Cauchy-Schwarz once more to the sums with respect to p(u,0), u =
1, . . . , 4, so that the previous expression is upper bounded by

(5.57)

1

(logN)2

∑
p(1,0),`1:j1−2

|`1|2|fN,na1,j1−1(p(1,0), `1;j1−2)|2

×
∑

p(2,0),`1:j2−2

|`1|2|fN,na2,j2−1(p(2,0), `1;j2−2)|2

≤ 1

(logN)2
‖(−L0)1/2fN,na1,j1−1‖

2‖(−L0)1/2fN,na2,j2−1‖
2,

where we used the symmetry of fN,n in the last step. Since the right hand side
corresponds to (5.37) for κ = 0, this case is concluded.

The case κ = 2

Like for κ = 0, also for κ = 2 the ratio (
∑

v∈V [G] |pv|2)−1 plays no role so that we
will bound it by 1. In this case though, we will need to keep track of the indicator
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function. More precisely, we need to control

(5.58)

1

(logN)2

∑
pv

v∈V

1|p(1,0)|, |p(3,0)|≤N
∏

((u,i),(v,j))∈γ

1p(u,i)=−p(v,j)

×
4∏

u=1

|p(u,0)||p(u,i1u) + p(u,i2u)||su(p(u,i1u) + p(u,i2u), p(u)\Vu)|
|x(u)|2

where (u, i2u), u = 1, . . . , 4, is such that i2u = 0, either for u = 1, 3 or u = 2, 4 and,
without loss of generality, we assume that the first holds, i.e.

(5.59) i21 = i23 = 0, i22 = i24 6= 0 .

Getting back to (5.58), we first bound all the sums over variables whose indices
are vertices in VU by removing such variables from the denominator and applying
Cauchy-Schwarz as in (5.48). Next, we turn to the sums whose indices are vertices
of edges in D and S.

According to the conventions introduced for the previous case, we note that the
edges in S are all connected to those in D. Therefore, D ∪ S can be split into (at
most four) connected components and each of the two edges in S must be contained
in exactly one of them (which could be the same). First we bound the sums over
the variables whose index is a vertex of an edge in the connected components
fully contained in D (i.e. which do not contain any special edge), which are at
most 2 (and there could be none). We endow the edges with the same colours
and directions defined above and apply the bounds in (5.49), (5.50),(5.51), (5.53)
and (5.54) accordingly.

Therefore, we are left with one or two connected components, each containing at
least one special edge. In both cases, we will first provide direction and colour to
those edges in the connected components which also lie in D, then we will bound
the sums over the variables whose indices are vertices of these edges and at last we
will estimate the sums over the variables indexed by vertices of edges in S.

Assume the edges s1, s2 ∈ S lie in different connected components and denote
them by C1, C2 respectively. The first edge e ∈ D ∩ Ci is the farthest from s1 and
it is assigned the colour blue. Those in between e and si (if any) are directed in
successive order starting at e and are all assigned the colour red. All edges in C1

are directed towards s1 (see Figure 4, left graph). If instead s1, s2 belong to the
same connected component C, then we start from the edge e ∈ D ∩C connected to,
say, s1. We impose its base point lies in the same rectangle to which a vertex of s1

belongs (and its tip to a different rectangle) and assign to e the colour orange. Once
again, all the other edges in D ∩ C are ordered starting from e directed towards s2

and painted in red (see Figure 4, right graph).
We now upper bound (5.58) by removing from the denominator all the variables

whose index is either a vertex on an orange or a blue edge, or at the tip of a red edge.
Let us stress that in this way we get a prefactor of the form

(5.60)
1

|p(1,0)|2|p(3,0)|2
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s2

s1 s1

s2

Figure 4. The two possible types of connectivities of special edges
in Feynman diagrams occurring when κ = 2, as described in the
text. For clarity, only directed and special edges (s1, s2) are drawn.
In the left figure there are two connected components C1, C2 that
we orient towards s1, s2. In the right drawing there is a single
component, that we orient from s1 to s2. Special edges are not
oriented. In some Feynman diagrams, also closed loops of oriented
edges (and therefore purple/orange edges) can be present.

since the rectangles in which (1, 0) and (3, 0) lie can only contain the tip of a blue
or red edge, or the base point of an orange one. This prefactor cancels exactly the
factor

∏4
u=1 |p(u,0)| in (5.58), because |p(1,0)| = |p(2,0)|, |p(3,0)| = |p(4,0)|. Then,

we perform the sums over the variables indexed by the vertices of directed edges in
C1, C2 (or just C in the second case), according to the order just introduced. We
bound the sum of variables indexed by vertices of a blue edge via (5.49), those
indexed by vertices of a red edge via (5.50) and those indexed by vertices of an
orange edge via (5.53).

At this point we have estimated the sums over all the variables whose labels belong
to directed edges in D, it can be directly checked that we obtained the following
• the factors |p(u,0)|−1 provided by the bounds on red edges in C (or C1, C2) and on
the red, green and purple edges on the open or closed connected components of
D disconnected from the special edges, altogether give a contribution of the form

(5.61)
1

|p(2,0)||p(4,0)|
=

1

|p(1,0)||p(3,0)|
.

This is a consequence of (5.59), which imposes i21 = i23 = 0, and the bounds (5.50),
(5.51) and (5.54). Indeed, as noted above, (5.54) gives a factor |p(u,0)|−1 both for
u the row containing base and the row containing the tip of a purple edge but,
if in our graph there is a purple edge then this necessarily belongs to a closed
connected component of D, disconnected from the special edges, and by (5.59)
it will involve vertices on the rows 2 and 4. Instead, (5.50) and (5.51) give a
factor |p(u,0)|−1 for u whose row contains the base of a red/green edge and, by
construction, in the rectangles containing the vertices of special edges there is
either a tip of a (red or blue) edge or the base of an orange edge. On the other
hand, in each such Feynman diagram, each of the rows 2 and 4 will have precisely
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one base point of a green/red edge, or one the base point and one the tip of a
purple edge.
• the factors depending on su altogether take the form
1|p(1,0)|, |p(3,0)|≤N

|p(1,0)||p(3,0)|
∏
u=2,4

( ∑
p(u,i)

(u,i)∈VU∪VD\{(u,a2
u)}

|p(u,i1u)|2|su(p(u)\{(u,i2u)}))|2
) 1

2

×
∑

p(1,0),`1:j1−2

|`1|2|fN,na1,j1−1(p(1,0), `1;j1−2)|2

≤
1|p(1,0)|, |p(3,0)|≤N

|p(1,0)||p(3,0)|
∏
u=2,4

( ∑
p(u,i)

(u,i)∈VU∪VD\{(u,i2u)}

|p(u,i1u)|2|su(p(u)\{(u,a2
u)}))|2

) 1
2

× ‖(−L0)1/2fN,na1,j1−1‖
2

Note that the product in the first line (corresponding to rows 2 and 4 of the graph)
has still to be summed over p(2,0) and p(4,0). On the other hand, in rows 1, 3 all
variables have already been summed over and no dependency on p(1,0) and p(3,0)

is left. This is a consequence of the fact that the bounds (5.49), (5.50), (5.53)
obtained when summing over red/blue/orange edges do not depend on the second
variable contained in the same rectangle whose index is the vertex at the tip of
the blue/red edge, or at the base of the orange edge. Such variables are exactly
p(1,0), p(3,0).
We now perform the sums over p(u,0), u = 1, . . . , 4 and conclude the proof of

the case κ = 2. We have that (5.58) is bounded by

1

(logN)2

∑
p(u,0)

1|p(1,0)|, |p(3,0)|≤N

|p(1,0)||p(3,0)|
1p(1,0)=−p(2,0),p(3,0)=−p(4,0)

×
∏
u=2,4

( ∑
p(u,i)

(u,i)∈VU∪VD\{(u,a2
u)}

|p(u,i1u)|2|su(p(u)\{(u,i2u)}))|2
) 1

2 ‖(−L0)1/2fN,na1,j1−1‖
2

≤ 1

(logN)2

( ∑
|p(1,0)|≤N

1

|p(1,0)|2
) 1

2
( ∑
|p(3,0)|≤N

1

|p(3,0)|2
) 1

2
2∏
i=1

‖(−L0)1/2fN,na1,ji−1‖
2

.
1

logN

2∏
i=1

‖(−L0)1/2fN,nai,ji−1‖
2

where we used that

(5.62)
∑
|`|≤N

1

|`|2
.
∫ N

1

dr

r
= logN .

Consequently, (5.37) for κ = 2 follows at once.

The case κ = 4
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Figure 5. The two different possible situations in the case κ = 4
and D ∪ S has a single connected components. The thick dashed
edge is the edge e = ((ū, i1ū), (v̄, i1v̄)) that we treat separately. We
don’t need to assign it a direction and a color.

When κ = 4, all the vertices (u, 0), u = 1, . . . , 4 belong to a rectangle so that

(5.63) i2u = 0 , for all u = 1, . . . 4.

Before performing any bound let us look at the edges in D ∪ S. Adopting the same
conventions as above, there are two scenarios we need to consider - either D ∪ S
has only one connected component or two. Let us begin with the first.

Note that the unique connected component of D ∪ S can only be an open path
or a cycle. If it is an open path then D has exactly two edges with one vertex in a
rectangle and one outside (and one edge connecting two rectangles). We endow the
former two with a direction by imposing their tip lies in the rectangle and paint them
blue. If instead the connected component ofD ∪ S is a cycle thenD has cardinality
2. We pick one of its two edges, assign it a direction (no matter which one) and
paint it orange. In both cases, we have left aside an edge e = ((ū, i1ū), (v̄, i1v̄)) ∈ D
(the dashed line in Figure 5) which is necessarily such that either ū ∈ {1, 2} and
v̄ ∈ {3, 4}, or v̄ ∈ {1, 2, } and ū ∈ {3, 4}. Without loss of generality we assume
that

(5.64) ū ∈ {1, 2} and v̄ ∈ {3, 4} .

We now get back to the sums in (5.46). Thanks to (5.64), (ū, i1ū) ∈ V [G], hence
we can estimate

(5.65)
1∑

v∈V [G] |pv|2
≤ 1

|p(ū,i1ū)|2
.

We only keep the indicator function imposing |p(ū,i1ū)|, |p(v̄,i1v̄)| ≤ N and bound the
sums over all variables whose indices are vertices of edges in U as in (5.48). For
the sums over the variables whose indices are vertices of the two blue or the orange
edge, we remove these variables from the denominator and exploit (5.49) or (5.53),
respectively.

Before summing over p(ū,i1ū) and p(v̄,i1v̄), we focus on the sum over the variables
whose indices are vertices of the special edges. Let x̄ be either ū or v̄ and {x} be
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{1, 2} \ {ū} if x̄ = ū and {3, 4} \ {v̄} if x̄ = v̄. Then, we need to control
(5.66) ∑

p(x,0), p(x̄,0)

1p(x,0)=−p(x̄,0)

|p(x,0)||p(x̄,0)||p(x̄,0) + p(x̄,i1x̄)|šx̄(p(x̄,0) + p(x̄,i1x̄))

|p(x,0)|2(|p(x̄,0)|2 + |p(x̄,i1x̄)|2)

where

(5.67) šx̄(p(x̄,0) + p(x̄,i1x̄))
def
=
( ∑

p(x̄,i)

(x̄,i)∈VU

|sx̄(p(x̄,0) + p(x̄,i1x̄), p(x̄)\V̄x)|2
) 1

2
.

To see how (5.66) arises, it suffices to note that the sums we have bounded up to
now involving variables whose index is a vertex in the x̄-th row never considered
VD or VS-indexed variables, while the dependence of the kernel sx on p(x,0) was
lost because of (5.49) or (5.53).

Now, (5.66) equals

(5.68)

∑
`

|`+ p(x̄,i1x̄)|šx̄(`+ p(x̄,i1x̄))

|`|2 + |p(x̄,i1x̄)|2

≤
(∑

`

1

(|`|2 + |p(x̄,i1x̄)|2)2

) 1
2
(∑

`

|`|2šx̄(`+ p(x̄,i1x̄))
2
) 1

2

.
1

|p(x̄,i1x̄)|
‖(−L0)

1
2 sx̄‖

where in the last step we used (5.52), the definition of š in (5.67) and the symmetry
of s.

By collecting what we obtained so far, we see that (5.46) is upper bounded by

(5.69)

‖(−L0)1/2fN,na1,j1−1‖
2‖(−L0)1/2fN,na2,j2−1‖

2

× 1

(logN)2

∑
0<|p

(ū,i1ū)
|, |p

(v̄,i1v̄)
|≤N

1p
(ū,i1ū)

=−p
(v̄,i1v̄)

|p(ū,i1ū)|3|p(v̄,i1v̄)|

.
1

(logN)2
‖(−L0)1/2fN,na1,j1−1‖

2‖(−L0)1/2fN,na2,j2−1‖
2

the last inequality being a consequence of the fact that
∑

`6=0 |`|−4 <∞.

We now turn to the scenario in which D ∪ S has two connected components, for
which the factor (

∑
v∈V [G] |pv|2)−1 will be crucial in controlling (5.46). Recall

that this factor contains the sum over vertices of edges in P 6= ∅ which connect
V [G] to V [G̃].

We first consider the case P ∩ D = ∅, which implies that P ⊂ U as, clearly,
P ∩S = ∅. Pick arbitrarily some e = ((ū, i), (v̄, j)) ∈ P so that (ū, i) ∈ V [G] and
brutally bound

(5.70)
1∑

v∈V [G] |pv|2
≤ 1

|p(ū,i)|
.
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Figure 6. The case κ = 4, when D ∪ S has two components and
P ∩D = ∅. The thick dashed edge is the selected edge in P . In the
left (resp. right) drawing the case where |D| = 4 (resp. |D| = 2).

Then, we estimate the sums over all variables whose indices are vertices of edges in
U \ {e} as in (5.48) while for the sum over p(ū,i), p(v̄,j) we use the bound

(5.71)

∑
p(ū,i),p(v̄,j)

1p(ū,i)=−p(v̄,j)

|p(ū,i)|
fū(p(ū,i))fv̄(p(v̄,j))

=
∑

p(ū,i),p(v̄,j)

1p(ū,i)=−p(v̄,j)√
|p(ū,i)||p(v̄,j)|

fū(p(ū,i))fv̄(p(v̄,j))

≤
( ∑
p(ū,i)

fū(p(ū,i))
2

|p(ū,i)|

) 1
2
( ∑
p(v̄,j)

fv̄(p(v̄,j))
2

|p(v̄,j)|

) 1
2
.

Remark 5.15. Note that necessarily jū, j v̄ > 2, otherwise the edge e ∈ P could not
connect rows ū, v̄, since by definition it is has no endpoint in the rectangles of those
rows.

We now turn to the sums over the variables whose indices are vertices of edges in
D. Adopting the same conventions as above, we endow each of these edges with a
direction and a colour. Given the structure of the Feynman graphs γ in (5.33), either
|D| = 4 and therefore all of its edges have one vertex in a rectangle and one outside,
or |D| = 2 so that both edges have both vertices lying in two different rectangles. In
the first case, we direct the edges in such a way that the tip is in the rectangle (and
the base outside) and assign them the colour blue, in the other we arbitrarily choose
a direction and paint it orange. See Figure 6.

As usual, we upper bound (5.46) by removing from the denominator all the
variables whose index is either a vertex of an orange or blue edge. As a consequence,
the denominators become

(5.72)
4∏

u=1

1

|p(u,0)|2

Then, we estimate the sums over variables whose indices are vertices of blue edges
by (5.49), while those over variables whose indices are vertices of orange edges
by (5.53).
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Before summing over the remaining variables (that are those with labels on the
two special edges) we consider the case in which P ∩D 6= ∅. As was done in all
other cases apart from the previous one, we upper bound (5.46) by removing from
the denominator all the variables indexed by vertices in VU and applying (5.48).
Next, let us pick one edge e = ((ū, i), (v, i1v)) ∈ P ∩D which is necessarily such
that one between ū and v belongs to {1, 2} and the other is in {3, 4}, and without
loss of generality we assume that ū ∈ {1, 2}.

Remark 5.16. Note that necessarily jū > 2, otherwise e would have both endpoints
in a rectangle and D ∪ S would have a single connected component.

We bound the sum over p(ū,i) and p(v,i1v), by removing the second variable from
the denominators and brutally estimating

1∑
v∈V [G] |pv|2

≤ 1√
|p(ū,i)|

so that, recalling (5.67), we are left to control

(5.73)

∑
p(ū,i), p(v,i1v)

1p(ū,i)=−p(v,i1v)√
|p(ū,i)|

fū(p(ū,i))|p(v,0) + p(v,i1v)|šv(p(v,0) + p(v,i1v))

≤
( ∑
p(ū,i)

fū(p(ū,i))
2

|p(ū,i)|

) 1
2
( ∑
p

(v,a1
v)

|p(v,i1v)|2šv(p(v,i1v))
2
) 1

2

where fū is given by the ū-th term at the right hand side of (5.48) and above, we
only highlighted the dependence on the summed variable p(ū,i).

We now turn to the sums over the variables whose indices are vertices of edges in
D \ {e}. Adopting the same conventions as above, we endow each of these edges
with a direction and a colour. If an edge has only one vertex in a rectangle then we
orient it in such a way that its tip belongs to the rectangle and assign it the colour
blue. If instead both of its vertices lie in different rectangles then we choose one of
the two possible directions and paint it orange. We then bound the remaining sums
by removing from the denominators all variables whose indices are vertices of a
blue/orange edge (thus obtaining the same factor as in (5.72)) and exploiting (5.49)
and (5.53).

In conclusion, in the case κ = 4, D∪S having two components and P ∩D being
empty or not, we have summed over all variables except to the ones (p(u,0), u ≤ 4)
corresponding to special edges and it is easily checked that:
• the factors containing the variables p(u,0), u = 1, . . . , 4 overall give a contribution
of the form

4∏
i=1

1

|p(u,0)|
,

which is the combined effect of (5.72) and of the factor
∏4
u=1 |p(u,0)| in (5.46).
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• the expression (5.46) is upper bounded by

1

(logN)2
‖S

1
2 fN,naū,jū−1‖‖S

1
2 fN,nav̄ ,jv̄−1‖

( ∏
u∈{1,...,4}\{ū,v̄}

‖(−L0)1/2fN,nau,ju−1‖
)

×
∑

|p(u,0)|≤N
u=1,...4

1p(1,0)=−p(2,0)
p(3,0)=−p(4,0)

4∏
u=1

1

|p(u,0)|
(5.74)

if D ∩ P = ∅ (recall that in this case ū, v̄ are the rows containing the endpoints
of the dashed line in Figure 5) and by

1

(logN)2
‖S

1
2 fN,naū,jū−1‖

( ∏
u∈{1,...,4}\{ū}

‖(−L0)1/2fN,nau,ju−1‖
)

×
∑

|p(u,0)|≤N
u=1,...4

1p(1,0)=−p(2,0)
p(3,0)=−p(4,0)

4∏
u=1

1

|p(u,0)|
(5.75)

if insteadD∩P 6= ∅ (in this case, ū is the same index that appears in (5.73)). Here,
Sis the operator defined in (5.39). Its origin is in the denominators |p(ū,i)|, |p(v̄,j)|
in (5.71), (5.73) and the blue/orange edge estimate that is applied afterwards.
Note also, recalling Remarks 5.15, 5.16 that jū − 1, j v̄ − 1 in (5.74) and jū − 1
in (5.75) are all strictly larger than 1, so indeed we can use definition (5.39).

It remains to estimate the sum over p(u,0), u = 1, . . . , 4 in (5.74), which equals( ∑
0<|`|≤N

1

|`|2
)2
. (logN)2.

Altogether, the bounds (5.69), (5.74) and (5.75), which apply to the three subcases
into which we have split the case κ = 4, immediately imply the statement of
Proposition 5.7 in the case κ = 4.

Appendix A. Some technical results on the replacement argument

The present appendix is devoted to the proof of the following proposition that
allows us to replace the complicated sums appearing in the expression for the
diagonal terms of the operators we consider with simpler integrals.

In the whole section, c is given by (1.13) andH andH+ satisfy the assumptions
of Lemma 3.4. Since the argument of H,H+ is always LN (x) for some x ≥ 1/2
and LN (x) ∈ [0, 2c] for x ≥ 1/2 (see (3.9)), we can assume thatH,H+ are defined
just on [0, 2c] and that (3.12) holds for some constantK depending only on c.
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Proposition A.1. For N ∈ N, µ ≥ 0, n ∈ N and k1:n ∈ Z2n \ {0}, define PN as

(A.1)

PN (µ, k1:n)
def
=

4λ̂2

logN

∑
`+m=k1

(KN
`,m)2×

×
µ+ 1

2(|`|2 + |m|2 + |k2:n|2)H+(LN (µ+ 1
2(|`|2 + |m|2 + |k2:n|2)))

[µ+ 1
2(|`|2 + |m|2 + |k2:n|2)H(LN (µ+ 1

2(|`|2 + |m|2 + |k2:n|2)))]2

where KN and LN are given as in (2.9) and (3.9), respectively. Then, there exists a
constant C = C(n, c) such that

(A.2) sup
k1:n∈Z2n\{0}

µ≥0

∣∣∣PN (µ, k1:n)−
∫ LN

(
µ+

1
2 |k1:n|2

)
0

H+(y)

H(y)2
dy
∣∣∣ ≤ CεN

where εN goes to 0 as N →∞ uniformly over n, c andK as in Lemma 3.4.

In order to lighten the exposition, let us introduce some notations. Set

(A.3) µN
def
= µ/N2 , βN

def
= |k2:n/N |2 , αN

def
= µN + 1

2 |k1:n/N |2

and, for x ∈ R2 such that |x| ≤ 1,
(A.4)
Γ(x)

def
= 1

2(|x|2+|k1/N−x|2+βN ) , Γ1(x)
def
= µN+Γ(x) , Γ2(x)

def
= |x|2+αN .

For future reference, we point out that Γ1 and Γ2 are comparable in that, by the
triangular inequality, we have

(A.5) Γ2(x) . Γ1(x) . Γ2(x)

for all x ∈ R2 and k1:n ∈ Z2n. The bulk of the proof of Proposition A.1 is contained
in the following technical lemma, which allows us to substitute the Riemann-sum
approximation of PN with a more tractable integral.

Lemma A.2. Under the assumptions of Proposition A.1, the quantity

(A.6)

∣∣∣ ∫
R2

dx (KN
xN,k1−xN )2 µN + Γ(x)H+(LN (N2Γ1(x)))

[µN + Γ(x)H(LN (N2Γ1(x)))]2

−
∫
R2

dx (KN
Nx,−Nx)2 H+(LN (N2Γ1(x)))

Γ2(x)(Γ2(x) + 1)H(LN (N2Γ2(x)))2

∣∣∣
is bounded uniformly over N , µ and k1:n ∈ Z2n \ {0}.

Proof. In order to prove the lemma, we will add and subtract a number of terms
and show that the resulting integrals are bounded uniformly over N , µ and k1:n ∈
Z2n \ {0}. More precisely, we will subsequently replace each factor in the first
integral of (A.6), with the corresponding term of the second and we will do so in
the following order. We begin by turning every Γ into a Γ1

∫
R2

dx (KN
xN,k1−xN )2

∣∣∣ µN + Γ(x)H+(LN (N2Γ1(x)))

[µN + Γ(x)H(LN (N2Γ1(x)))]2
− H+(LN (N2Γ1(x)))

Γ1(x)H(LN (N2Γ1(x)))2

∣∣∣ ,
(A.7)
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then every Γ1 into Γ2

∫
R2

dx (KN
xN,k1−xN )2

∣∣∣ H+(LN (N2Γ1(x)))

Γ1(x)H(LN (N2Γ1(x)))2
− H+(LN (N2Γ2(x)))

Γ2(x)H(LN (N2Γ2(x)))2

∣∣∣
(A.8)

we insert a factor which will be needed to apply a change of variables (see (A.17))

∫
R2

dx (KN
xN,k1−xN )2 H+(LN (N2Γ2(x)))

Γ2(x)H(LN (N2Γ2(x)))2

∣∣∣1− 1

Γ2(x) + 1

∣∣∣
(A.9)

and at last we modify the arguments of KN

∫
R2

dx
∣∣∣(KN

xN,k1−xN )2 − (KN
xN,−xN )2

∣∣∣ H+(LN (N2Γ2(x)))

Γ2(x)(Γ2(x) + 1)H(LN (N2Γ2(x)))2
.

(A.10)

The proof consists of showing that each of (A.7)-(A.10) are bounded uniformly over
N , µ and k1:n ∈ Z2n \{0}. Throughout, in order to lighten the notation we will omit
the arguments of the functions involved unless needed. Moreover, for (A.7), (A.8)
and (A.9), KN won’t play any role, therefore we directly bound it by 1.

Let us begin with (A.7). We add and subtract a term from the integrand so that
we obtain
(A.11)∫
R2

dx
∣∣∣ µN + ΓH+

[µN + ΓH]2
− µN + ΓH+

[Γ1H]2
+
µN + ΓH+

[Γ1H]2
− H+

Γ1H2

∣∣∣
≤
∫
R2

dx (µN + ΓH+)
|[Γ1H]2 − [µN + ΓH]2|

[µN + ΓH]2[Γ1H]2
+

1

[Γ1H]2
|µN + ΓH+ − Γ1H

+| .

Notice that, for the first summand, since Γ1 = µN + Γ and H is bounded, the
numerator can be controlled as

[Γ1H]2 − [µN + ΓH]2 = µN [H − 1][µN (H + 1) + 2ΓH] . µNΓ1

for the second instead, we use that also H+ is bounded, so that

|µN + ΓH+ − Γ1H
+| = µN |H+ − 1| . µN

As further H ≥ 1, (A.11) can be bounded above by
(A.12)

µN

∫
R2

Γ1(x)2

Γ1(x)4
+

1

Γ1(x)2
. µN

∫
dx

(µN + |x|2)2
. µN

∫ ∞
0

dr

(r + µN )2
. 1 ,

which completes the argument for (A.7).

We turn to (A.8). Similarly to (A.11), we add and subtract a termwhose numerator
is that of the first summand while the denominator is that of the second, so that, by
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the triangular inequality we need to bound
(A.13)∫
R2

dx H+(LN (N2Γ1(x)))
|Γ2(x)H(LN (N2Γ2(x)))2 − Γ1(x)H(LN (N2Γ1(x)))2|

Γ1(x)H(LN (N2Γ1(x)))2Γ2(x)H(LN (N2Γ2(x)))2

+
1

Γ2(x)H(LN (N2Γ2(x)))2
|H+(LN (N2Γ1(x)))−H+(LN (N2Γ2(x)))|

For the first summand, we introduce the functionG(z) = zH(LN (N2z))2 and note
that its derivative is such that for z ∈ R+

|G′(z)| =
∣∣∣∣H(LN (N2z))2 − c

logN2

2H(LN (N2z))H ′(LN (N2z))

z + 1

∣∣∣∣ . 1 ,

thanks to the definition of LN in (3.9) and the assumptions on H . Now, in terms of
G, the numerator equals

|G(Γ2(x))−G(Γ2(x))| . |Γ2(x)− Γ1(x)|

and the bound follows by mean value theorem. For the second summand in (A.13),
we note that

|H+(LN (N2z))′| = c

logN

∣∣∣∣(H+)′(LN (N2z))

z(z + 1)

∣∣∣∣ . 1

z
.

which, arguing as above, implies

|H+(LN (N2Γ1))−H+(LN (N2Γ2))| ≤
(

sup
z

1

z

)
|Γ1 − Γ2| =

|Γ1 − Γ2|
Γ1 ∧ Γ2

where the supremum is over the interval [Γ1 ∧ Γ2,Γ1 ∨ Γ2]. Now, by (A.4) we have

(A.14)
|Γ2(x)− Γ1(x)| = ||x|2 + 1

2 |k1/N |2 − 1
2 |x|

2 − 1
2 |k1/N − x|2|

= |〈k1/N, x〉| ≤ |k1/N ||x| .

Since furtherH+ is bounded,H ≥ 1 and Γ1 and Γ2 are comparable by (A.5), (A.13)
is bounded above by∫

R2

|Γ2(x)− Γ1(x)|
Γ2(x)2

. |k1/N |
∫

|x|dx
(|x|2 + αN )2

. |k1/N |
∫ ∞

0

r2dr

(r2 + αN )2
=
π

4

|k1/N |√
αN

≤ 1 ,

which concludes the proof of (A.8).

The analysis of (A.9) is immediate and therefore we omit it. Hence we are left
with (A.10). At first, we upper bound the ratio H+/H2 by K. To treat what is
left, we split the integral over two regions corresponding to |k1/N − x| ≤ 1

2 |k1/N |
and |k1/N − x| > 1

2 |k1/N | and begin by the former. Using the definition of KN

in (2.9), we bound the difference by 1, exploit the fact that Γ1(x) & |x|2 and note
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that since |k1/N − x| ≤ 1
2 |k1/N |, |x| ∈ [1

2 |k1/N |, 3
2 |k1/N |]. Then, the integral is

bounded above by ∫
|x|∈[

1
2 |k1/N |,32 |k1/N |]

dx

|x|2
. 1 .

Instead, for x such that |k1/N − x| > |k1/N |/2, we use the bilinearity of c in (2.9)
to get

c(x, k1/N − x)2 = c(x,−x)2 + c(x, k1/N)c(x, k1/N − 2x)

so that∣∣∣c(x, k1/N − x)2

|x|2|k1/N − x|2
− c(x,−x)2

|x|4
∣∣∣

≤ c(x,−x)2

|x|2

∣∣∣∣ 1

|k1/N − x|2
− 1

|x|2

∣∣∣∣+
|c(x, k1/N)c(x, k1/N − 2x)|

|x|2|k1/N − x|2

.
|k1/N ||k1/N − 2x|
|k1/N − x|2

.
|k1/N |
|k1/N − x|

.

Here, we used that c(x,−x) ≤ |x|2. Therefore, we obtain∫
|k1/N−x|>1

2 |k1/N |
dx

∣∣∣∣c(x, k1/N − x)2

|x|2|k1/N − x|2
− c(x, x)2

|x|4

∣∣∣∣ 1

Γ1(x)

. |k1/N |
∫
|k1/N−x|>1

2 |k1/N |

dx

|k1/N − x|3
. 1 ,

and the proof is concluded. �

Remark A.3. Arguing as in the proof of (A.7), one can also show
(A.15)∫
R2

dx (KN
xN,k1−xN )2

∣∣∣∣ 1

µN + Γ(x)H(LN (N2Γ1(x)))
− 1

Γ1(x)H(LN (N2Γ1(x)))

∣∣∣∣
is uniformly bounded which will be used in the proof of Proposition 3.5.

We are now ready to prove Proposition A.1.

Proof of Proposition A.1. As a first step, we note that, performing a Riemann sum
approximation, the sum in (A.1) can be written as
(A.16)∑
`+m=k1

1

N2
(KN

N(`/N),N(m/N))
2×

×
µN + 1

2(| `N |
2 + |mN |

2 + βN )H+(LN (N2(µN + 1
2(| `N |

2 + |mN |
2 + βN ))))

[µN + 1
2(| `N |2 + |mN |2 + βN )H(LN (N2(µN + 1

2(| `N |2 + |mN |2 + βN ))))]2

=

∫
dx(KN

Nx,k1−Nx)2 µN + Γ(x)H+(LN (N2Γ1(x)))

[µN + Γ(x)H(LN (N2Γ1(x)))]2
+ o(1)

where we adopted the conventions in (A.3) and (A.4), and the o(1) vanishes for N
large as a consequence of the Riemann summation. Thanks to the previous and
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Lemma A.2, we have

PN (µ, k1:n) =
4λ̂2

logN

∫
dx (KN

Nx,−Nx)2 H+(LN (N2Γ2(x)))

Γ2(x)(Γ2(x) + 1)H(LN (N2Γ2(x)))2
+o(1)

where o(1) converges to 0 as (logN)−1 uniformly over µ ≥ 0 and k1:n ∈ Z2n \ {0}.
For the latter integral, we pass to polar coordinates and exploit the fact that
c(x,−x)2 = r4 cos(2θ)2, which gives

4λ̂2

logN2

1

(2π)2

∫
|x|∈[1/N,1]

c(x,−x)2

|x|4
H+(LN (N2Γ2(x)))

Γ2(x)(Γ2(x) + 1)H(LN (N2Γ2(x)))2

=
λ̂2

logN2

1

π2

∫ 2π

0
cos(2θ)2

∫ 1

1/N

H+(LN (N2(r2 + αN ))) rdr

(r2 + αN )(r2 + αN + 1)H(LN (N2(r2 + αN )))2

=
c

logN2

∫ 1+αN

αN

H+(LN (N2%))d%

%(%+ 1)H(LN (N2%))2
+ o(1)

where c is defined in (1.13) and the last step follows by
(A.17)∫ 1/N2+αN

αN

H+(LN (N2%))d%

%(%+ 1)H(LN (N2%))2
.
∫ 1/N2+αN

αN

d%

%
= log

(
1 +

1

µ+ 1
2 |k1:n|2

)
and the latter is uniformly bounded by 1 as |k1:n| ≥ 1. By the definition of LN

in (3.9), we see that

c

logN2

∫ 1+αN

αN

H+(LN (N2%))d%

%(%+ 1)H(LN (N2%))2
=

∫ LN (N2αN )

0

H+(y)

H(y)2
dy + o(1)

since∫ LN (N2(αN+1))

0

H+(y)

H(y)2
dy . LN (N2(αN+1)) =

c

logN2
log

(
1 +

1

αN + 1

)
.

1

logN2
,

where we bounded the ratio of H+ and H byK, and the proof is concluded. �

Appendix B. The operator S

Lemma B.1. Let Sbe the diagonal operator on L2(η) whose Fourier multiplier is
defined as in (5.39). Let j ∈ N and g ∈ ΓL2

j−1. Define t
N ∈ ΓL2

j according to

(B.1) tN
def
= (−L0)−1AN+ g .

Then, there exists a constant C = C(j) > 0 such that

(B.2) ‖S
1
2 tN‖2 ≤ C

(
‖S

1
2 g‖21j>2 +

1

logN
‖(−L0)

1
2 g‖2

)
.

Proof. First, we decompose the square of the left hand side of (B.2) in diagonal
and off-diagonal parts as in Lemma 2.7 and bound, via Cauchy-Schwarz, the off-
diagonals with the diagonal up to a constant that only depends on j. Therefore, we
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are left to bound

(B.3)

〈S(−L0)−1AN+ g, (−L0)−1AN+ g〉Diag

. λ2
N

∑
a6=b∈{1,...,j}

∑
k1:j

|ka|2

|kb|
|k1 + k2|2

|k1:j |4
(KN

k1,k2
)2|ĝ(k1 + k2, k3:j)|2

. λ2
N

∑
a6=b∈{1,...,j}

∑
k1:j

1

|kb|
|k1 + k2|2

|k1:j |2
|ĝ(k1 + k2, k3:j)|21|k1|,|k2|≤N .

We need to distinguish a few cases. If {a, b} ∩ {1, 2} = ∅, or a ∈ {1, 2} and b > 2
(which is possible only if j > 2), then the inner sum in (B.3) is bounded above by

λ̂2
∑
k, k3:j

|k|2

|kb|
|ĝ(k, k3:j)|2

( 1

logN

∑
k1+k2=k

1

|k1|2 + |k2|2
)
. ‖S

1
2 g‖2

as the quantity in parenthesis is bounded above by a constant and ĝ is symmetric by
definition. If instead either b ∈ {1, 2} and a > 2, or |{a, b} ∩ {1, 2}| = 2, then we
control (B.3) as

λ2
N

∑
k, k3:j

|k|2|ĝ(k, k3:j)|2
∑

k1+k2=k

1

|kb|(|k1|2 + |k2|2)
. λ2

N‖(−L0)
1
2 g‖2

as the inner sum can be easily checked to be bounded. Since λ2
N ∼ 1/ logN , the

result follows at once. �

Proof of Proposition 5.9. We can assume j ≥ 2 since otherwise the norm we want
to estimate is just 0. If j > 2 then we recall that fN,na,j is defined by the second line in
(4.14) and in the computation of the norm ‖S

1
2 fN,na,j ‖ we can replaceGn+2−j (which

is positive) by zero. We have then

‖S
1
2 fN,na,j ‖ ≤ ‖S

1
2 (−L0)−1AN+ fN,na,j−1‖ ≤ C(j)

(
‖S

1
2 fN,na,j−1‖

2 +
1

logN
‖(−L0)

1
2 fN,na,j−1‖

2

)
where the last inequality follows from Lemma B.1. The norm ‖(−L0)

1
2 fN,na,j−1‖ is

bounded as N →∞ by Proposition 4.6 so that, by iteratively applying Lemma B.1
over j it is enough to show

(B.4) lim
N→∞

‖S
1
2 fN,na,2 ‖ = 0.

Recall (4.14). If a = 1 (so that fN,na = bN,n) then fN,na,2 is defined by the second
line of (4.14) and (B.4) follows again by Lemma B.1. If instead a = 2 (so that
fN,na = hN,n) then fN,na,2 is defined by the first line of (4.14) with g2 = nN0 (see (3.3)).
Then,

‖S
1
2 fN,n2,2 ‖

2 ≤ ‖S
1
2 (−L0)−1nN0 ‖2 .

1

logN

∑
k1+k2=0

1

(|k1|2 + |k2|2)2

|k1|2

|k2|
(KN

k1,k2
)2

.
1

logN

∑
k1 6=0

1

|k1|3
.

1

logN
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p(1,0) p(1,1) p(1,2)

p(2,0) p(2,1) p(2,2)

p(2,3)

p(3,0) p(3,1) p(3,2)

p(4,0) p(4,1) p(4,2) p(4,3)

Figure 7. An example of a diagram involved in the estimation of
the variance in (5.4).

from which the result follows at once. �

Appendix C. The variance of the quadratic variation: a concrete example

In this section we provide a concrete example to illustrate how to apply the
estimates associated to the various colours outlined in Section 5.4. We focus on the
simplest case, namely κ = 0. The graph we consider is given in Figure 7, and our
starting point is (5.47). We first note that, with the notation introduced in Section 5.4,
the only edge in U is ((2, 3), (4, 3)). We therefore first sum over p(2,3) and p(4,3).
Hence, we estimate∑

p(2,3),p(4,3)

1p(2,3)=−p(4,3)
|s2(p(2,2) + p(2,1), p(2,0), p(2,3))||s4(p(4,2) + p(4,1), p(4,0), p(4,3))|

≤
( ∑
p(2,3)

|s2(p(2,2) + p(2,1), p(2,0), p(2,3))|2
)1/2( ∑

p(4,3)

|s4(p(4,2) + p(4,1), p(4,0), p(4,3))|2
)1/2

.

It remains to sum over the remaining vertices. Observe that the remaining edges
in D form two closed loops, and we colour the edges purple and orange as in
Figure 7. Since in our graphical notation there are no other edges between the
first two rows and the last two rows, we see that the remaining sum can be
factorised and we can independently sum over {p(u,i) : u ∈ {1, 2}, i ≥ 1} and
{p(u,i) : u ∈ {3, 4}, i ≥ 1}. Since these two sums can be treated in the exact same
way we only sum over {p(u,i) : u ∈ {1, 2}, i ≥ 1}. Note that in that case (1, 1) and
(2, 1) are the vertices on the orange edge, so that by removing |p(1,1)|2 and |p(2,1)|2
from the denominator we are left to estimate
(C.1)∑
p(u,i)

1p(1,0)=−p(2,0)
1p(1,1)=−p(2,1)

1p(1,2)=−p(2,2)
×

×
s1(p(1,1) + p(1,2), p(1,0))|f2(p(2,1) + p(2,2), p(2,0))

∏2
u=1 |p(u,0)||p(u,1) + p(u,2)|

(|p(1,0)|2 + |p(1,2)|2)(|p(2,0)|2 + |p(2,2)|2)
,
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where u = 1, 2 and i = 1, 2, 3 and we defined

f2(p(2,1) + p(2,2), p(2,0)) =
( ∑
p(2,3)

|s2(p(2,1) + p(2,2), p(2,0), p(2,3))|2
)1/2

.

We first perform the sum with respect to the vertices of the orange edge, i.e., over
p(1,1) and p(2,1). We bound, using (5.53),

∑
p(1,1),p(2,1)

1p(1,1)=−p(2,1)

2∏
u=1

|p(u,1) + p(u,2)|s1(p(1,1) + p(1,2), p(1,0))|f2(p(2,1) + p(2,2), p(2,0))

≤
( ∑
p(1,1)

|p(1,1)|2|s1(p(1,1), p(1,0))|2
)1/2( ∑

p(2,1)

|p(2,1)|2f2(p(2,1), p(2,0))
2
)1/2

=
( ∑
p(1,1)

|p(1,1)|2|s1(p(1,1), p(1,0))|2
)1/2( ∑

p(2,1),p(2,3)

|p(2,1)|2|s2(p(2,1), p(2,0), p(2,3))|2
)1/2

.

The next sum we perform is over the purple edge, i.e. over p(1,2) and p(2,2). To that
end, note that the right hand side above does not depend on those two summation
variables. Hence, the sum over p(1,2) and p(2,2) is given by
(C.2)∑
p(1,2),p(2,2)

1p(1,2)=−p(2,2)

1

(|p(1,0)|2 + |p(1,2)|2)(|p(2,0)|2 + |p(2,2)|2)
.

1

|p(1,0)||p(2,0)|
,

where we made use of (5.54). Combining the above estimates, we are left with∑
p(1,0),p(2,0)
p(1,0)=−p(2,0)

( ∑
p(1,1)

|p(1,1)|2|s1(p(1,1), p(1,0))|2
)1/2

×
( ∑
p(2,1),p(2,3)

|p(2,1)|2|s2(p(2,1), p(2,0), p(2,3))|2
)1/2

.

Here, we used that the factor on the right hand side of (C.2) cancels the term∏
u=1,2 |p(u,0)| in (C.1). The above however equals the expression in (5.56) and can

be bounded in the same way as in (5.57).
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