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Abstract
Most of the macro-literature on uncertainty has focused on macro-uncertainty caused by real activity as a source of eco-
nomic fluctuations. Economic uncertainty reduces total demand in the economy via a conventional channel that is associated
with real option theory. Given the findings of the existing literature, financial uncertainty other than macroeconomic uncer-
tainty matters more for business cycle fluctuations. This study seeks to answer the following questions: Is uncertainty the pri-
mary cause of the business cycle’s fluctuations? Alternatively, does it matter what kind of uncertainty exists? The research
utilized the generalized linear model (GLM) and the Bayesian generalized linear model (BGLM) to analyze a dataset covering
the time from July 1960 to April 2015 in the United States. Elevated levels of macroeconomic uncertainty, akin to real uncer-
tainty, and economic policy uncertainty, as measured by news sources, demonstrate a counter-cyclical pattern in relation to
business cycles. Low levels of uncertainty have a positive impact on business cycles, leading to an increase in industrial pro-
duction. Conversely, high levels of uncertainty have a negative effect on business cycles, causing a decline in industrial output.
We are of the opinion that high levels of macroeconomic uncertainty have a ripple effect on the entire economy, which may
stifle investments, reduce consumption, and create unemployment, which is likely to influence labor participation.

JEL Classification: D81, E23, E32, E44, G14.

Plain Language Summary

Financial and macroeconomic uncertainty impact on business cycles

Purpose: Most of the macro literature on uncertainty has focused on macro uncertainty caused by real activity as a
source of economic fluctuations. Economic uncertainty reduces total demand in the economy via a conventional channel
that is associated with the real option theory. Given the findings of the existing literature that financial uncertainty other
than macroeconomic uncertainty matters more for business cycle fluctuations. This study seeks to answer the following
questions: is uncertainty the primary cause of the business cycle’s fluctuations? Alternatively, does it matter what kind of
uncertainty exists? Methods: We use the GLM and Bayesian GLM as well as the Granger causality test on monthly
frequency data spanning 1960:07 to 2015:4. Conclusions: Numerous estimations employing diverse measures of
uncertainty lead us to the conclusion that high levels of macroeconomic uncertainty, which is comparable to real
uncertainty, exhibit counter-cyclical behavior with respect to business cycles as well as economic policy uncertainty as
measured by news. Business cycles respond favorably to low levels of uncertainty, which supports an increase in
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industrial production but negatively to high levels of uncertainty, resulting in decreased industrial output. Implication:
This observation strongly indicates the presence of an inverted U-shaped relationship between macroeconomic
uncertainty and business cycles, while a linear relationship is observed between financial uncertainty and industrial
production. Elevated levels of uncertainty possess the potential to disrupt the natural progression of business cycles and
consequently diminish industrial production.

Keywords
financial uncertainty, macroeconomic uncertainty, economic policy uncertainty, real uncertainty, business cycles, industrial
production

Introduction

A strand of literature in macroeconomics investigates the
interaction between uncertainty and business cycle fluc-
tuations. The increasing evidence suggests that recessions
are accompanied by a significant increase in uncertainty,
which has heightened interest in the subject; see, for
example, Born and Pfeifer (2021) and Ludvigson et al.
(2021). These findings are supported by the use of proxy
variables like stock market volatility and forecast disper-
sion (Bloom, 2009), or a broad-based measure of macro-
economic uncertainty is used (Jurado et al., 2015). Even
though this evidence supports the notion that uncer-
tainty plays a role in severe recessions, the question of
whether low or high levels of uncertainty are a source of
business cycle fluctuations or responses to economic fun-
damentals is not fully understood.

There has been a resurgence of research interest in the
field of economic uncertainty modeling and its signifi-
cance in forecasting macroeconomic fluctuations in
recent years (Al-Thaqeb & Algharabali, 2019; Junttila &
Vataja, 2018; Nowzohour & Stracca, 2020). During
financial crisis periods, the spread of negative news low-
ers expectations for future economic activity, leading to
the occurrence of economic uncertainty. The United
States experienced a notable spike in macroeconomic
and financial uncertainty during the global financial cri-
sis (Born et al., 2018; Choudhry et al., 2020a; Leduc &
Liu, 2020), and the conventional causes of fluctuations in
business cycles (BCs) have been called into question as a
result of the global financial crisis. Recent research has
indicated that economic uncertainty can serve as an alter-
native catalyst for economic fluctuations (Cerra et al.,
2023; Choudhry et al., 2020a; Dew-Becker & Giglio,
2023; Ludvigson et al., 2021; Trung, 2019).

According to Cascaldi-Garcia et al. (2023), uncer-
tainty is becoming an increasingly important factor for
empirical research in a variety of economic applications.
According to the findings of an early study by Bernanke
(1983), an increase in economic uncertainty reduces total
demand in the economy via a conventional channel that
is associated with the real option theory. It has been

hypothesized that uncertainty influences decision-making
because it raises the value of waiting as an option; see
Lee and Daunizeau (2020) and Lees et al. (2022). When
faced with uncertainty, businesses and, in the case of
long-lasting products, consumers are more likely to exer-
cise extreme caution in order to avoid the significant
financial losses that are associated with making poor
investment decisions (Dreyer & Schulz, 2023; Khan
et al., 2020; Wen et al., 2021). As a result, businesses and
consumers delay making decisions about investments,
employment, and spending until uncertainty decreases.
Uncertainty is expected to negatively influence the
supply-side productivity of the economy due to the mis-
allocation of resources across businesses (Bloom et al.,
2018). For example, Bloom et al. (2018) assert that dur-
ing normal times, inefficient companies contract while
productive firms expand, which helps to maintain high
aggregate productivity. This, in turn, helps to maintain a
high level of employment overall. Businesses are more
likely to restrict their expansion and contraction plans
when there is a high level of uncertainty because doing so
stifles a significant portion of this productivity-enhancing
reallocation. This, in turn, leads to a decline in measured
aggregate total factor productivity.

Even though uncertainty measures have a strong cor-
relation with financial market variables, existing findings
are based on practical but limited identifying assump-
tions and do not address financial markets explicitly.
This paper makes several assumptions to distinguish
between the causes and effects of macroeconomic and
financial uncertainty, as well as other measures of uncer-
tainty’s impact on business cycles. Generally, the uncer-
tainty literature struggles with the issue of causality and
determining high and low uncertainty. As a result, there
is no theoretical consensus on whether the uncertainty
associated with deep recessions is primarily a cause or an
effect (or both) of economic activity declines. This pre-
sents a problem. In fact, the direction of the effect is
unclear in the theory. It is difficult to analyze the role of
uncertainty in business cycle fluctuations econometri-
cally. To identify the effects of uncertainty shocks, exist-
ing empirical work primarily relies on recursive schemes
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within the framework of vector autoregressions (VAR);
see, for example Bloom (2009), Gilchrist et al. (2014),
and Jurado et al. (2015). A recursive structure is a quick
and easy way to start looking into the relationship
between uncertainty and business cycles, but it does not
provide a satisfactory solution. There is no compelling
theoretical reason to limit the timing of uncertainty’s
relationship with real activity, which is a first-moment
variable, and the former, a second moment variable.

Furthermore, existing studies disagree on whether
uncertainty in the VAR should come before or after real
activity variables. Given that uncertainty is both an exo-
genous impulse determinant of business cycles and an
endogenous response to first-moment shocks, it can fluc-
tuate concurrently with real activity. With recursive struc-
tures, which assume delayed responses from some
variables, this is obviously impossible; see Ludvigson et al.
(2021). Many methods for identifying VARs, including
but not limited to long-run restrictions, sign restrictions,
and instrumental variable estimation, are problematic.
Given the above argument, we contribute to the existing
literature by using the generalized linear model (GLM)
and Bayesian generalized linear model (Bayes GLM) to
answer the question: is uncertainty the primary cause of
the business cycles’ fluctuations? Alternatively, does it
matter what kind of uncertainty exists? By using these
methods, we are better able to capture the non-normal
distribution of the errors in the data series, and perhaps
the function that connects the predictor to the response
may be specified (see, e.g., Gunst, 1984; McCullagh, 1989;
McCulloch, 2000; Myers & Montgomery, 1997; Nelder &
Wedderburn, 1972; Neter et al., 1983).

Additionally, we assess the relationship between uncer-
tainties and business cycles under high and low assump-
tions using the quadratic terms of the variables, which is
different from the existing literature; see Bloom (2009),
Jurado et al. (2015), Bloom et al. (2018), and Ludvigson
et al. (2021). We motivate our model with the EKC
model, which suggests that there is an inverted U-shaped
curve between the environment and affluence; see for
example, Grossman and Krueger (1995), Ulucak and
Bilgili (2018). In this situation, elevated levels of income
tend to reduce environmental degradation. The quadratic
term of GDP measures elevated levels of income. In a
similar vein, the inflection point of uncertainty is the value
at which the quadratic effect changes direction. This point
is where the curve transitions from increasing to decreas-
ing. Numerous studies have used the quadratic term of
variables such as total assets (Gadzo et al., 2019; Guerard
& Mark, 2003; Kalu et al., 2016), income levels (Chen
et al., 2023; Ciarlantini et al., 2023; Zhao et al., 2016,
among many others), etc. to measure the inflection point
of curve transitions from increasing to decreasing effects
on other variables. We assume that at the initial stages of

the business cycle, uncertainty causes a boom in industrial
production and that, in later stages of the business cycle,
elevated levels of uncertainty cause a bust in industrial
production after uncertainty reaches a turning point. It
implies that the business cycle first booms and then busts,
with an increase in uncertainty. Conducting this study
aims to enhance our understanding of the economic
dynamics that occur during times of uncertainty.
Additionally, it aims to offer practical guidance to diverse
stakeholders on effectively managing and responding to
economic challenges. Through the acknowledgment and
examination of the identified constraints, this study has
the potential to yield significant contributions to the fields
of economics and finance, encompassing conceptual and
applied dimensions.

Our key findings are: (1) that high levels of macroeco-
nomic uncertainty matter more than financial uncer-
tainty, despite our findings indicating that low levels of
financial and macroeconomic uncertainties are signifi-
cant and positive drivers of industrial production.

(2) High levels of macroeconomic uncertainty, which
is comparable to real uncertainty, exhibit counter-cyclical
behavior with respect to business cycles as well as eco-
nomic policy uncertainty as measured by news. Business
cycles respond favorably to low levels of uncertainty,
which supports an increase in industrial production, but
negatively to high levels of uncertainty, resulting in
decreased industrial output. These findings strongly sug-
gest an inverted U-shaped relationship between macroe-
conomic uncertainty and business cycles, while financial
uncertainty shows a linear relationship with industrial
production. We are of the opinion that high levels of
macroeconomic uncertainty have a ripple effect on the
entire economy, which may stifle investments, reduce
consumption, and create unemployment, which is likely
to influence labor participation.

The study is divided into five sections: section one
introduces the topic and the motivation; section two
briefly discusses the existing literature on the topic; sec-
tion three describes the empirical methods used; section
four presents the empirical results; and section five con-
cludes the study.

Brief Literature Review

As a possible factor in business cycles, uncertainty has
received considerable attention. According to Bloom et al.
(2018), uncertainty shocks generally result in a 2.5%
decline in GDP, followed by a rapid recovery and a conti-
nuation of the output slowdown. This suggests that uncer-
tainty may be a significant factor in business cycle
initiation or amplification. In addition, the authors find
that the economy responds significantly less positively to
stimulative policies as firms become cautious in the face
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of uncertainty. In contrast to financial market uncer-
tainty, which is likely a source of output fluctuations,
Ludvigson et al. (2021) find that greatly elevated macroe-
conomic uncertainty is frequently an endogenous response
to production shocks in recessions. Similarly, Baker et al.
(2020) embarked on a cross-country study using a VAR
setting under diverse assumptions and restrictions. They
concluded that financial uncertainty greatly exacerbates
economic growth. Given that uncertainty increases during
recessions and decreases during boom cycles. Contrarily,
in a theoretical model, Born and Pfeifer (2021) predict
with high confidence that the quantitative impact of
uncertainty shocks on the economy is negligible.

In a previous study, Nakamura et al. (2017) showed
that for a panel of 16 developed economies, uncertainty
and real economic activity have an adverse relationship.
On the issue of whether this correlation suggests that
uncertainty is primarily a cause or a result of declines in
economic activity, theories for which uncertainty plays a
key role vary greatly. The empirical analysis of the U.S.
business cycle has been the primary focus of some stud-
ies. Most of these studies concluded that heightened
uncertainty significantly dampens economic activity,
resulting in decreased output, decreased consumer spend-
ing, decreased investment, and increased unemployment.
These results are consistent across a wide variety of
uncertainty proxies, including financial volatility indexes
(Bloom, 2009), measures of macroeconomic uncertainty,
and news-based indices of political uncertainty (Baker
et al., 2016; Jurado et al., 2015; Lakshmi et al., 2019;
Ludvigson et al., 2021, among many others).

The literature on uncertainty raises a separate issue
regarding the genesis of uncertainty. According to con-
ventional theories, uncertainty stems from economic fun-
damentals such as productivity and is deterred by market
frictions when it interacts with real economic uncer-
tainty; see Bonciani and Ricci (2020). Nonetheless, a
number of scholars contend that uncertainty weakens the
economy by affecting financial markets or by posing spe-
cific financial market-specific risks (Bollerslev et al.,
2009; Gilchrist et al., 2014; Liu, 2021; Z. Li & Zhong,
2020). Furthermore, Ng and Wright (2013), found that
all recessions since 1982 can be attributed to the financial
markets, and these recessions exhibit notable distinctions
from those where the financial markets played a second-
ary role. If financial shocks are subject to time-varying
volatility, financial market uncertainty, as opposed to
real economic uncertainty, could be a significant contri-
butor to recessions, both as a cause and a transmission
mechanism. However, the literature has sparsely distin-
guished how real versus financial uncertainty influences
business cycle fluctuations.

According to a body of research, uncertainty contri-
butes to slower economic growth. These studies include

those that investigate how uncertainty affects real
options, those that investigate how uncertainty affects
financial constraints, and those that investigate precau-
tionary saving (Arellano et al., 2010; Basu & Bundick,
2017; Bernanke, 1983; Fernández-Villaverde et al., 2011;
Gilchrist et al., 2014; Leduc & Liu, 2016; Z. Li & Zhong,
2020; McDonald & Siegel, 1986). These theories almost
universally assume that uncertainty externally perturbs
the volatility of economic fundamentals. Some theories
posit that an increase in uncertainty is a direct conse-
quence of the process governing technological innova-
tion, which then leads to a decline in actual activity; see
Bloom (2009) and Bloom et al. (2018). Heightened macro
uncertainty, according to these theories, should reduce
real economic activity. Despite the theoretical literature’s
emphasis on uncertainty stemming from economic fun-
damentals, the empirical literature has typically evalu-
ated these theories using uncertainty proxies that are
highly correlated with financial market variables. This
practice raises the intriguing question of whether reces-
sions are the result of real economic uncertainty, finan-
cial market uncertainty, or both.

Slower economic growth, according to a second
school of thought in the literature, is the sole cause of
the rise in macroeconomic uncertainty. There is no exo-
genous uncertainty relationship in these theories, and all
uncertainty variation is endogenous. Unfavorable eco-
nomic conditions, according to some theories, encourage
risky behavior, reduce information and, as a result, make
future events less predictable, and resulting in novel eco-
nomic policies with unpredictable outcomes (see
Bachmann et al., 2013; Fajgelbaum et al., 2017; Fostel &
Geanakoplos, 2012; Ilut & Saijo, 2021; Pástor &
Veronesi, 2013; Van Nieuwerburgh & Veldkamp, 2006).

Other researchers, however, contend that certain types
of uncertainty may even stimulate the economy.
According to the growth options uncertainty theories,
businesses may make investments and hire employees if
there is a risk spread that is mean-preserving. This risk
spread results from an unbounded upside and a con-
strained downside, which in turn raises expected profits
due to the increased mean-preserving risk. Frequent
advancement of these explanations characterized the
dot-com boom. Early studies include those from Oi
(1961), Hartman (1972), and Abel (1983), as well as more
recent works by Bar-Ilan and Strange (1996), Pástor and
Veronesi (2013), Segal et al. (2015) and Kraft et al.
(2018). These studies show that data cannot be related to
by a single uncertainty theory or all-encompassing struc-
tural model. Simply put, the body of theoretical work
lacks sufficient specific identification constraints for
empirical research. Instead, the literature offers a variety
of theoretical hypotheses, all of which are ambiguous
about the nature of the relationship between uncertainty
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and real economic activity. The lack of theoretical agree-
ment on this relationship, as well as the multiplicity of
theories and a lack of information on the structural ele-
ments of specific models, highlight the fundamental
nature of empirical cause-and-effect analysis.

Ali et al. (2023) conducted a thorough analysis from a
governance standpoint to assess the effects of economic
policy uncertainty (EPU) on the stability of the financial
system. The research conducted by the authors produced
significant results, demonstrating that the implementa-
tion of efficient governance mechanisms can be an effec-
tive strategy for reducing the negative impacts of
economic policy uncertainty (EPU) on the stability of
financial systems. However, the extent to which regional
disparities, the banking institutions involved, and the dis-
tinct structural characteristics of financial markets influ-
enced the observation of this mitigating factor varied
significantly. The study revealed a significant phenom-
enon, suggesting that the positive effect of governance
on financial stability concerns caused by economic policy
uncertainty was particularly strong during the turbulent
period of the global financial crisis.

Macroeconomic and financial uncertainty, as well as
industrial production, impact the management of volati-
lity, stock market returns, and commodity prices; see
Demir and Ersan (2017), Chowdhury et al. (2021),
Zhang et al. (2022). By regulating inflation, bolstering
consumer confidence, mitigating systemic risk, promot-
ing long-term investment, and contributing to global
competitiveness, it aids in the preservation of economic
stability (Volpin & Maximiano, 2020; Wang et al., 2023).
Stable commodity prices facilitate monetary policy trans-
mission, enabling central banks to execute policies with
greater efficacy (Carriere-Swallow et al., 2016; Johnson
et al., 2020; Yellen, 2015). Additionally, stable markets
facilitate investment and business planning, which
increases production and expansion expenditures; see
also O’connor (2017) and Kirschen and Strbac (2018).
Additionally, job growth and consistent consumer spend-
ing are outcomes that ensue from stable economic envir-
onments (Chetty et al., 2020; Ganong & Noel, 2019).
The regulation of stock market volatility and returns
serves as a preventive measure against speculative bub-
bles and financial crises (Wuthisatian & Thanetsunthorn,
2018; Yang, 2017). In general, the regulation of these
variables enhances the stability of the economic system.

Uncertainty in the US

Numerous instances of significant financial instability
have occurred in the United States over time, including
the 1987 stock market crash and the Great Financial
Crisis or Great Recession of 2008–2009 (Afonso &
Blanco-Arana, 2022; Vidal, 2021). On Monday, October

19, 1987, the Dow Jones Industrial Average experienced
its largest one-day decline ever, falling 22.6% (Ajayi
et al., 2020; Ludvigson et al., 2021). Popular explanations
include the accelerating globalization of financial mar-
kets and financial innovations such as portfolio insur-
ance and index futures. As a result of the widespread
belief that these financial innovations were a significant
cause of the crash, new rules for exchange trading, such
as circuit breakers, and revised trade clearing procedures
were enacted; see Ludvigson et al. (2021).

The Dow Jones Industrial Average began a precipi-
tous decline in October 2008 and fell more than 50%
over a period of 17months. Researchers frequently cite
the widespread Great Financial Crisis (GFC) as the trig-
ger of the Great Recession (GR) (Afonso & Blanco-
Arana, 2022; Ludvigson et al., 2021; Vidal, 2021).
Numerous potential causes of the crisis have been identi-
fied, including problems with subprime lending and a
prior housing boom. However, at least a portion of the
variance in financial uncertainty appears to stem from
the securities markets. Financial intermediaries played a
significant role in the financial crisis, primarily due to
the fact that they hold vast portfolios of financial securi-
ties. Some analyses have placed speculative trading activ-
ities by large financial institutions like AIG, Lehman
Brothers, and Bear Stearns at the center of the crisis; see
Glaeser et al. (2019).

Prior to the recession, several highly leveraged finan-
cial institutions, such as BNP Paribas and Northern
Rock, went through a complete collapse of liquidity
starting in August 2007. Uncertainty about the value of
new financial innovations, such as the securitization of
mortgages and other debt obligations and the explosive
growth of credit default swaps, has been linked to the
financial crisis. In summary, the fact that factors specifi-
cally from financial markets appeared to play a signifi-
cant role in increased financial uncertainty is a
distinguishing characteristic of both the 1987 crash and
the GFC. In light of this, we investigate the potential
impact of uncertainties on business cycles. To answer
this question, we’ve constructed models to better com-
prehend the phenomenon.

Empirical Methods/Data

Data Sources

The data used in this study were sourced from Ludvigson
et al. (2021). Macroeconomic and financial uncertainties
are based on statistical uncertainty indices based on
Jurado et al. (2015) methodology. The frequency of the
data is monthly, and the series with full data starts from
1960:07 to 2015:4. Business cycles are the dependent vari-
able, is measured by industrial production which has
been considerably used in the literature to measure
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industrial output relative to real economic activity. We
control for gold commodity prices, economic volatility,
and stock market returns using the log difference of gold
price level deflated using CPI, considering January 2018
as the base year, the Center for Research in Securities
Prices (CRSP) weighted value of stock market index
returns and the CBOE volatility index. For more details
about the statistical underpinning of the measures of
uncertainties relative to financial and macroeconomic
variables, see Ludvigson et al. (2021). We also used other
measures of uncertainty in the literature, such as the eco-
nomic policy uncertainty index and the economic policy
uncertainty news-based index constructed by Baker et al.
(2016). The availability of data of these indices ranges
from 1987:01 to 2017:06. Additionally, we employ real
uncertainty, a subindex for macro uncertainty that fluc-
tuates solely due to the uncertainty in the 73 real activity
variables of the macro dataset. Table 1 presents the vari-
ables used and their descriptions.

Empirical Strategy

Empirical Model. We follow Ludvigson et al. (2021) to
build the following models to critically assess the impact
of financial and macroeconomic uncertainties or more
broadly uncertainties, on business cycles.

IPt = b0 + IPt�11 + b1 FUt + b2 MUt

+ b3 GOLDt + b4 CRSPt + b5 VIXt + Et

ð1Þ

IPt = b0 + IPt�11 + b1 FU2
t + b2 MU2

t

+ b3 GOLDt + b4 CRSPt + b5 VIXt + Et

ð2Þ

Additionally, we modeled different measures of uncer-
tainty to robust check the macroeconomic and financial
uncertainties’ measures, hence:

IPt = b0 + IPt�11 + b1 EPUt + b2 EPUNt

+ b3 GOLDt + b4 CRSPt + b5 VIXt + Et

ð3Þ

IPt = b0 + IPt�11 + b1 EPU2
t + b2 EPU2

Nt

+ b3 GOLDt + b4 CRSPt + b5 VIXt + Et

ð4Þ

IPt = b0 + IPt�11 + b1 RUt + b2 GOLDt

+ b3 CRSPt + b4 VIXt + Et

ð5Þ

IPt = b0 + IPt�11 + b1 RU2
t + b2 GOLDt

+ b3 CRSPt + b4 VIXt + Et

ð6Þ

In Equations 1 to 6, b0 denote the constant term of the
slope, b1 to b4 represent the parameter coefficients to be
estimated, Et denote the stochastic error terms or distur-
bances in the model and t represent the time period for
the study. RU, FU, MU, EPU, EPUN, denote real uncer-
tainty, financial uncertainty, macroeconomic uncer-
tainty, economic policy uncertainty, and economic policy
uncertainty news-based, correspondingly.

Table 1. Variables and Data Sources.

Variables Indicators Units of Measurement Sources

Industrial production IP Measures business cycles: Ludvigson
et al. (2021)

Financial uncertainty FU Statistical uncertainty index for 148 financial indicators time series "
Macroeconomic uncertainty MU Statistical uncertainty index for 134 macroeconomic time series "
Real uncertainty RU Subindex of macroeconomic uncertainty consisting of 73 real

activity variables
"

Economic policy uncertainty EPU Policy uncertainty data series are based on Baker et al. (2016) "
Economic policy uncertainty

news-based
EPUN Policy uncertainty news-based data series are based on

Baker et al. (2016)
"

Quadratic term of financial
uncertainty

FU2 Square root of financial uncertainty index "

Quadratic term of
macroeconomic uncertainty

MU2 Square root of macroeconomic uncertainty index "

Quadratic term of real
uncertainty

RU2 Square root of real uncertainty index "

Quadratic term of economic
policy uncertainty

EPU2 Square root of economic policy uncertainty index "

Quadratic term of economic
policy uncertainty news-based

EPU2
N Square root of economic policy uncertainty news-based index "

Gold commodity price levels GOLD Daily auction prices of gold deflated using the Consumer Price Index "
Stock market returns CRSP Center for Research in Securities Prices value-weighted stock

market index return
"

Volatility VIX CBOE Volatility Index "
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RU2, FU2, MU2, EPU2, EPU2
N are the quadratic

terms of real uncertainty, financial un-certainty, macroe-
conomic uncertainty, economic policy uncertainty, and
economic policy uncertainty news-based which measure
heightened uncertainties.

Given the above models, we assume that it is helpful
to differentiate between scenarios of heightened financial
and macroeconomic uncertainty and what we will refer
to as high levels of uncertainty because we are interested
in determining the potential role of different types of
uncertainty in economic fluctuations.

Empirical Methods
Unit Root Tests. Checks for stationarity are crucial for

ensuring the accuracy of time series data. This check is
essential due to the potential for inconsistency and erro-
neous regression estimates when using time series vari-
ables that lack stationarity. We subjected all series to a
stationarity test using the Phillips and Perron (PP) test
developed by Phillips and Perron (1988) and the
Augmented Dickey-Fuller (ADF) test developed by
Dickey and Fuller (1979). Instead of using additional
lags of the first-differenced variable in the augmented
Dickey- Fuller (ADF) test employed by Dickey and
Fuller (1979), Phillips and Perron (1988)’s test accounts
for serial correlation using Newey-West standard errors.
To make the series more resistant to stationarity, we
employ these two distinct testing procedures. The unit-
root tests suggest that a variable is subject to a unit-root
process. The null hypothesis states that the variable has
a unit root, while the alternative hypothesis suggests that
it is produced by a stationary process. Additionally, we
performed a portmanteau white-noise test to augment
the tests. We aim to capture the existence of white noise
in the process of assessing the unit root in the data series;
see for example, Zhu et al. (2017), Diggle (1990) and
Ljung and Box (1978).

Correlations and Multicollinearity Tests. Generally, time
series data consists of observations recorded across a
series of time points. Tests of correlation allow us to
examine the strength and direction of the relationship
between two variables at various time lags; see Broock
et al. (1996) and Rovine and von Eye (1997). By calculat-
ing correlation coefficients, we can determine whether
variables have a linear relationship and gain insight into
their interdependence. When developing time series mod-
els, it is essential to evaluate the model’s assumptions
and determine their validity. The residuals (i.e., the dif-
ferences between the observed values and the predicted
values from the model) can be evaluated for residual cor-
relations using correlation tests (Durbin & Watson,
1971). If significant correlations are found, it suggests
that the model may not adequately capture all the

pertinent data information, necessitating adjustments,
see BlLLINGS and Voon (1986). Therefore, we test for
correlations among the study’s variables to understand
the nature of the variables over the sample period.

All regression analyses have the potential issue of mul-
ticollinearity (Thompson et al., 2017). However, multi-
collinearity analysis is crucially important. There are
various ways to evaluate multicollinearity; see Seethaler
et al. (2012). The variance inflation factor is one such
diagnostic for multicollinearity. One of the most impor-
tant steps in assessing the efficacy of a regression model
is determining the independence of the predictors (Gunst,
1984; Neter et al., 1983). Strong predictor interdepen-
dence, or multicollinearity, has the potential to affect
regression results and make our inferences more difficult;
see Belsley et al. (2005). In light of this, we perform the
variance inflation factor to ascertain their level of toler-
ance in the respective models designated for the study.

Long-Run Estimations: Generalized Linear Model. In many
different fields of study, situations where the observa-
tions are not normally distributed frequently occur; see
for example Myers and Montgomery (1997), Blough
et al. (1999), S. Li et al. (2023), Xia et al. (2023), Yin
et al. (2023) among many others. Analyzing such
responses typically entails changing the response into a
new quantity that behaves more like a typical random
variable. Using a generalized linear model (GLM) based
analysis procedure, where a non-normal error distribu-
tion and a function that connects the predictor to the
response may be specified, is an alternative strategy
(Myers & Montgomery, 1997). Given the nature of our
data series, we find it statistically useful to employ the
GLM to deal with the non-normal error distribution; see
Table 2. The skewness, kurtosis, and the joint tests sug-
gest that the error distributions are not normally distrib-
uted, as we find the p-values to be less than 5%. By
using reparameterization to induce linearity and allowing
a non-constant variance to be directly incorporated into
the analysis, generalized linear models naturally address
these problems; see Hastie and Pregibon (2017).

There may be a need for inference techniques that are
not based on ordinary least squares (OLS), given the rea-
lization that many statistical modeling and analysis
issues are clearly expressed in non-normal error assump-
tions (Lindsey, 2000; McCulloch, 2000; Myers &
Montgomery, 1997; Neuhaus & McCulloch, 2011). The
assumptions of normality and homogeneous variance
play a significant role in the optimality characteristics of
least squares estimators. To address applications involv-
ing binomial responses (proportion of defective data),
poisson responses (count data—number of defects), or
exponential responses (time to failure data), alternative
approaches are required. There are numerous industries
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in which concepts or regressor variables influence the
conditions that result in such responses. Nelder and
Wedderburn (1972) developed the concept of generalized
linear models (GLM), which McCullagh (1989) then
extensively covered. This method enables regression
modeling when responses are distributed based on an
exponential relationship.

As previously stated, using ordinary least squares
when dealing with binomial or poisson responses is inap-
propriate. These are only two of the numerous distribu-
tions in which the variance is dependent on the mean;
therefore, any reasonable estimation procedure must
take the error distribution and consequently the non-
homogeneous variance into account. We will now dis-
cuss a unified family of widely applied distributions and
models in the real world. This family of generalized lin-
ear models includes the normal distribution/linear model
as a special case. The exponential family provides key
characteristics of the normal, binomial, and Poisson dis-
tributions and relates the distribution mean to the natu-
ral location parameter. However, the exponential family
did not establish a direct connection to regressor vari-
ables or regression models at that time. The set of regres-
sor variables xl, x2, ..., xk are introduced via the linear
predictor x0b ¼ b0 þ b1x1 þ b2x2 þ :::þ bkxk. The lin-
ear predictor comprises the regression portion of the
model. The relationship between the assumed distribu-
tion means and the linear predictor is utilized to con-
struct the entire model.

This closely resembles standard normal theory linear
modeling, in which we have:

E y½ �=m=b0 +b1x1 +b2 x2 + :::+bkxk ð7Þ

which Equation 7 follows

m = x0b ð8Þ

The model in Equation 8 is a special case of the GLM
approach, as we shall illustrate. Typically, a link function
determines the relationship between the population mean
and the linear predictor:

s(m) =x0 b ð9Þ

where s(�) is a monotonic function. The population mean
is the parametric response of the regression model in
Equation 9, which is obtained by:

m = s�1(x0 b) ð10Þ

This study’s GLMmethodology is supported by the iden-
tity link, which is a link function that leads to the model
in Equation 10.

Long-Run Estimations: Bayesian Generalized Linear
Model. Having used a frequentist approach, that is,
GLM, as our benchmark method, we employed a
Bayesian GLM as a robustness check to infer our find-
ings with confidence. Assuming that all model para-
meters are random variables, Bayesian analysis can
incorporate prior knowledge. This assumption stands in
stark contrast to more traditional statistical inference,
also known as frequentist, which assumes that all para-
meters are unknown but constant quantities. Bayesian
analysis is based on the Bayes rule, which provides a for-
mal method for combining prior knowledge with evi-
dence from the available data. The Bayes rule generates
the so-called posterior distribution of model parameters.
Incorporating new evidence from observed data into the
prior knowledge of the model parameters derives the
posterior distribution.

The standard estimation method for the GLM is max-
imum likelihood. We assume, for simplicity’s sake, that
fi are unknown and X

T = (x1, ., xn) has rank p. The
formula for the likelihood function is:

L bð Þ‘ exp
Xn

i= 1

a�1 fið Þ yih xT
i b

� �
� c h xT

i b
� �� �� �" #

ð11Þ

In the Bayesian model, a prior b is associated with the
corresponding likelihood in Equation 11. A common
option is N (b0, S), where b0 and S are already known.
The posterior of b can be calculated by writing
y = (y1, . . . , yn)T :

Table 2. Test for Normality.

Skewness Kurtosis Joint test: Adj. Chi2

IP 0.52 0.00 55.10***
FU 0.02 0.03 9.57**
MU 0.00 0.00 93.64***
RU 0.00 0.00 64.88***
EPU 0.01 0.02 10.77**
EPUN 0.00 0.53 9.36**
GOLD 0.00 0.00 37.54***
CRSP 0.00 0.00 114.53***
VIX 0.00 0.86 12.44***
FU2 0.00 0.00 143.61***
MU2 0.26 0.03 6.12**
RU2 0.01 0.20 8.91**
EPU2 0.00 0.14 12.52**
EPU2

N 0.00 0.17 18.81***

Note. *** and ** denote p-values of 1% and 5%. These p-values suggest

that the null hypothesis of normality is rejected. To put it differently, the

errors distributions of the data series are in non-normal.
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bjyð Þ‘ exp

Xn

i=1

a�1 fið Þ yih xT
i b

� �
�c h xT

i b
� �� �� �

� 1

2
b� b0ð ÞT S

�1
b� b0ð Þ

" #

ð12Þ

The posterior is not analyzable. In practical terms, no
closed-form expression exists for the norming constant.
In addition, locating the posterior means, variances, etc.
through numerical integration is difficult even for mod-
erate p. Markov Chain Monte Carlo (MCMC) numeri-
cal integration techniques, which require generating
samples from the posterior, appear to be the most practi-
cal method. The Metropolis-Hastings algorithm gener-
ally implements them. However, if the posterior is log-
concave, the adaptive rejection sampling approach of
Gilks and Wild (1992) can also be used. In our estima-
tions, we used 10,000 MCMC sample sizes, 2,500 burn-
in draws, which sums up to 12,500 MCMC iterations,
and most importantly, a random walk Metropolis-
Hasting sampling.

Granger Causality Test. Lastly, we evaluate the nature of
the relationship between macroeconomic uncertainty,
financial uncertainty and business cycles as measured by
industrial production in order to address the initial ques-
tion of causality. In a bivariate structure the first variable
is said to cause the second variable if the forecast for the
second variable enhances when lagged variables for the
first variable are considered, see Granger (1969).
Granger-causality tests are typically applied to vector
autoregressions (VAR) or, more precisely, to individual
equations within VAR systems. As autoregressive dis-
tributed lag (ADL) relationships, individual equations in
VARs can be expressed as:

yt = c1 +S
p
i= 1ai 3 yt�1 + S

p
i= 1bi 3 xt�1 ð13Þ

The value of p is determined by the presence of lags.
The hypothesis that there is no Granger- causality
between xt and yt can be formulated as a test of the coef-
ficients bi being equal to zero, where i ranges from 1 to p.
The justification for conducting such a test is straightfor-
ward. According to Hamilton (1994), if episode X is per-
ceived as the cause of episode Y , it is expected that
episode X would occur prior to Y . The calculation of the
test statistic involves the summation of squared residuals
(RSS) derived from both the restricted equation and the
unrestricted equation as:

yt = co +S
p
i= 1gi 3 yt�i + ei ð14Þ

The formula for joint-significance tests, as provided in
the literature, is utilized in this analysis:

F =
RSS0�RSS1

P
RSS1

T �2p �1

ð15Þ

The variable in question is distributed according to a
F p, T � 2p � 1ð Þ distribution. The term RSS0 RSS1ð Þ
refers to the residual sum of squares of the restricted
(unrestricted) regression model. The validity of the test is
limited to asymptotic conditions, as a result of the inclu-
sion of a lagged dependent variable in the regression
model. A test that is asymptotically equivalent is pro-
vided by:

F =
RSS0�RSS1

P
RSS1

T �2p �1

ð16Þ

The variable is distributed according to a chi-squared
distribution with p degrees of freedom.

Empirical Results

Descriptive Statistics

We present the descriptive statistics of our study’s vari-
ables in Table 3. According to the table, economic policy
uncertainty (EPU), economic policy uncertainty news-
based (EPUN), and their quadratic terms had the highest
average performance compared to other uncertainty mea-
sures. The average growth rate for economic policy uncer-
tainty (EPU) was 4.64% with a standard deviation of
0.29%, while the average growth rate for economic policy
uncertainty news-based was 4.62% with a standard devia-
tion of 0.33%. Given the nature of the other uncertainty
measures, as estimated statistically through a stochastic
volatility process, all the average values are negative. The
average negative growth rates for macroeconomic

Table 3. Descriptive Statistics.

Mean Std. dev. Min. Max. Obs.

IP 6.42 0.57 5.43 7.68 658
FU 20.12 0.18 20.52 0.44 658
MU 20.43 0.13 20.65 0.08 658
RU 20.44 0.08 20.62 20.12 658
EPU 4.64 0.29 4.05 5.50 364
EPUN 4.62 0.33 3.80 5.65 364
GOLD 1.40 0.11 1.13 1.54 658
CRSP 0.92 1.04 24.61 2.81 406
VIX 2.93 0.34 2.34 4.09 304
FU2 0.05 0.05 1.28e-07 0.27 658
MU2 0.20 0.09 0.00 0.42 658
RU2 0.20 0.07 0.02 0.38 658
EPU2 21.58 2.68 16.37 30.27 364
EPU2

N 21.49 3.11 14.45 31.90 364
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uncertainty, financial uncertainty, and real uncertainty
were 20.43%, 20.12%, and 20.44%, with standard
deviations of 0.13%, 0.18%, and 0.08%, respectively.
Although there is inconsistency in the measures of uncer-
tainty, our data indicates that industrial production has
experienced a substantial growth rate despite highly vola-
tile macroeconomic, financial, and economic policy
scenarios.

Unit Root Tests

Table 4 illustrates the results of our unit root tests to con-
firm the stationarity status of our selected variables.
Specifically, the table reports the tests of Phillips and
Perron (PP) by Phillips and Perron (1988), Augmented
Dickey-Fuller (ADF) test by Dickey and Fuller (1979)
and Portmanteau white noise test (WNTESTQ) by Ljung
and Box (1978). Our evidence suggests that at levels I(0),
the null hypothesis that the selected series are not station-
ary is rejected at 1% significance levels.

Correlations and Multicollinearity Tests

Table 5 illustrates correlations between the series. We
find that the majority of the variables selected do not
have significant correlations with industrial production
(IP). Notably, macroeconomic uncertainty (MU), eco-
nomic policy uncertainty (EPU), economic policy uncer-
tainty news based (EPUN), quadratic terms, and gold
commodity prices (GOLD) exhibited significant correla-
tions with industrial production. However, the quadratic
term of macroeconomic uncertainty (MU2) demon-
strated negative correlations with industrial production,
whereas the other terms demonstrated positive correla-
tions. We conclude that not all independent variables

exhibited significant correlations with industrial produc-
tion. Therefore, we contend that the date series ade-
quately captures all the relevant data information
required for long-term estimations.

Furthermore, we perform a variance inflation factor
analysis to reveal the tolerance of the variables in the pro-
posed model. In this regard, we are better able to com-
prehend the reliability and validity of our models for the
long-run estimations. We present the results in Table A1.
According to the results, all the variables had tolerance
levels greater than 0.20 and VIF values less than 5, indi-
cating no evidence of multicollinearity.

Baseline Results

We begin our analysis by examining baseline models.
Separate episodes were modeled for financial uncertainty
(FU), macroeconomic uncertainty (MU), and their quad-
ratic terms (FU2 and MU2) in the baseline models. First,
we model the direct impact of financial uncertainty (FU)
on industrial production, then the quadratic term impact
of financial uncertainty (FU2) on industrial production
(IP), macroeconomic uncertainty (MU), and its quadra-
tic term impact on industrial production (MU2) on indus-
trial production (IP). The fifth and sixth models include
both financial and macroeconomic economic uncertain-
ties (FU and MU) as well as their quadratic terms (FU2

and MU2, respectively). Table 6 displays the results. The
quadratic terms of financial and macroeconomic uncer-
tainty (FU2 and MU2) measure heightened levels of
uncertainty, whereas the linear terms (FU and MU) mea-
sure only low levels of uncertainty.

According to our findings presented in Table 6, in
times of low levels of uncertainty, both financial and

Table 4. Unit Root Tests.

ADF ADF PP PP WNTESTQ

Variables Levels First Difference Levels First Difference Levels

IP 21.113 221.59*** 21.25 221.50*** 18,004.62***
FU 22.05 213.53*** 23.53*** 213.57*** 5,318.83***
MU 21.94 212.83*** 23.06** 212.51*** 7,616.84***
RU 23.53*** 216.35*** 24.53*** 215.70*** 4,899.29***
EPU 25.38*** 222.72*** 24.88*** 224.71*** 2,626.04***
EPUN 27.60*** 223.68*** 27.44*** 226.44*** 1,030.36***
GOLD 24.32*** 217.67*** 22.96*** 218.82*** 20,785.69***
CRSP 214.55*** 224.65*** 214.80*** 28.32*** 2,617.41***
VIX 24.67*** 220.30*** 24.28*** 221.64*** 1,984.02***
FU2 22.70** 216.59*** 24.01*** 216.73*** 8,736.38***
MU2 22.03 213.72*** 22.99*** 213.22*** 8,736.38***
RU2 23.32** 216.18*** 24.30*** 215.56*** 5,651.94***
EPU2 25.39*** 222.57*** 24.90*** 224.56*** 2,625.54***
EPU2

N 27.60*** 223.49*** 27.45*** 226.13*** 1,041.50***

Note. *** and ** denote 1% and 5% significance levels. PP and ADF represent tests of Phillips and Perron (1988) and Dickey and Fuller (1979).
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macroeconomic indicators promote industrial produc-
tion, implying that lower levels of uncertainty signifi-
cantly and qualitatively induce positive business cycles.
In contrast, higher levels of uncertainty are detrimental
to industrial production, indicating that both elevated
financial and macroeconomic uncertainties impede busi-
ness cycles. In addition, we introduce some variables to
control the relationship between financial and macroe-
conomic uncertainty and industrial production. We
include gold commodity prices (GOLD), economic
volatility (VIX), and stock market returns (CRSP) in
this context. The inclusion of the control variables has
no effect on our findings. Specifically, we continue to
find that low levels of financial and macroeconomic
uncertainty have a substantial positive effect on indus-
trial production, whereas high levels of macroeconomic
uncertainty have a negative effect on industrial produc-
tion, and high levels of financial uncertainty have no
significant relationship with industrial production to
deal with endogeneity or reversal causality. In all analy-
ses, 11 lags in industrial production are included. Based
on Bayesian Information Criteria, this was deemed the
optimal level. The generalized linear model (GLM) per-
forms the estimation using the identity link approach.

Robustness/Extension

Here, a Bayesian GLM robust check analysis is con-
ducted. Incorporating prior information on the series
into the Bayesian analysis is possible by assuming that
all model parameters are random variables. This
assumption contrasts distinctly with the GLM. We were
better able to capture the dynamics of the data series
and interpret the results by comparing these two empiri-
cal methods. Table 7 displays the results of our investi-
gation. We conducted the estimations using credibility
intervals of 95%. Similarly, we use the baseline models
from Table 6 for the GLM analyses.

Intriguingly, the results of the Bayesian GLM are
identical to what we observed from the GLM estima-
tions. We found that when levels of uncertainty are low,
financial and macroeconomic indicators promote indus-
trial production strongly.

Within the credibility intervals of 95% for each
model, it is evident that low levels of financial and
macroeconomic uncertainty are crucial for business
cycles and proportionally promote industrial produc-
tion. Similarly, we find that high levels of macroeco-
nomic uncertainty worsen industrial production,
which is likely to impede business cycles, whereas high
levels of financial uncertainty have no effect on indus-
trial production given that all posterior means fall
within 95% confidence intervals. Even with the inclu-
sion of control variables such as gold prices, economicT
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volatility, and stock market returns, we still find that
low levels of financial and macroeconomic uncertainty
have an important effect on industrial production,
whereas high levels of macroeconomic uncertainty have

a negative effect on industrial production due to their
negative impact on business cycles, but high levels of
financial uncertainty do not matter for industrial
production.

Table 7. Robustness: Bayesian Generalized Linear Model.

Dep.Var.
=IP FU FU2 MU MU2 FU/MU FU2/MU2

IP[t211] 0.95 (0.01) 0.94 (0.01) 0.90 (0.01) 0.90 (0.01) 0.90 (0.01) 0.89 (0.01)
FU [0.92, 0.97]

0.21 (0.04)
[0.94, 0.97] [0.87, 0.92] [0.87, 0.92] [0.87, 0.92]

20.02 (0.05)
[0.86, 0.92]

FU2 [0.13, 0.30] 20.21 (0.14) [20.11, 0.08] 0.29 (0.13)
MU [20.47, 0.05] 0.54 (0.06) 0.55 (0.07) [0.02, 0.56]
MU2 [0.43, 0.66] 20.74 (0.08)

[20.91,20.59]
[0.40, 0.69] 20.81 (0.08)

[20.97,20.65]
Constant 0.40 (0.08) 0.40 (0.08) 0.92 (0.10) 0.83 (0.09) 0.93 (0.11) 0.87 (0.10)
Obs. 647 647 647 647 647 647
IP[t211] 0.95 (0.02) 0.95 (0.02) 0.95 (0.02) 0.96 (0.02) 0.95 (0.02) 0.97 (0.02)
FU [0.91, 0.99]

0.20 (0.10)
[0.92, 0.99] [0.92, 0.99] [0.93, 0.99] [0.92, 0.99]

20.11 (0.10)
[0.93, 1.00]

FU2 [0.01, 0.40] 0.16 (0.20) [20.30, 0.08] 0.08 (0.19)
MU [20.23, 0.56] 0.59 (0.08) 0.64 (0.09) [20.23, 0.52]
MU2 [0.42, 0.73] 20.89 (0.10) [0.46, 0.83] 20.89 (0.11)
GOLD 1.11 (0.23) 1.15 (0.20) 0.66 (0.23) [21.09,20.68]

0.49 (0.21)
0.67 (0.21) [21.11,20.65]

0.45 (0.23)
CRSP [0.68, 1.61]

20.02 (0.01)
[0.67, 1.60]

20.02 (0.01)
[0.20, 1.11]

20.01 (0.01)
[0.09, 0.89]

20.01 (0.01)
[0.25, 1.09]

20.01 (0.01)
[20.01, 0.88]
20.01 (0.01)

VIX [20.04,20.00]
20.13 (0.06)

[20.03, 0.00]
20.01 (0.041)

[20.03, 0.01]
20.12 (0.03)

[20.03, 0.01]
20.13 (0.03)

[20.02, 0.01]
20.08 (0.05)

[20.03, 0.01]
20.18 (0.04)

Constant [20.25,20.02]
0.90 (0.38)

[20.08, 0.07]
21.36 (0.35)

[20.18,20.06]
20.05 (20.77)

[20.18,20.07]
0.08 (0.32)

[20.18, 0.03]
20.19 (0.35)

[20.19,20.04]
0.09 (0.38)

Obs. 194 194 194 194 194 194

Note. Standard deviations are in parentheses ( ) and 95% credibility intervals are in square brackets [ ].

Table 6. Baseline Results: Generalized Linear Model.

Dep.
=IP
Var. FU FU2 MU MU2 FU/MU FU2/MU2

IP[t211] 0.94*** (0.01) 0.94*** (0.01) 0.90*** (0.01) 0.90*** (0.1) 0.90*** (0.01) 0.89*** (0.01)
FU 0.21*** (0.04) 20.02 (0.05)
FU2 20.21 (0.14) 0.29** (0.14)
MU 0.54*** (0.06) 0.55*** (0.07)
MU2 20.74*** (0.08) 20.81*** (0.08)
Constant 0.40*** (0.08) 0.40*** (0.08) 0.92*** (0.10) 0.84*** (0.09) 0.93*** (0.11) 0.86*** (0.09)
Obs. 647 647 647 647 647 647
IP[t211] 0.96*** (0.02) 0.95*** (0.02) 0.94*** (0.02) 0.97*** (0.02) 0.95*** (0.02) 0.97*** (0.02)
FU 0.21** (0.10) 20.11(0.10)
FU2 0.17 (0.21) 0.09 (0.18)
MU 0.62*** (0.09) 0.64*** (0.09)
MU2 20.88*** (0.11) 20.88*** (0.11)
GOLD 1.05*** (0.24) 1.13*** (0.24) 0.75** (0.24) 0.49** (0.11) 0.68** (0.22) 0.49** (0.22)
CRSP 20.02** (0.01) 20.02 (0.01) 20.01 (0.01) 20.01 (0.01) 20.01(0.01) 20.01 (0.01)
VIX 20.13 (0.06) 20.00 (0.04) 20.13*** (0.03) 20.13*** (0.03) 20.08 (0.05) 20.11** (0.04)
Constant 0.84 (0.40) 21.35*** (0.37) 20.08 (0.35) 0.07 (0.34) 0.19 (0.37) 0.02 (0.36)
Obs. 194 194 194 194 194 194

Note. Asterisk ***, and ** represent 1%, and 5% significance levels. Standard errors are in parentheses ( ).
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Following Ludvigson et al. (2021), we introduce addi-
tional measures of uncertainty, including real uncer-
tainty, economic policy uncertainty, and news-based
economic policy uncertainty. We present the results in
Tables 8 and 9. In the same manner as the baseline mod-
els, we replace the financial and macroeconomic uncer-
tainties with economic policy uncertainty, news-based
economic policy uncertainty (EPU, EPUN, and RU),
and real uncertainty, as well as their quadratic terms
(EPU2, EPU2

N, and RU2). We intend to evaluate the
impact of low and high levels of economic policy uncer-
tainty, news-based economic policy uncertainty, and real
uncertainty on industrial production. Our estimations
were carried out using the Bayesian GLM as opposed to
the GLM. This is because we are interested in the relia-
bility of our findings. We deem it appropriate to employ
the Bayesian GLM due to its statistical strength in cap-
turing prior information and its application of the Bayes
rule for performing estimations.

In Table 8, the impact of low and high levels of eco-
nomic policy uncertainty and economic policy
uncertainty-based news on industrial production is pre-
sented. Our findings indicate that both low and high lev-
els of economic policy uncertainty considerably raise

Table 8. Bayesian GLM: Economic Policy Uncertainty Index Measures.

Dep.Var.
=IP EPU EPU2 EPUN EPU/EPUN EPU2/EPU2

N

IP[t211] 0.93 (0.02) 0.93 (0.02) 0.96 (0.02) 0.96 (0.00) 0.89 (0.02) 0.89 (0.02)
EPU [0.89, 0.97]

0.13 (0.03)
[0.89, 0.96] [0.93, 0.99] [0.93, 0.99] [0.85,0.93]

0.40 (0.06)
[0.85, 0.93]

EPU2 [0.08,0.19] 0.01 (0.00) [0.28, 0.52] 0.04 (0.01)
EPUN [0.01, 0.02] 0.05 (0.02) 20.23 (0.04) [0.03, 0.06]
EPU2

N [0.01, 0.10] 0.01 (0.00) [20.33,20.14] 20.03 (0.01)
Constant 20.14 (0.13) 0.17 (0.11) 0.04 (0.13) [0.00,0.01]

0.15 (0.11)
20.05 (0.10) [20.04,20.01]

0.33 (0.11)
Obs. 364 364 364 364 364 364
IP[t211] 0.87 (0.02) 0.87 (0.02) 0.95 (0.02) 0.95 (0.02) 0.82 (0.02) 0.82 (0.02)
EPU [0.83, 0.92]

0.19 (0.04)
[0.82, 0.91] [0.90, 0.99] [0.90, 0.99] [0.78, 0.86]

0.69 (0.07)
[0.77, 0.86]

EPU2 [0.12, 0.26] 0.02 (0.00) [0.55, 0.83] 0.08 (0.01)
EPUN [0.01, 0.03] 0.02 (0.03) 20.46 (0.06) [0.06,0.09]
EPU2

N [20.04,0.08] 0.00 (0.00) [20.57,20.34] 20.05 (0.01)
GOLD 1.43 (0.23) 1.61 (0.16) 1.17 (0.25) [20.00, 0.01]

1.13 (0.12)
1.65 (0.11) [20.06,20.04]

1.61 (0.19)
CRSP [0.98, 1.89]

20.12 (0.01)
[1.31, 1.91]

20.01 (0.01)
[0.70, 1.66]

20.01 (0.01)
[0.91, 1.37]

20.02 (0.01)
[1.46, 1.83]

20.01 (0.01)
[1.25, 2.01]

20.01 (0.01)
VIX [20.30,0.01]

20.11 (0.03)
[20.03,0.01]
20.12 (0.03)

[20.03,0.00]
20.04 (0.04)

[20.03, 0.01]
20.03 (0.04)

[20.03,0.01]
20.10 (0.03)

[20.03,0.01]
20.10 (0.03)

Constant [20.18,20.05]
21.84 (0.33)

[20.18,20.06]
21.58 (0.27)

[22.02,20.65]
21.35 (0.35)

[20.10,0.04]
21.24 (0.19)

[20.16,20.05]
22.02 (0.14)

[20.16,20.04]
21.43 (0.26)

194 194 194 194 194 194

Note. Standard deviations are in parentheses ( ) and 95% credibility intervals are in square brackets [ ].

Table 9. Extension: Bayesian Generalized Linear Model Real
Uncertainty Measures.

Dep. Var. = IP RU RU2

IP[t211] 0.94 (0.01) 0.95 (0.01)
RU [0.92,0.97]

0.47 (0.09)
[0.92, 0.97]

RU2 [0.31, 0.63] 20.56 (0.10)
Constant Obs. 0.56

(0.09) 647
[20.76, 20.36]
0.46 (0.08)
647

IP[t211] 0.93 (0.02) 0.94 (0.02)
RU [0.90,0.97]

0.63 (0.14)
[0.90, 0.97]

RU2 [0.38, 0.89] 20.77 (0.14)
GOLD 1.00 (0.23) [21.05, 20.53]

0.84 (0.14)
CRSP [0.38, 0.90]

20.01 (0.01)
[0.57, 1.09]

20.01 (0.01)
VIX [20.03, 0.01]

20.08 (0.03)
[20.03, 0.00]
20.08 (0.03)

Constant [20.14, 20.02]
20.49 (0.03)

[20.14, 20.02]
20.40 (0.19)

Obs. 194 194

Note. Standard deviations are in parentheses ( ) and 95% credibility

intervals are in square brackets [ ].
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industrial production. This implies that economic policy
uncertainty has an important effect on industrial produc-
tion even during times of higher levels of uncertainty.
According to economic policy uncertainty reported in the
news, there are low and high levels of uncertainty worsen
industrial production, whereas low levels of uncertainty
promote industrial production given that all posterior
means fall within 95% confidence intervals. In Table 9,
we present the real uncertainty’s effect on industrial pro-
duction. Our findings indicate that low levels of uncer-
tainty are advantageous and essential for industrial
production, while high levels of uncertainty are detrimen-
tal, given that all posterior means fall within 95% confi-
dence intervals. Even after adjusting for gold prices
(GOLD), economic volatility (VIX), and stock market
returns (CRSP), the significance of these findings remains.

After this, we test for Granger causality between
important variables such as financial uncertainty, macro-
economic uncertainty, the quadratic terms of financial
and macroeconomic uncertainties, and industrial produc-
tion. The test results are presented in Table 10. Our evi-
dence suggests that macroeconomic uncertainty and its
quadratic term cause industrial production, while finan-
cial uncertainty causes macroeconomic uncertainty.
Alternatively, we observe a bidirectional Granger causal-
ity between the quadratic term of macroeconomic uncer-
tainty and financial uncertainty. This implies that low
levels of financial uncertainty are likely to lead to low lev-
els of macroeconomic uncertainty, but in an environment
of elevated macroeconomic uncertainty, macroeconomic
indicators cause a significant decline in industrial produc-
tion. In addition, high financial uncertainty causes high
macroeconomic uncertainty, whereas high macroeco-
nomic uncertainty also causes high financial uncertainty.
In contrast, the effect of high levels of macroeconomic
uncertainty on high levels of financial uncertainty is

contemporaneous, whereas the response of macroeco-
nomic uncertainty to high levels of financial uncertainty
takes over 60months. There is strong evidence that the
causality test and the long-run estimates are consistent.
This suggests that macroeconomic uncertainty is more
important than financial uncertainty when it comes to
industrial production. However, financial uncertainty
makes macroeconomic uncertainty much worse, which in
turn makes industrial production much worse, which
causes business cycles to change.

To ensure comprehensiveness, we conducted a regres-
sion analysis using Newey-West standard errors. We
employed this approach to address potential endogeneity
issues that could arise from autocorrelation between the
error terms and the dependent variable (Newey & West,
1987). The regression model is estimated using the
Ordinary Least Squares (OLS) method, and the p-values
are adjusted for heteroskedasticity and autocorrelation
up to 11 lags using the Newey and West (1987) standard
errors, which are known for their robustness. The find-
ings are displayed in Table A2 located in the Appendix.
The results indicate that the coefficients and p-values
obtained from the generalized linear model (GLM) and
Bayesian GLM estimations are equivalent to those
obtained from the Newey-West standard errors regres-
sion once autocorrelation and heteroskedasticity have
been accounted for. The presented evidence suggests that
our findings are valid, and it is plausible that endogene-
ity issues did not affect our respective models.

Discussion

We find strong evidence that macroeconomic uncer-
tainty, as opposed to financial uncertainty, has the great-
est impact on business cycles when economic uncertainty
is elevated. Similarly, we find that both news-based and
real economic policy uncertainty significantly worsen
industrial production, indicating a downward trend in
business cycles or the likelihood of a recession.
According to Baker et al. (2016), when policy uncer-
tainty increases, businesses that are more exposed to
government spending slow down employment and
investment growth. This finding suggests that the EPU
indices are effective indicators of real economic uncer-
tainty. A strand of literature in support of this argument
emphasized that high levels of uncertainty cause finan-
cial constraints and perhaps are likely to hamper precau-
tionary savings since the adverse effects of uncertainty
result to real options; see Bernanke (1983), McDonald
and Siegel (1986), Gilchrist et al. (2014), and Basu and
Bundick (2017). According to the findings of Bloom
et al. (2018), heightened levels of uncertainty have the
potential to diminish the short-term effectiveness of first-
moment policies, such as wage subsidies. Firms tend to

Table 10. Granger Causality Test.

Causality Lags T-stats. (p-value) Remarks

MU! FU
FU! MU

6
6

7.89 (.25)
18.69*** (.00)

No causality
Unidirectional
causality

FU! MU
MU2! FU2

60
1

81.00** (.04)
3.89** (.05)

Birectional
Birectional

MU! IP
IP! qMU

1
1

3.77** (.06)
11.04 (.44)

Unidirectional
causality

No causality
MU! IP
IP! MU2

1
1

4.97** (.03)
12.04 (.48)

Unidirectional
causality

No causality
FU! IP
IP! FU

4
4

8.27 (.08)
4.16 (.30)

No causality
No causality

FU! IP
IP! FU2

11
11

5.21 (.92)
12.78 (.31)

No causality
No causality
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exercise greater caution in their responses to fluctuations
in prices, which contributes to this effect.

High levels of macroeconomic uncertainty are pre-
sumably characterized by risky behavior, which leads to
a larger misallocation of capital across sectors. This is
likely to generate a countercyclical uncertainty effect in
consumption growth as a result of irreversible and expen-
sive investments (Bachmann et al., 2013; Fajgelbaum
et al., 2017; Pástor & Veronesi, 2013). Bernanke (1983)
suggests that an increase in economic uncertainty reduces
total demand in the economy via a conventional channel
that is associated with real option theory. In times of high
uncertainty, businesses and, in the case of durable goods,
consumers are more likely to exercise extreme caution to
avoid the substantial financial losses associated with
making poor investment decisions. Consequently, deci-
sions regarding investments, employment, and expendi-
tures are postponed until there is less uncertainty; see
Bloom (2009), Baker et al. (2016), and Bloom et al.
(2018).

In contrast to Ludvigson et al. (2021), we find that
low levels of financial uncertainty contribute positively
to industrial production or real economic activity charac-
terized by stable and progressive business cycles. Despite
the negative impact of financial uncertainty on industrial
output, Ghosh et al. (2021) contend that the relationship
is quite insignificant. This suggests that high levels of
financial uncertainty do not contribute significantly to
industrial production.

Conclusion

In accordance with increasing evidence from research,
deep recessions are characterized by uncertainty, but two
crucial questions remain unanswered: Is uncertainty the
primary cause of changes in the business cycle? Does it
matter which type of uncertainty exists? The purpose of
this study is to econometrically address both questions
using generalized linear models and Bayesian generalized
linear models, which can capture the non-normal distri-
bution of the errors in the data series. We assess the situ-
ation of the US economy from 1960 to 2015 using
monthly data sourced from Ludvigson et al. (2021).

Most of the macro-literature on uncertainty has
focused on macro-uncertainty caused by real activity as a
source of economic fluctuations. Based on numerous esti-
mations employing diverse measures of uncertainty. We
have come to the conclusion that high levels of macroe-
conomic uncertainty, which is comparable to real uncer-
tainty, exhibit counter-cyclical behavior with respect to
business cycles as well as economic policy uncertainty as
measured by news. Business cycles respond favorably to
low levels of uncertainty, which supports an increase in
industrial production, but negatively to high levels of

uncertainty, resulting in decreased industrial output. We
find strong evidence of consistency between the causality
test and the long-run estimations, indicating that macroe-
conomic uncertainty matters more than financial uncer-
tainty in relation to industrial production, but financial
uncertainty causes macroeconomic uncertainty to signifi-
cantly exacerbate industrial production, thereby causing
business cycle fluctuations. This observation strongly
indicates the presence of an inverted U-shaped relation-
ship between macroeconomic uncertainty and business
cycles, while a linear relationship is observed between
financial uncertainty and industrial production.

Contrary to the findings of Ludvigson et al. (2021),
we conclude that high levels of macroeconomic uncer-
tainty matter more than financial uncertainty, despite
our findings indicating that low levels of financial and
macroeconomic uncertainties are significant and positive
drivers of industrial production. High levels of macroe-
conomic uncertainty have a ripple effect on the entire
economy, stifling investments, reducing consumption,
and creating unemployment, which is likely to have an
effect on labor participation.

Policy Implication

Elevated levels of uncertainty possess the potential to dis-
rupt the natural progression of business cycles and conse-
quently diminish industrial production. In light of this,
policy- makers may find it necessary to adopt appropri-
ate measures aimed at alleviating uncertainty in times of
economic downturns. The results indicate that in periods
of economic contraction, the reduction of macroeco-
nomic uncertainty can serve as a viable strategy for miti-
gating fluctuations in business cycles and enhancing
levels of industrial production. When formulating mone-
tary policy and determining interest rates, central banks
and monetary policymakers should consider the influ-
ence of macroeconomic uncertainty. Increased levels of
uncertainty can potentially lead to a more accommodat-
ing approach to facilitate the process of economic recov-
ery. The results of this study could potentially have
significant ramifications for the realm of international
trade and the dynamics of global economic interactions.

The presence of significant macroeconomic uncer-
tainty has the potential to exert an impact on various
aspects of the global economy, including supply chains,
trade patterns, and decisions pertaining to foreign direct
investment. The presence of elevated levels of macroeco-
nomic uncertainty can potentially result in a decrease in
research and development (R&D) expenditures by firms,
as they may exhibit a heightened aversion to risk. The
phenomenon may potentially yield significant conse-
quences for the advancement of innovation and the
maintenance of industrial competitiveness in the long
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run. Elevated levels of macroeconomic uncertainty have
the potential to engender heightened levels of volatility
within financial markets, thereby exerting an influence
on the valuation of assets, the determination of interest
rates, and the direction of capital flows. The phenom-
enon may potentially result in repercussions that extend
beyond national borders, thereby impacting the overall
stability of the global financial system.

Limitation and Future Research Direction

We acknowledge that the study may have some limita-
tions given that it does not account for the potential
influence of external shocks or events, such as the
COVID-19 pandemic, natural disasters, geopolitical

events, or major technological disruptions, which can
have a substantial effect on industrial production.
During the analysis conducted in this study, there were
substantial transformations in the global economic land-
scape and financial markets over multiple decades. Shifts
in economic policies, financial regulations, and the pro-
cess of globalization may have influenced the relation-
ship between uncertainty and industrial production.

To get around these problems, researchers need to use
accurate and up-to-date data sources, think about differ-
ent model specifications, do thorough robustness checks,
and be aware of the possibility of endogeneity and miss-
ing variables. Furthermore, it is imperative to exercise
caution and consider the specific data and methodologies
employed when interpreting the findings of the study.

Appendix

Appendix A: Supplementary Results

Table A1. Multicollinearity Tests.

M1-
VIF

[Tol.]

M2-
VIF

[Tol.]

M3-
VIF

[Tol.]

M4-
VIF

[Tol.]

M5-
VIF

[Tol.]

M6-
VIF

[Tol.]

M7-
VIF

[Tol.]

M8-
VIF

[Tol.]

IP – - – – – – – –
FU 4.24

[0.26]
MU 1.82

[0.55]
RU 1.22

[0.82]
EPU 1.18

[0.85]
EPUN 1.23

[0.82]
GOLD 1.10

[0.91]
1.15

[0.87]
1.04

[0.96]
1.05

[0.95]
1.01

[0.99]
1.01

[0.99]
1.01

[0.99]
1.01

[0.91]
CRSP 1.23

[0.81]
1.15

[0.87]
1.11

[0.90]
1.11

[0.90]
1.10

[0.91]
1.10

[0.91]
1.10

[0.91]
1.10

[0.91]
VIX 4.72

[0.21]
2.28

[0.44]
1.30

[0.77]
1.28

[0.78]
1.30

[0.77]
1.30

[0.77]
1.35

[0.74]
1.35

[0.74]
FU2 2.00

[0.50]
MU2 1.43

[0.70]
RU2 1.21

[0.83]
EPU2 1.18

[0.85]
EPU2

N 1.23
[0.82]

Note. M1 to M8 represents models 1 to 8. M1 represents IP=[FU,MU,GOLD, CRSP,VIX], M2 represents IP=[FU2,MU2,GOLD,CRSP,VIX], M3 represents

IP=[RU,GOLD,CRSP,VIX], M4 represents IP=[RU2,GOLD,CRSP,VIX], M5 represents IP=[EPU,GOLD,CRSP,VIX], M6 represents

IP=[EPU2,GOLD,CRSP,VIX], M7 represents IP=[EPUN, GOLD,CRSP,VIX], M8 represents IP=[EPU2
N, GOLD,CRSP,VIX]. Tol. denotes tolerance level

presented in square brackets [ ].
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