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(1) Chapter 1 - this paper demonstrates that expanding access to Long-Acting Reversible

Contraceptives (LARCs) to lower-income women leads to positive selection in the health

of the cohorts of children being born. I exploit the staggered timing of three privately

funded programs which distributed LARCs at no cost to lower income-women in Colorado,

Iowa and St. Louis. I implement an event-study design which compares trends in treated

counties with other U.S. counties with similar family planning clinics, but which did not

receive additional funding to distribute free LARCs. I find that expanded LARC access

led to reductions of approximately 1.0 ‘extremely preterm’ births and 1.1 infant deaths

per 1,000 live births. I find significant reductions in deaths due to birth defects, maternal

pregnancy complications, Sudden Infant Death Syndrome, and homicide. My estimates

imply a reduction of approximately 90 infant deaths and 85 extremely preterm births per

year in Colorado. Using a back of the envelope calculation, I find that the Colorado

program, which was funded by a $27 million donation, led to reductions in ventilation costs

for extremely preterm births of approximately $5.6 million per year. These results suggest

that giving lower-income women the means to control their fertility has the potential to

reduce adverse infant health outcomes and could decrease the infant mortality gap which

exists between the US and other leading economies.

(2) Chapter 2 - In late January, 1990, the salary of every National Hockey League (NHL) player

was suddenly disclosed, ending a decades-long culture of pay secrecy. I find that underpaid

players respond to this new information by reallocating effort from defense to offense,

which is more highly compensated within the league. Underpaid players begin scoring

more, but allow their teams to get scored on by even more than the additional goals



iii

they provide. Asymmetrically, overpaid players do not become more defensive-minded.

Consistent with reference-dependent utility theory, I find suggestive evidence that this

shift is more pronounced for underpaid players who play for teams with higher overall

payrolls, as these players likely have a larger discrepancy between their actual salary and

their reference point.

(3) Chapter 3 - Sugar-sweetened beverage (SSB) taxes have become an increasingly popular

policy to combat the worldwide obesity epidemic, but relatively little is known about their

impact on health outcomes, particularly among high school aged students. In this paper,

I use public-use data from the Youth Risk Behavioral Surveillance System (YRBSS) to

determine whether high school students living in three of the American cities which have

implemented SSB taxes have experienced public health improvements. Using an event-

study design that compares outcomes in treated districts to a group of similar control

districts, I find significant reductions in both SSB consumption and average BMI, with

suggestive evidence that the improvements are concentrated among female and non-white

respondents.
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Genadek, Jane Menken, Stefanie Möllborn, Leslie Root, Liyang Xie, and Judith Mccabe. I would

like to thank my mentors at Drexel University, Christopher Laincz, Mark Stehr, and Sebastien

Bradley. Finally, I would like to thank my parents, Joe and Sarah Flynn, for instilling a love of

learning in me from the very beginning, my wife, Katie Flynn, for supporting me in chasing this

crazy dream, and my daughter Lucy Flynn, for making every day more fun than the last.



vi

Contents

Chapter

1 Can Expanding Contraceptive Access Reduce Adverse Infant Health Outcomes? 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Effects of Family Planning on Maternal and Infant Outcomes . . . . . . . . . 4

1.2.2 Long-Acting Reversible Contraceptives . . . . . . . . . . . . . . . . . . . . . . 6

1.2.3 The Colorado Family Planning Initiative . . . . . . . . . . . . . . . . . . . . . 7

1.2.4 Iowa Initiative to Reduce Unintended Pregnancies . . . . . . . . . . . . . . . 8

1.2.5 St. Louis Contraceptive CHOICE Project . . . . . . . . . . . . . . . . . . . . 9

1.3 Empirical Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.3.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.4.1 Extremely Preterm Births . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.4.2 Infant Mortality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.4.3 Infant Mortality by Cause of Death . . . . . . . . . . . . . . . . . . . . . . . 20

1.5 Back of the Envelope Calculations/Conclusion . . . . . . . . . . . . . . . . . . . . . 23

1.5.1 Back of the Envelope Calculations . . . . . . . . . . . . . . . . . . . . . . . . 23

1.5.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25



vii

2 Salary Disclosure and Invidual Effort: Evidence from the National Hockey League 41

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.2.1 What is Hockey? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.2.2 Salary Disclosure in the NHL . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.2.3 Key Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.2.4 Conceptual Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.3 Data/Descriptive Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.4 The Effect of Salary Disclosure on Player Performance . . . . . . . . . . . . . . . . . 55

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3 Do Sugar-Sweetened Beverage Taxes Improve Public Health for High School Aged Adoles-

cents? 75

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.2.1 Motivation for Taxing SSBs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.2.2 SSB Taxes in the United States . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.3 Methodology and Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.3.1 Data - YRBSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.3.2 Empirical Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.4.1 Results - SSB Consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.4.2 Do SSB Taxes Lead to Lower BMI? . . . . . . . . . . . . . . . . . . . . . . . 90

3.4.3 Synthetic Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93



viii

Bibliography 106

Appendix

A Appendix for Chapter 1 - Can Expanding Contraceptive Access Reduce Adverse Infant

Health Outcomes? 129

A.1 Appendix Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

A.2 Synthetic Controls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

A.2.1 Extremely Preterm Births . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

A.2.2 Infant Mortality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

B Appendix for Chapter 2 - Salary Disclosure and Individual Effort: Evidence from the Na-

tional Hockey League 144

B.1 Labor Relations in the NHL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

B.1.1 Free Agency Changes in 1992 . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

B.2 Was There an Endogenous Midseason Response to Salary Disclosure? . . . . . . . . 154

B.3 Robustness Checks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

B.3.1 Influential Observations - Manual Row Deletion Analysis . . . . . . . . . . . 162

B.4 Individual Outcomes After Disclosure . . . . . . . . . . . . . . . . . . . . . . . . . . 163

C Appendix for Chapter 3 - Do Sugar-Sweetened Beverage Taxes Improve Public Health for

High School Aged Adolescents 169

C.1 Choice of Control Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

C.2 Appendix Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170



ix

Tables

Table

1.1 Event-Study Specifications Measuring the Effect of LARC Access on the rate of

Extremely Preterm Births - 2003-2015 . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.2 Event-Study Specifications Measuring the Effect of LARC Access on the Rate of

Infant Mortality - 2003-2015 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.3 Comparison of Gestational Ages for Extremely Preterm Births in Colorado: Before

and After Colorado Family Planning Initiative . . . . . . . . . . . . . . . . . . . . . 29

1.4 Annual Cost Calculation for Extremely Preterm Birth Reduction for Infants who

Would be Predicted to Survive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

1.5 Annual Cost Calculation for Extremely Preterm Birth Reduction for Infants who

Would be Predicted Not to Survive . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.1 Effect of Salary Disclosure on Performance - Midseason 1989-90 . . . . . . . . . . . . 67

2.2 Balance on Observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

2.3 Effect of Salary Disclosure on Performance - 1990-91 . . . . . . . . . . . . . . . . . . 68

2.4 Reference-Dependent Utility - 1990-91 . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.1 Balance on Observables 2015 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

A.1 Goodman-Bacon Decomposition Table - TWFE Model . . . . . . . . . . . . . . . . . 129

B.1 Linkage Rates Between Salary and Statistical Data . . . . . . . . . . . . . . . . . . . 144



x

B.2 Lasso Regression Predicting Salary Based on Performance . . . . . . . . . . . . . . . 145

B.3 Underpaid/No Raise Player Statistics by Season . . . . . . . . . . . . . . . . . . . . 146

B.1 Was There and Endogenous Midseason Response to Disclosure? . . . . . . . . . . . . 155

B.2 Team Fixed Effects - 1990-91 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

B.3 Reference-Dependece - Team Fixed Effects - 1990-91 . . . . . . . . . . . . . . . . . . 158

B.4 Fully Specified Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

B.5 Robustness Check - 15% Threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

B.6 Robustness Check - 25% Threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

B.7 Robustness Check - Dropping Gretzky and Lemiuex . . . . . . . . . . . . . . . . . . 161

C.1 Sugar-Sweetened Beverage Taxes in the United States . . . . . . . . . . . . . . . . . 170

C.2 Census Demographics for Cities Included in YRBSS Sample . . . . . . . . . . . . . . 171



xi

Figures

Figure

1.1 Treatment and Control Assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1.2 CFPI and Infant Health - 2003-2015 . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.3 Event-Study Graphs - the Effect of LARC Access on the rate of Extremely Preterm

Births - 2003-2015 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.4 Event-Study Graphs Using Two Stage DiD (Gardner (2021)) to Estimate the Effect

of LARC Access on the Rate of Extremely Preterm Births . . . . . . . . . . . . . . . 35

1.5 Event-Study Graphs Using Two Stage DiD (Gardner (2021)) to Estimate the Effect

of LARC Access on the Rate of Infant Mortality . . . . . . . . . . . . . . . . . . . . 36

1.6 Event-Study Graphs on the Effect of LARC Access on the Rates of Individual Causes

of Infant Mortality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

1.7 Time Series of Extremely Preterm Birth Outcomes in Colorado and Iowa by Title X

Status . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

1.8 Time Series of Infant Mortality Outcomes in Colorado and Iowa by Title X Status . 39

1.9 Change in Infant Health Outcomes from Pre to Post LARC Initiative by of TitleX

Clinics - Iowa and Colorado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.1 NHL Salary Distributions Following Salary Disclosure . . . . . . . . . . . . . . . . . 69

2.2 Yearly Free Agent Moves - 1980-2000 . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

2.3 Coefficient on Underpaid/No Raise by Season - 1991-2004 . . . . . . . . . . . . . . . 71



xii

2.4 Salaries and Team Performance: 1989-90 . . . . . . . . . . . . . . . . . . . . . . . . . 72

2.5 Salaries and Team Performance: 1990-91 . . . . . . . . . . . . . . . . . . . . . . . . . 73

2.6 Coefficient of Team Payroll on Team Performance: 1990-2004 . . . . . . . . . . . . . 74

3.1 SSB Consumption Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.2 Treatment Effect - Philadelphia vs. Placebos . . . . . . . . . . . . . . . . . . . . . . 97

3.3 SSB Treatment - Males vs. Females . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

3.4 SSB Treatment By Race . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

3.5 SSB Tax Treatment Effect on BMI . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3.6 SSB Treatment on BMI by Gender . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.7 Pre and Post Treatment BMI Kernel Density Plots - By Gender . . . . . . . . . . . 102

3.8 BMI Treatment Effect by Race - Black and Hispanic . . . . . . . . . . . . . . . . . . 103

3.9 BMI Treatment Effect by Race - White and Asian . . . . . . . . . . . . . . . . . . . 104

3.10 Synthetic Control Specification Matched on Pre-Treatment Residual BMI . . . . . . 105

A.1 Map of Untreated Iowa Counties Which Experienced Reductions in Extremely Preterm

Births Following the Iowa Initiative to Reduce Unintended Pregnancies. . . . . . . . 130

A.2 Placebo Event-Study for Extremely Preterm Births - Non Title X Counties . . . . . 131

A.3 Placebo Event-Study for Infant Mortality - Non Title X Counties . . . . . . . . . . . 132

A.4 Synthetic Control - Colorado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

A.5 Synthetic Controls - RMSPE Distributions - Colorado . . . . . . . . . . . . . . . . . 135

A.6 Synthetic Controls - Placebo Treatment Effects - Colorado . . . . . . . . . . . . . . . 136

A.7 Synthetic Control - Iowa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

A.8 Synthetic Controls - RMSPE Distributions - Iowa . . . . . . . . . . . . . . . . . . . . 138

A.9 Synthetic Controls - Placebo Treatment Effects - Iowa . . . . . . . . . . . . . . . . . 139

A.10 Synthetic Control - St. Louis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

A.11 Synthetic Control - Colorado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

A.12 Synthetic Control - Iowa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143



xiii

B.1 Plus-Minus Comparison - Selke Winner vs. Other Forwards . . . . . . . . . . . . . . 147

B.2 Plus-Minus Comparison - Norris Winner vs. Other Defensemen . . . . . . . . . . . . 148

B.3 Plus-Minus Compared with Other Advanced Statistics - 2019 . . . . . . . . . . . . . 149

B.4 Coefficients on Points vs. Plus-Minus . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

B.5 Residual Plot from Lasso Model - 1990 . . . . . . . . . . . . . . . . . . . . . . . . . . 151

B.1 MRDA - Distributions of Coefficient Estimates and Test Statistics . . . . . . . . . . 166

B.2 Tracking Player Outcomes by Group, 1990-2000 . . . . . . . . . . . . . . . . . . . . . 167

B.3 The Effect of Shifting Effort from Defense to Offense on Player Outcomes, 1990-2000 168



Chapter 1

Can Expanding Contraceptive Access Reduce Adverse Infant Health

Outcomes?

1.1 Introduction

In 2019, 5.8 out of every 1,000 infants born in the United States died before their first birthday,

a rate that is over three times higher than Japan, and worse than 32 of the other 37 OECD countries

([242]). Although this disparity is widely known, there is a relative dearth of evidence as to exactly

why the US lags so far behind other leading economies. One plausible explanation is the high rate

of unintended pregnancies in the US, which are associated with delayed initiation of prenatal care,

([203]) low birthweight ([288], [272], [144]), and neonatal mortality ([68]). Unintended pregnancies

alone cannot explain this gap, however, as the US has a similar rate of unintended pregnancies

as many countries with much lower rates of infant mortality1 . The US is unique, however, in

which groups are experiencing unintended pregnancies. According to [291], low-income women in

the United States are more than five times as likely to have an unintended pregnancy than higher

income women, with barriers to contraceptive access playing an important role.

Long-acting reversible contraceptives (LARCs), such as intrauterine devices (IUDs) and sub-

dermal hormonal implants, are the most effective form of reversible contraception available today,

and are virtually immune to user error ([110]). Although they are cost effective in the long run,

they come with high upfront cost of around $800, which low-income women are typically unable

1 According to [43], 46% of all pregnancies from 2015-2019 in the US were unintended, while the three countries
with the lowest IMRs in the OECD, Japan, Finland, and Slovenia, had rates of unintended pregnancy of 41%, 51%,
and 51%, respectively.
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to afford and unable to finance ([85]). They are also several times more expensive in the US than

in much of Europe ([61]), and multiple studies cite cost as a major barrier to LARC access among

low-income American women ([172], [66]). This leads many low-income women in the US to opt for

more expensive, less effective means of contraception, even when they would prefer a LARC. Trag-

ically, low-income women are also disproportionately likely to experience an infant death ([208]).

This raises the question, then, of whether expanding LARC access to lower-income women has the

potential to lower the infant mortality rate and reduce other adverse infant health outcomes.

In this paper, I answer this question by using the rollout of three privately-funded family

planning programs as a source of plausibly exogenous variation in LARC access. These programs

each gave thousands of LARCs for free to mostly low-income women in Colorado, Iowa and St.

Louis. Using restricted-access natality data from the National Vital Statistics System (NVSS),

which links birth certificates to infant death records, I implement an event-study design which

compares trends in counties where private funding was received to expand LARC access with

trends in other US counties which have similar family planning clinics, but which did not receive

this additional funding.

My most conservative estimates find that expanded LARC access led to a reduction of just

over 1.0 extremely preterm births (EPBs), which are births before 28 weeks of gestation, and 1.1

infant deaths per 1,000 live births across the three treated regions. These represent reductions of

between 16-18% off of the base rates of these two outcomes2 . I demonstrate that these results are

robust to all of the recent concerns raised in the difference-in-differences with staggered treatment

adoption literature. I also supplement the main analysis by estimating synthetic control specifi-

cations on each treated area separately, showing that large reductions in both adverse outcomes

appear in each treated region approximately one to two years after the LARC interventions were

initiated. Looking into specific causes of death, I find significant reductions in infant mortalities

due to birth defects, maternal pregnancy complications, Sudden Infant Death Syndrome (SIDS),

2 A nationwide reduction of 1.1 infant deaths per 1,000 live births would be enough to close the gap between the
US and Japan by 26%.
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and homicide, all of which are correlated with socioeconomic status. Additionally, I show that in

Colorado and Iowa, these reductions only appear in counties with a nearby Title X clinic, where

the LARC interventions were implemented, ruling out the possibility that statewide policy changes

could be behind the reductions I find. Using a back of the envelope calculation, I find that the

program in Colorado3 , which cost $27 million total, led to reductions in medical ventilation costs

for extremely preterm births of approximately $5.6 million per year.

This paper builds on a large literature which demonstrates how family planning access can

lead to selection which impacts the health outcomes of the cohorts of children being born. A number

of studies4 find evidence that access to abortion reduces infant mortality, with [159] going so far

as to say ‘the increase in the legal abortion rate is the single most important factor in reductions in

both white and nonwhite neonatal mortality rates’ (pg. 695). This paper builds on these findings

by demonstrating that LARC access also has the ability to reduce infant mortality, even in a setting

where abortion is already legal. This is particularly important in light of the recent Supreme Court

decision in Dobbs vs. Jackson, which overturned Roe vs. Wade and opened the door for restrictions

in abortion access across the country. Since abortion and LARCs have complementary impacts on

infant mortality, LARC access will become even more important as abortion access is restricted.

This paper also builds on a growing literature which documents the effects of expanding access

to LARCs specifically. The programs I study in this paper have been shown to reduce unintended

pregnancies ([226]), abortion ([47], [267]) and the teen birth rate ([215], [197]), while increasing

female educational attainment ([296], [324]). I build on these findings by demonstrating that

increased LARC access also led to a reduction in adverse infant health outcomes. The rest of the

paper is organized as follows. Section two provides background on how family planning programs

have impacted maternal and infant outcomes, as well as on LARCs and the three programs I study.

Section three describes my data and empirical strategy, while section four presents my results on

the effect of LARC access on the rates of extremely preterm births and infant mortality. Section

3 The program in Colorado is the only one for which cost data is available
4 [249], [104], [188] and [163]
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five performs some back of the envelope calculations and concludes.

1.2 Background

1.2.1 Effects of Family Planning on Maternal and Infant Outcomes

Access to family planning services has been shown to have far-reaching impacts on health

and economic outcomes for both mothers and their children, with these effects varying considerably

across different forms of contraception. In addition to the many studies which find evidence that

access to abortion reduces infant mortality, [99] find that abortion legalization in Mexico caused a

sharp decline in maternal morbidity, while [235] finds that the liberalized access to abortion in the

US in the 1970s gave agency to many young women in deciding if and when to get married and

have children. A substantial literature, starting with [118]5 , tracks birth cohorts subject to legal

abortion into adulthood, finding that criminality was substantially less than that of cohorts not

exposed to legal abortion, though critics have disputed these findings6 . Other research has found

that cohorts exposed to abortion in utero were less likely to get pregnant as a teenager ([117]),

while also being less likely become a single parent and more likely to graduate college ([25]). In this

paper, I document a similar compositional impact, whereby allowing lower-income women to opt

out of unwanted or unplanned pregnancies reduces the likelihood of adverse outcomes like preterm

births and infant deaths.

Another literature investigates the consequences of the emergence of the birth control pill,

finding some similarities and many differences in the effects of access to the pill versus abortion. In

their seminal “Power of the Pill” paper, [151] exploit timing variation in state laws granting access

to the pill to young women to show that it empowered women to delay the age of first marriage and

lowered the cost of human capital acccumulation. [33] finds that legal access to the pill before age

21 increased the number of women in the labor force, increased their total number of hours worked

5 [119], [117], [120], and [148]
6 [145] point to a coding error in the original paper which weakens the results, while [186] points to changes

in crack-cocaine use as a potential confounder. Both [190] and [62] investigate the abortion-crime hypothesis in
European countries and fail to find an effect.
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and decreased the likelihood of a birth before age 22, while [34] demonstrates that access to the

pill at a younger age conferred an eight percent wage premium to young women and substantially

reduced the gender wage gap in both the 1980s and 1990s.

Focusing instead on the children born to women exposed to pill access, [26] find that, in

contrast to the effect of abortion access, the pill actually increased the share of children born with

low birthweight and the share born to poor households in the short run. This effect appears to

be driven by upwardly-mobile women delaying child-bearing while poorer women were not able to

do so. These effects balanced out in the long run as these women began having children later.

This paper highlights the importance of which types of women a contraceptive technology is made

available to. While the birth control pill was a revolutionary breakthrough, it was not cheap and

was rarely covered by insurance, meaning it was not available to all women who wished to use it.

This raises the question, then, of how expanding access to LARCs will shift the composition

of births and whether the children born to women with this access will be healthier than their

counterparts. LARC methods have become increasingly popular in recent years, with the American

College of Obstetricians and Gynecologists recommending them as a first-line option for most

women seeking to avoid pregnancy ([8]). Because of the high upfront costs, LARCs are difficult

for low-income women to afford, even though they are cost effective in the long run. This suggests

that, absent some type of intervention, the effects of LARC access are likely to be similar to the

effects of access to the birth control pill. The programs I study in this paper, however, focus on

expanding LARC access to low-income women specifically, so there is potential for them to give

these women the same economic freedom that more upwardly mobile women attained with the

emergence of the pill.

This means these programs have the potential to improve infant health both in the short

run by shifting the composition of pregnancies towards potentially healthier ones, and in the long

run by giving young women the power to delay pregnancies until they are economically better off

and more capable of investing in their children. These programs have been shown to have many

important benefits for the women using them, but relatively little is known about their effect on
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the health of the infants born to women with expanded LARC access. Because births to young,

low-income women are more likely to result in a preterm birth or an infant death ([208], [140]), it

seems plausible that these programs could reduce these outcomes, but to my knowledge no current

work has drawn a causal link between programs that expand access to LARCs to low-income women

and infant health outcomes.

1.2.2 Long-Acting Reversible Contraceptives

Long-Acting Reversible Contraceptives (LARCs), namely intrauterine devices and subdermal

hormonal implants, are the most effective reversible contraceptive methods available, approximately

20 times more effective than pills, patches, and rings ([110]). LARCs are greater than 99% effective

and can prevent pregnancy for anywhere from three to 10 years ([85]). As [297] point out, “they

are not dependent on compliance with a pill-taking regimen, remembering to change a patch or

ring, or coming back to the clinician for an injection.”

LARCs are just as effective as sterilization ([205]), with the added benefit of not being per-

manent, and because they require no further action from the user after insertion, they are almost

immune to user error. Oral contraceptives, the patch, and condoms are less effective than LARCs

even when used perfectly, and they have much higher rates of user error ([307]). This risk of con-

traceptive failure is particularly high among low-income women ([300]), suggesting that making

LARCs more available to low-income women has the potential to prevent many unwanted pregnan-

cies. LARC users are also generally satisfied with their choice of contraception, with [254] finding

that LARC users have higher rates of satisfaction than oral contraceptive users (80% compared

with 54%) and are more likely to continue using them beyond a year (86% compared with 55%).

Similarly, [116] find that LARC users are more likely to continue use after six months than users

of oral contraceptives, and are at no greater risk of sexually transmitted infections.

Despite the many benefits to LARC usage, only 8.5% of women who were using a contracep-

tive in 2009 were using a LARC ([194]). Multiple explanations account for this disconnect. One

reason is information. [271] documents a series of pervasive myths about LARC use, including that
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they cause disease, infertility, menstrual irregularities, weight gain, acne and hair loss. [49] and

[226] both demonstrate that when women receive information about LARCs from a doctor, they

become more likely to request them. There are also supply side issues, where not all healthcare

providers have the equipment or training necessary to insert LARCs. [53] document that 21%

of health centers have no staff trained in LARC methods, and that almost half (48%) of health

centers do not offer IUDs or implants onsite, with these clinics concentrated in rural areas. Ar-

guably the biggest impediment to LARC use, however, is the high upfront cost of up to $800 ([85]).

Even though LARCs are cost effective for most users in the long-run7 , many women, particularly

low-income women, cannot afford to pay the upfront costs and end up using more expensive, less

effective methods.

Multiple studies document an unmet demand for LARCs, with cost being the most frequently

cited barrier to adoption and use ([172], [66]). [256] find that among women interviewed six months

postpartum, two thirds had experienced a barrier to accessing their preferred method of contra-

ception, while [257] find that 34% of postpartum women using less effective methods would prefer

to be using LARCs. Because of this unsatisfied demand, there is potential for programs which

improve LARC access to generate substantial improvements in public health, both for the women

using LARCs and the children born to women with this improved access. I now describe the three

large-scale programs which were rolled out with the express intention of addressing this unmet

demand for LARCs.

1.2.3 The Colorado Family Planning Initiative

In 2009, the Colorado Department of Public Health and Environment (CDPHE) implemented

the Colorado Family Planning Initiative (CFPI) with the help of an anonymous donor, who funded

the program with a $27 million dollar donation. The goal of the program was to reduce unintended

pregnancies in Colorado by increasing the number of family planning clients served and by increasing

7 Oral contraceptives can cost up to $50 a month, which means that LARC methods can be cheaper as long as
they are used for more than 16 months.
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access to LARC methods8 . The CFPI was implemented through Title X family planning clinics,

which were operated in 38 of Colorado’s 64 counties. Although just over half of Colorado counties

had a Title X clinic, they are mainly located in population centers, and 91% of Colorado’s population

lived in a county with a Title X clinic in 2009. The guidelines for Title X clinics require that all

contraceptive methods and counseling be provided at no cost to clients below 200 percent of the

federal poverty line, but this was not always feasible with LARCs because clinics could not afford

to purchase LARCs, did not have enough doctors trained in inserting LARCs, and lacked the clinic

capacity to accommodate LARC insertions. The money from the CFPI went directly to fixing these

bottlenecks, and made it possible for clinics to dramatically increase LARC insertions in Colorado.

While very few LARC’s had been inserted in Colorado Title X clinics prior to the CFPI9

, by the end of 2009 there had been almost 2,000 new insertions, and this number grew in each

subsequent year. In each year from 2010-2014 between 4,000-7,000 LARCs were inserted at Title

X clinics in Colorado, so that just under 30,000 had been given out by 2014, which translates to

approximately one LARC per 24 women aged 15-35 in Colorado. In 2013, over 24% of Colorado

teens visiting Title X clinics were LARC users, the highest rate of any state in the U.S. At the

time, over 40 states had less than 10% of their Title X clients using LARCs, according the the Title

X Family Planning Annual Report of 2013 ([238]). In response to the CFPI, teen pregnancy rates

declined in Colorado counties with Title X clinics, with the largest impacts occurring in counties

with high poverty rates ([215]), indicating that the CFPI made a significant difference for young,

low-income women in Colorado.

1.2.4 Iowa Initiative to Reduce Unintended Pregnancies

In 2007, The Iowa Initiative to Reduce Unintended Pregnancies (IIRUP) was launched. The

IIRUP was also funded by an anonymous donor and was aimed at reducing unintended pregnan-

8 My discussion of the implementation of the CFPI draws on the detailed descriptions provided by [85], [215], and
[267]

9 The CDPHE reports that approximately 2,000 Title X clients in Colorado were LARC users in 2008
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cies among women aged 18 to 3010 . Although both Colorado and Iowa were targeted with an

intervention to reduce unintended pregnancies, there is little evidence to suggest that they had

above average rates to begin with. According to a report by the Centers for Disease Control and

Prevention, Colorado and Iowa had the 31st and 35th highest rates of abortion among US States

in 2006, respectively ([253]). Similar to the CFPI, the IIRUP was implemented through Title X

family planning agencies, which operated 81 clinical sites across 46 of Iowa’s 99 counties, covering

83% of the state’s population. The funding was used to expand hours and locations, train clinic

staff on how to talk about LARCs with patients, and purchase IUDs and implants which the clinics

had previously been unable to afford. After receiving funding, all of Iowa’s Title X agencies began

offering LARCs.

LARC takeup increased dramatically in response to the Initiative. While only 1,047 Title X

clients were using a LARC method in 2006, that number ballooned up to 10,092 by 2009 as 15% of

all Title X clients were LARC users in 2009. Estimating a causal impact of the IIRUP on health

outcomes is complicated by the fact that abortion access also increased in Iowa at the same time,

with medication abortion via telemedicine becoming available in 2008. [47] demonstrate, however,

that abortion in Iowa actually declined from a rate of 8.7 per 1,000 reproductive-age women in

2005 to 6.7 in 2012, so it seems more likely that any effects we see in this period are due to the

IIRUP as opposed to the increased access to abortion.

1.2.5 St. Louis Contraceptive CHOICE Project

Also in 2007, researchers based at Washington University in St. Louis launched the St. Louis

Contraceptive CHOICE Project (SLCCP) in order to study the contraceptive choices women make

when cost and access barriers are removed and they are educated about the benefits of different

contraceptive methods. The privately-funded study enrolled over 9,000 women aged 14-45 in the

St. Louis metropolitan area who had been sexually active in the past six months or planned to

10 My discussion of the Iowa Initiative to Reduce Unintended Pregnancies and the St. Louis Contraceptive CHOICE
Project draw heavily from [298], [226], [48] and [47]
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be sexually active in the next six months, wanted to avoid pregnancy for at least a year and were

interested in trying a new form of contraception. The women were all read a script describing

LARC methods, were counseled on the full range of contraceptive methods available and were

screened for STIs. Once the participant chose a contraceptive method and it was approved by a

phyisican, she received it at no cost for up to three years, and was allowed to change methods at

any point. 75% of the participants chose a LARC method, which means that approximately 7,000

LARCs were inserted between 2007-2011, and the rates of teen pregnancy and abortion for women

in the study were both four times lower than the national average.

In recent years, the ‘tiered-effectiveness’ counseling method used in the CHOICE project has

come under criticism. In tiered-effectiveness counseling, the most effective methods are explained

first so that patients can use information about the relative efficacy of contraceptive methods to

make an informed choice. This approach was motivated by research in the early 2000’s which found

that misinformation among both patients and providers led to a low prevalence of LARC use ([28],

[231]). This led to both the American College of Obstetricians and Gynecologists (ACOG) and the

American Academy of Pediatrics (AAP) recommending that LARCs be offered as the ‘first-line’ of

contraceptive methods to all patients.

Many have since argued that this conflicts with patient-centered care and actually coerces

patients to use LARCs even if they would prefer another method ([56], [154]). The main concern is

that if physicians believe that their job is to convince patients to use LARCs, they may believe that

patients who wish to use other methods are only doing so because they have not been educated

enough. This can lead to coercive behavior, particularly towards low-income patients, patients of

color, and other vulnerable populations. This can be especially problematic with LARCs because

they are more inherently capable of being used coercively, since patients need a doctor to remove

them and cannot stop using them on their own.

While these three different initiatives had many differences in the populations they were

serving and the scale and scope of their operations, they had several important characteristics in

common that are useful for the purposes of this study. First, they all reduced the cost barrier of



11

LARC methods to low-income women by providing LARC insertions free of charge. In response

to each program there was a dramatic uptick in the number of LARCs being used. The CFPI

was the largest and most successful of the three initiatives, so we may expect to find larger effect

sizes in Colorado, but if LARC access has a causal impact on infant health we should expect to see

improvements in all three areas.

1.3 Empirical Approach

This section details the data used in my analysis as well as my strategy for estimating the

causal effects of expanded LARC access on infant health outcomes.

1.3.1 Data

This paper uses data from several sources. Data on both ‘extremely preterm’ births (EPBs)

and infant mortality come from restricted-access linked birth and infant death data from the Na-

tional Vital Statistics System (NVSS). This data includes information from birth records for all live

births which took place in the United States from 2002-2015. This includes the number of weeks

of gestation, from which I calculate whether the birth was deemed ‘extremely preterm’, and also

the county of residence of the mother, which I use to infer whether or not she lived in a treated

county when the child was born. It also includes an indicator for whether that birth resulted in an

infant death, and if so, it includes information from the death record including how old the infant

was when they died and what the primary cause of death was.

This data allows me to calculate county-wide rates for both infant mortality and EPBs for

each year. EPBs are important to measure independently of infant mortality, because although

roughly 75% of EPBs will survive ([252]), these children are much more likely to suffer from serious

cognitive and developmental disabilities ([282], [255]). In one sense, we can consider the infant

mortality rate to measure the extensive margin of whether a child survives, while the rate of EPB

measures the potential quality of life a child faces on the intensive margin.

Because not all counties in Colorado and Iowa have Title X clinics through which the LARC
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interventions were implemented, I define a county in these two states as treated if it had a Title X

clinic in 2008. This clinic assignment was gathered by [215], with Colorado counties identified based

on clinic addresses in the Colorado Department of Public Health and Environment’s Directory of

Family Planning Services. Clinics in other states were identified by geocoding the addresses of

Title X clinics listed in the US Department of Health and Human Service’s 340B Database. My

event-study specifications will thus compare trends in infant health in treated counties (counties

in Colorado and Iowa with Title X clinics as well as St. Louis county) with other counties in the

U.S. which have similar Title X family planning clinics but which were not given additional funding

specifically for a LARC program. Additionally, because infant mortality declined in states which

expanded Medicaid after the passage of the Affordable Care Act of 2010 ([45]) relative to states

which did not, I only include counties in the 39 states which expanded Medicaid as possible control

counties since Colorado, Iowa and Missouri all expanded Medicaid.

To control for time-varying county characteristics, I use population data from the National

Cancer Institute’s Surveillance, Epidemiology and End Results Program (SEER) to construct de-

mographic measures for the percent of the population that are teenagers (15-19 years old), the

percent of the population which is Black, and the percent which is Hispanic. To control for time-

varying economic conditions, I use county-level unemployment and poverty rates from the Bureau

of Labor Statistics. Finally, I include two additional indicator variables which control for state-

level policies. The first is whether emergency contraceptives are available over-the-counter, while

the second controls for whether private insurance plans covering prescription drugs are required to

cover any FDA-approved contraceptive. These variables were initially constructed by [215] using

data collected from the National Conference of [244], the National Women’s Law [86], and [329].

1.3.2 Methodology

I estimate the effect of expanding LARC access on infant health outcomes through two

primary methodologies. First, I use event-study specifications of the form:
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Yct =

4∑
k=−4

θkLARCc,t+k + βXct + αc + γt + ψi ∗ t+ ϵct (1.1)

in order to estimate the joint effect of all three programs. Here, Yct measures the rate of a

specific health outcome, either the rate of EPBs or infant mortality, for county c in year t. LARCc

is an indicator for a county being treated with a LARC intervention at some point during the

sample period, while k measures the years before and after the intervention took place. Therefore,

θ−4 through θ−1 estimate differences in trends between treated and control counties before the

LARC interventions went into effect and θ1 through θ4 measure the impact of the policies. If the

LARC interventions had a causal impact on infant health outcomes, we should expect θ−4 through

θ−1 to be close to zero and statistically insignificant, while θ1 through θ4 should be negative and

significant. Xct includes a vector of control variables that could impact infant health outcomes. αc

are county fixed effects, which control for time-invariant characteristics of each county which impact

infant health, while γt are year fixed effects which control for ntaionwide trends in infant health

across time. ψc∗t is a county-specific linear time trend, which I include to prevent preexisting

differences in trends between treated and control counties from being picked up as a treatment

effect. I estimate this specification using weighted-least-squares, where the weights are determined

by the total number of births in a county-year cell.

There are two reasons why I expect the effect of LARC access to increase over time. First, the

policies continued over a period of several years, and we would expect their effects to be cumulative.

Taking Colorado as an example, there were only about 2,000 LARCs inserted via the CFPI in 2009,

but an additional 4,200 were inserted in 2010 and then between 5,000-7,000 were inserted in each

subsequent year until 2015. Since women who received a LARC in 2010 were able to keep it for up

to 10 years, the total stock of women protected by a LARC was increasing over time. Additionally,

because of the unpredictable timing of sexual activity, even after LARCs are inserted we would not

expect to see an immediate change in the number of unwanted births. In the counterfactual world

without expanded LARC access, many unprotected women would still not get pregnant and even
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those that do would be unlikely to get pregnant right away. Therefore, the number of births that

were avoided in each year would be increasing over time11 , as would any effects this has on infant

health outcomes.

I include all counties which had a clinic where free LARCs were distributed as treated. This

includes 38 counties in Colorado and 46 counties in Iowa which had Title X clinics through which

the CFPI and IIRUP were implemented, as well as St. Louis county. In choosing control counties, I

begin with all counties which also have a Title X clinic but which did not receive additional funding

for LARCs. I then exclude all counties in the 12 states12 which did not expand medicaid following

the passage of the Affordable Care Act of 2010, as [45] has demonstrated that infant mortality went

up in these states relative to expanding states, which could bias my estimates.

I also drop all counties in Iowa and Colorado without a Title X clinic as well as all counties

in neighboring states which border a treated county because of concerns over potential spillover

effects. Since women could travel from neighboring counties to ones with a Title X clinic, these

counties can be considered partially treated. Including them in the treated group could bias my

estimates downward as the effects are almost certainly smaller for counties where it is more difficult

to obtain LARCs. Including them as control counties could also bias my estimates downward by

including counties which received a partial treatment in my control group, violating the Stable

Unit Treatment Value Assumption (SUTVA). The easiest way to avoid these issues is by dropping

these counties entirely ([69]). Overall, this approach results in 85 treated counties and 1,325 control

counties. Figure 1.1 displays treated counties in red and control counties in light blue.

I supplement the event-study specifications by separately estimating the synthetic control

method (SCM) of [6] and [5] separately on each treated region in the Appendix. The SCM constructs

a control group which is a weighted average of all the possible controls, where the non-negative

weights are determined by minimizing the sum of squared pretreatment differences between the

11 This is consistent with the findings of [215] and [197] which find virtually no impact of the CFPI in 2009, and
then a small decrease in 2010 which increases in 2011 and 2012

12 Florida, Georgia, South Carolina, North Carolina, Tennessee, Alabama, Mississippi, Texas, Kansas, South
Dakota and Wyoming
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treated group and the synthetic control. This approach has both benefits and drawbacks which,

overall, complement those of the event-study specifications. I estimate state-level synthetic controls

on both Colorado and Iowa and a county-level synthetic control on St. Louis. One important benefit

of this approach is that it selects a specific control group for each of the treated regions. Colorado,

Iowa, and St. Louis are different places, each with its own idiosyncratic populations, so there is

no perfect control group for the three of them combined. By allowing the SCM to select a control

group for each of the treated regions separately, I am able to demonstrate that the effects I find

in the combined regressions also show up individually for each treated area when compared with

a control group chosen specifically to satisfy the equal counterfactual trends assumption for that

area on its own.

One drawback of the state-level models is that since many counties in both Iowa and Colorado

do not have Title X clinics, this approach essentially includes many untreated or only partially

treated areas as treated. This will result in an understatement of the overall treatment effect and

will bias my estimates toward zero. For both Colorado and Iowa, I correct for this issue by both

running the SCM on the entire state and then again by first dropping all non-Title X counties

from my sample before estimating. This will remove this bias and also serve as a falsification test,

as when the untreated counties are removed, the treatment effects should at least stay as large, if

not increase. If they were to decline after this procedure it would raise concerns that the effects

I am picking up are from some other factor not related to the LARC interventions. Additionally,

because the outcomes I am tracking are rare and somewhat noisy and because it is important for

the SCM to match treated and control groups based on underlying trends and not on idiosyncratic

noise, I also estimate the SCM on each group using a three-year moving average of the outcome of

interest, which removes a substantial amount of noise without compromising the trends occurring

in the data. In all cases, the economic inference is similar.
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1.4 Results

This section details my estimates of the effect of expanded LARC access on both EPBs and

overall infant mortality. Figure 1.2 displays overall trends in each of these outcomes in Colorado

counties with a Title X clinic, compared with the annual number of LARCs inserted through the

CFPI. For both outcomes, the rates hover between 5.7 and 6.5 occurrences per 1,000 live births

from 2003 to 2009 with some noise but no apparent trend. As LARCs begin to be given away via

the CFPI in 2009, both rates are at local maxima near 6.5, but begin to decline shortly thereafter.

Both fall slightly in 2010 but then more aggressively in 2011 and 2012 as more and more LARCs

are inserted.

These staggered declines make sense as it would take time after each insertion for a birth

that would have happenned in the counterfactual world to be avoided. Both rates settle after 2012

to values mostly between 4.5 and 5.5 occurrences per 1,000 births, with reductions of greater than

one occurrence per 1,000 each. In the remainder of this section I will argue that this relationship

is a causal impact of the CFPI. First, I will focus on the EPB outcome and show that it occurred

not just in Colorado but also in St. Louis and Iowa after similar LARC interventions and that it

cannot be explained by changing demographics, economic indicators, policy changes or pre-existing

trends.

1.4.1 Extremely Preterm Births

Table 1.1 displays estimates of the event-study specification outlined in equation (1), with

coefficients detailing the changing rates of EPB across the three treated regions for three years before

and four years after the LARC interventions were initiated. This means that for St. Louis and Iowa,

pretreated estimates are displayed for 2004-2006 while postreatment estimates are displayed for

2008-2011. Likewise, for Colorado the pretreated estimates are for 2006-2008 while the postreatment

estimates are for 2010-2013. The top panel of Table 1.1 displays the estimates on the pretreatment

leads while the bottom panel displays estimates for the postreatment lags. The first thing to notice
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is that while all of the estimates in the top panel are insignificant at the 10% level and take on

both positive and negative values, all of the posttreamtment lag coefficients are negative and all

but two of the estimates for years two through four are significant at 5%.

Column one includes all three treated regions but does not include any controls beyond

county and year fixed effects. The pretreatment leads are all negative and insignificant, which

suggests EPBs may actually have been rising very slightly in the LARC-treated areas prior to the

interventions. Still, the average difference is only 0.24 EPBs per 1,000 births and the p-value from a

test that the average effect is zero is .3612. After the intervention, there is a small and insignificant

decline in the first year, followed by declines of between 0.8 and 1.4 EPBs per 1,000 live births

for years two through four, with each of these estimates significant at 5%. In column two I add

county-specific linear trends to control for pre-existing patterns in the treated counties. If anything,

these trends were biasing the estimates in column one towards zero. Each of the pretreated leads

is now smaller in magnitude and less significant, with an average effect of just 0.15. Each of the

posttreatment lags, on the other hand, is now larger and more significant with an average effect in

years two through four of -1.72 EPBs per 1.000 live births. In columns three I add the demographic

and economic controls, while in column four I include the two policy controls, and the story is

roughly the same.

Of course, this standard two-way fixed effects (TWFE) model has come under scrutiny re-

cently when treatments are staggered ([155], [71], [299], [54]), especially when there is potential for

heterogeneous treatment effects over time. One of the main concerns is that later treated observa-

tions will be compared with earlier treated units whose treatment effects have been growing over

time. This can even cause the parameter of interest to flip signs in certain situations leading to

flawed inference. Although the treatment effects in this specification are staggered, these concerns

do not present a serious threat to identification here because there are 1,325 untreated counties and

only 85 treated counties, meaning the vast majority of 2x2 comparisons are between treated units

and never-treated controls. The [155] decomposition of the TWFE specification is presented in

Appendix Table A.1. 99.3% of the weight in the specification is from comparisons of treated units
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versus never-treated units, while only 0.4% of the weight is from the problematic later treated

vs. earlier treated comparison group. Even though this comparison does bias the difference-in-

difference estimate towards zero, it bears so little weight in the regression that it effectively makes

no impact.

Columns five and six further address these concerns by removing the staggered component

of the treatment and estimating the effects separately based on treatment timing. Column five

estimates equation (1) on Colorado alone, and there is no concern over pretreatment trends in

this specification. The leads are all small in magnitude and insignificant, and they bounce back

and forth around zero. The lag on the first year after treatment is again negative but insignificant,

while the lags on years two through four are all larger than in the previous columns and individually

significant at 1%. In column six it becomes clear that the potentially concerning pretrends occurred

in the St. Louis and Iowa sample, which was treated in 2007. Pretreatment leads decline from .65

to .41 and then .01 before remaining steady in 2007 and then declining much further. Still, the

difference in the posttreated years is much larger than the changes taking place beforehand.

What is clear from Table 1.1 is that EPBs dropped substantially in the second through

fourth year after treatment across all three interventions. To illustrate this, Figure 1.3 displays the

coefficient estimates for columns 4-6 of Table 1.1 with 95% confidence intervals. In both the full

sample and Iowa and St. Louis graphs, there is a slight pretrend leading up to treatment, but all

pretreatment estimates are small and insignificant and there is much larger decline that occurs after

the interventions. The Colorado graph demonstrates that pretreated outcomes track very closely

with the control group before the CFPI and then a large reduction occurs in the second year after

treatment which stays around 2 EPBs per 1,000 live births for each of years two, three and four.

Figure 1.4 displays estimates from columns 4-6 once again, only reestimated using [149]’s

two-stage difference-in-difference estimator, which is robust to heterogeneous treatment effects with

staggered timing. Here, because year and county fixed effects could be contaminated by the treat-

ment effect, these effects are all estimated in a first stage using untreated observations to get year
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and county fixed effects13 . The first stage is then residualized and regressed on the leads and

lags, resulting in fixed effects that are uncontaminated and parameter estimates which are robust

to heterogeneous treatment timing. In Figure 1.4, the parallel trends assumption looks even more

plausible in both the full sample and Iowa and St. Louis graphs, suggesting that perhaps the fixed

effects had been contaminated by the treatment effect in these groups. In each version there is

little to no movement in the pretreatment period, followed by a small decline in the first year after

treatment and then a larger, statistically significant decline in the second period after treatment.

1.4.2 Infant Mortality

Table 1.2 presents estimates of equation (1) with the infant mortality rate (IMR) replacing

‘extremely preterm’ births on the left-hand side. As with EPB’s, there does not appear to be

much movement in the three years before the interventions, and then there are large declines

concentrated in years two through four following treatment. In the baseline two-way fixed effects

model, IMR actually appears to be increasing in the treated areas relative to the control counties

in the years before treatment, with that trend reversing after the LARC interventions began.

Including county linear trends and demographic, economic and policy controls both reduce the

pre-treatment differences and increases the post-treatment effect. In Colorado, the pretrends are

somewhat concerning, though as in the basic TWFE model they appear to actually be increasing

prior to treatment, and there is still a large decrease of 1.6 infant deaths per 1,000 live births by

year three. The results are even larger when looking at only St. Louis and Iowa, with almost no

movement prior to treatment and a large decline of between 1.5 and 2.5 infant deaths per 1,000

live births in year two through four.

Figure 1.5 display estimates of the same model, only this time using [149]’s two-stage difference-

in-difference estimator. As before, the overall effect sizes are now somewhat smaller, but the pre-

treatment trends look considerably more stable. For the full sample, there is an average treatment

13 In other words, year fixed effects are estimated from the full group of never treated observations, while county
fixed effects for treated observations are estimated using only the pretreated observations from these groups.
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effect of 1.1 infant death per 1,000 live births for years two through four after treatment, with sim-

ilar effects showing up when the samples are run separately to avoid concerns over the staggered

treatment timing.

1.4.3 Infant Mortality by Cause of Death

Figure 1.6 displays coefficient estimates from the full-specified TWFE model separately for

each of the six most commonly listed causes of death in the NVSS data. Large decreases appear for

deaths due to birth defects, SIDS, maternal pregnancy complications and homicide. Deaths due

to prematurity and low birth weight were actually declining throughout the period. Deaths from

injuries do not respond to LARC treatment, which is comforting as it seems unlikely that they

would be impacted. Low socioeconomic status is associated with higher rates of SIDS ([30]), birth

defects ([323]) and maternal pregnancy complications ([200]), so it makes sense that expanding

LARC access to low-income women might improve these outcomes.

The decrease in deaths due to homicide is perhaps the most surprising result, though un-

wanted births have been shown to increase the risk of violence to the mother ([270]) and can prolong

the mother’s relationship with the father in the short term ([225]). If these unwanted pregnancies

are causing women to stay longer in potentially abusive relationships, that mechanism could also

explain the reduction in infant deaths due to homicide.

1.4.3.1 Where are These Improvements Happening?

So far, it has been established that large, statistically significant declines in EPBs and infant

mortality occurred in the regions treated with a LARC intervention. In order to establish a causal

impact of LARC access on this outcome, however, it is important that the treatment effects are

concentrated near the Title X clinics through which the programs were implemented. In this section,

I compare counts of EPBs and infant mortalities in treated versus untreated counties in Colorado

and Iowa, in order to rule out any statewide policies which could have impacted infant health across

the entire state. Since non Title X counties were not used as controls, it is not important that they
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satisfy the equal counterfactual trends assumption, but it should be the case that any treatment

effect which shows up should predominantly occur in counties with Title X clinics.

To that end, Figure 1.7 displays the raw number of EPB cases for both Colorado and Iowa,

broken out by whether or not they were born to a resident of a county with a Title X clinic. The

top left graph displays the EPB count over time for counties with a Title X clinic in Colorado. As

over 90% of births occur to such women, it is perhaps not surprising that the overall shape of the

graph in the top right panel looks similar to the trends for Colorado overall. From 2003 to 2009, the

count hovers between 400 and 450. The rate drops slightly in 2010 before declining sharply in 2011

and then remaining between 300 and 350 for the remainder of the sample. The count in counties

without a Title X clinic tell a very different story, fluctuating apparently at random throughout

much of the sample period and actually rising from 2009-2012 when EPBs were falling throughout

the treated counties.

The story is similar for treated counties in Iowa, with rising EPB counts from 2003 through

2008, before a dramatic decline in which the count dropped from 210 to just under 170 before

rebounding somewhat. Non Title X counties also show a decline around this time, but this looks

similar to the noise which occurred throughout the sample and does not necessarily look like a

treatment effect. The rebound in non Title X counties is also much larger, and brings the total

in 2010 to a point even higher than it was before the IIRUP. Additionally, it is worth pointing

out that counties in Iowa are much smaller on average than counties in Colorado, so a resident

of an untreated county in Iowa would not have to travel nearly as far to get to a treated county

as a resident of an untreated county in Colorado might. This could explain why the contrast

between treated and untreated counties is not as clear in Iowa as it is in Colorado. In order to

determine whether spillovers onto neighboring counties could explain the reduction in non-Title

X Iowa counties from 2007-2009, Appendix Figure A.1 displays a map of Iowa, with all Title X

counties in blue and all Title X counties which saw a reduction in the average number of EPBs

from 2004-2006 to 2007-2009 in red. All of the untreated Iowa counties which experienced EPB

reductions border treated counties, so it seems plausible that this reduction could have been caused
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by spillovers. Regardless, whatever caused the dramatic decline in EPBs in Colorado and Iowa was

mainly happening in the counties which had Title X clinics, which is consistent with the hypothesis

that expanded LARC access was the driving force behind the reduction.

Figure 1.8 repeats this process for infant mortality counts, and the results tell roughly the

same story. Counts for Colorado Title X counties hover around 400 from 2003 to 2009, before

declining each subsequent until 2012, where the count settles around 300 per year. In non Title

X counties in Colorado, counts actually reach a minimum in 2009, before rebounding back up to

pre-CFPI levels. There appears to be a clear treatment effect in Colorado Title X counties, but

none in non Title X counties.

For Iowa, infant mortalities also rise from 2004 to 2008 before declining from around 180

in 2008 to 130 in 2010. Again there is a slight rebound, but infant mortality cases are still far

less common in Title X counties in the years following the IIRUP than in the years preceding it.

For non Title X counties, there is again no clear treatment effect. Counts fluctuate apparently at

random from 2003 to 2010 and do not appear to be meaningfully effect by the IIRUP.

Figure 1.9 displays the change in the average number of EPBs and infant deaths per year from

the four years before to the four years after a LARC intervention for Colorado and Iowa counties

compared with the number of Title X clinics in that county. Each observation is weighted by the

average number of births per year. As both the change in the outcomes and the number of clinics

are highly correlated with population, it is not surprising that the counties with the most clinics

saw the largest declines, but it is comforting that there appears to be a dose response, where more

clinics typically translates to a larger decline, even among relatively similarly sized circles. The

negative relationship is particularly clear for EPB’s, where large declines occur in the population

centers of Denver and Des Moines. For infant deaths, the relationship is less obvious, but still

shows that more populated areas with multiple clinics had the largest improvements.

Finally, Appendix Figures A.2 and A.3 display placebo event-study specifications, where the

untreated counties in Colorado and Iowa are considered treated, and are compared with the other

untreated counties across the US. In both cases, there is clearly no treatment effect showing up,
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which suggests that it is unlikely that some other statewide intervention is behind the results I

documented in the previous section. Overall, it appears that the declining rates of both EPB and

infant mortality occurred mainly in areas which had the most access to LARCs through the CFPI

and IIRUP.

1.5 Back of the Envelope Calculations/Conclusion

1.5.1 Back of the Envelope Calculations

1.5.1.1 *

Avoided Ventilation Costs for EPBs

EPBs are a tragic and traumatic event, but they are also incredibly costly as the procedures

used to treat EPBs are quite expensive. In order to understand the cost savings in care for EPBs

in Colorado, I use a series of estimates from [169]. This paper details the likelihood of receiving

medical ventilation as a result of births at various gestational ages, conditioned on whether or

not the infant ultimately survives, along with the associated average costs of ventilation for each

gestational age/survival cell. The authors use 2009 data from the Agency for Healthcare Research

and Quality (AHRQ). My estimates from section 4 imply a reduction of around 85 EPBs per year in

Colorado following the CFPI. Of these EPBs, many would have received ventilation. The likelihood

of receiving this care varies both by the gestational age of the birth, and by whether or not the

infant ultimately survived.

Because of this, I first demonstrate that the reductions in EPBs associated with the CFPI did

not cause large changes in the proportions of EPBs occurring at each gestational age. For example,

if the reductions in EPBs were all occurring in births at less than 24 weeks of gestation, this would

imply very different cost savings than if they were all occurring at 27 weeks of gestation. Table 1.3

displays the proportion of EPBs in Colorado which occurred at each gestational length, both before

and after the Colorado Family Planning Initiative. Column 3 of this table displays a p-value for

whether the proportion of EPBs at each gestational age are the same before and after the CFPI. In
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each row, equality cannot be rejected at .05, suggesting that the distribution of gestational ages did

not change in response to the CFPI. There is suggestive evidence of a relative reduction in births

at 24 weeks (p-value = .092) and a relative increase in births at 25 weeks (p-value = .061), but I

will demonstrate that the overall costs associated with EPBs at these gestational ages are similar.

This means that it is reasonable to treat the 85 EPB reduction as if it had the same proportions

in each gestational age bracket as all of Colorado.

This assumption allows me to calculate the proportion of the 85 EPBs which would have come

from each gestational age group. I then use the estimates from [169] to calculate the likelihood of

survival, the probability of being ventilated given survival or non-survival, and then the average

cost avoided for each of the 85 EPBs. Tables 1.4 and 1.5 display the estimates of this calculation for

the proportion of the 85 EPBs which would be predicted to survive and not survive, respectively.

For each gestational age, the total cost avoided, conditional on survival outcome, is equal to:

Costage,survival = Nage,survival ∗ P (V ent|age, survival) ∗ V entCostage,survival (1.2)

Where Nage,survived is the predicted number of EPBs at that gestational age to survive (or

not survive), P (V ent|age, survival) is the probability of being ventilated conditional on being in

that gestational age group and survival outcome, and V entCostage,survival is the average cost of

ventilation care, also conditional on being in that gestational age group and survival outcome. The

total costs avoided due to the CFPI can then be calculated by summing the individual avoided

costs across each gestational age/survival cell.

Column 1 of Table 1.4 distributes the 85 EPB reduction across the gestational age categories

based on their proportional occurrence in Colorado from 2006-2013. Column 2 displays the likeli-

hood of survival for an EPB of that gestational age, based on [169]14 . Column 3 then calculates

the predicted number of counterfactual EPBs which would have survived, given the prevailing sur-

vival odds. Column 4 gives the probability of being ventilated, conditional on gestational age and

ultimate survival, while column 5 displays the average cost of ventilation for that gestational age,

14 Note that the odds are identical for gestational ages 25-27 because [169] group these together in their estimates
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also conditional on survival. Finally, column 6 presents the estimated costs avoided, which is the

product of columns 3-5, as displayed in equation 2. For surviving EBPs, the predicted cost savings

across gestational age categories totals $5.4 million annually.

Table 1.5 repeats this exercise for EPBs which would be predicted not to survive. It is notable

that the average cost of ventilation is much smaller for an infant who does not survive, as infants

who do survive can require ventilation for weeks and even months. The predicted cost savings from

EPBs who would be predicted not to survive is only around $192,000, which means the total costs

avoided are roughly $5.6 million. Considering the fact that the CFPI only cost $27 million, this

means the program could pay for itself in avoided ventilation costs for extremely preterm births

in 4.8 years. Of course this is only one of many potential avoided costs associated with EPBs and

infant mortalities. The EPBs who ultimately survived would have likely experienced higher than

average medical costs throughout their entire lives, to say nothing of the effect of these traumatic

events on the health and wellbeing of the parents and their friends and family members.

1.5.1.2 Cost per Infant Death Avoided

Using the event-study estimates for Colorado, the CFPI appears to have reduced infant

mortality by an average of 1.4 infant deaths per 1,000 live births for 2011-2013. With a back-of-the

envelope calculation, this translates to 74 avoided infant deaths in 2011, 104 in 2012, and 93 in 2013,

for a total of 271 avoided infant deaths in the first four years after the CFPI was implemented. If

avoiding infant deaths were the entire goal of the CFPI, it would have cost approximately $99,600

per infant death avoided.

1.5.2 Conclusion

This paper uses the staggered implementation of three privately-funded family planning pro-

grams to investigate whether expanding access to long-acting reversible contraceptives to low-

income women can reduce adverse infant health outcomes. Because these women are the most

likely to experience an extremely preterm birth or an infant death, improving their ability to avoid
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unwanted pregnancies has the potential to create positive selection in the health of the cohorts

of children being born. By comparing trends in treated counties with trends in other counties

across the United States with similar family planning clinics which did not receive additional fund-

ing specifically to improve LARC access, I demonstrate that expanded LARC access led to large

reductions in both the rates of ‘extremely preterm’ births and overall infant mortality.

The programs I study in this paper have been shown to have many other important benefits,

including reducing the teen birth rate and increasing female human capital accumulation. I demon-

strate an important unintended consequence of expanding LARC access to low-income women, in

that it creates positive selection in the health of the cohorts of children being born. These results

are particularly important in light of the recent Surpreme Court decision in Dobbs vs. Jackson,

as legalizing abortion and expanding LARC access to low-income women both appear to reduce

adverse infant health outcomes. As abortion becomes more restrictive in many states, effective

contraceptive access will become even more important.
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Table 1.1: Event-Study Specifications Measuring the Effect of LARC Access on the rate of
Extremely Preterm Births - 2003-2015

(1) (2) (3) (4) (5) (6)
EPB EPB EPB EPB EPB EPB

3 Years Before -0.305 0.285 0.504 0.652 -0.101 0.748
(0.344) (0.335) (0.385) (0.393) (0.504) (0.681)

2 Years Before -0.203 0.193 0.374 0.466 0.0377 0.463
(0.307) (0.348) (0.370) (0.376) (0.416) (0.780)

1 Year Before -0.219 -0.0235 0.0618 0.101 -0.147 0.0364
(0.345) (0.355) (0.361) (0.362) (0.491) (0.571)

Avg pretreated effect -.242 .151 .313 .406 -.070 .416
p-value (avg effect = 0) .3620 .5820 .3004 .1875 .8580 .4684

1 Year After -0.351 -0.551 -0.616 -0.652 -0.393 -0.754
(0.470) (0.475) (0.488) (0.485) (0.580) (0.905)

2 Years After -1.375∗∗∗ -1.775∗∗∗ -1.892∗∗∗ -1.776∗∗∗ -2.047∗∗∗ -1.709∗∗

(0.263) (0.282) (0.316) (0.339) (0.505) (0.620)
3 Years After -1.157∗∗ -1.756∗∗∗ -1.959∗∗∗ -1.880∗∗∗ -2.178∗∗ -1.468

(0.448) (0.457) (0.510) (0.526) (0.774) (0.921)
4 Years After -0.844∗∗ -1.637∗∗∗ -1.925∗∗∗ -1.885∗∗∗ -1.751∗∗ -1.914∗

(0.280) (0.264) (0.371) (0.393) (0.640) (0.752)

Avg effect years 2-4 -1.125 -1.723 -1.925 -1.847 -1.992 -1.697
p-value (avg effect = 0) .0001 .0000 .0000 .0000 .0006 .0141
Ratio of pre-post effect 4.65 11.41 6.15 4.55 28.46 4.09

County and year FE’s Y Y Y Y Y Y
County linear trends N Y Y Y Y Y
Main controls N N Y Y Y Y
Policy controls N N N Y Y Y
Only Colorado N N N N Y N
Only Iowa/St. Louis N N N N N Y

Observations 15510 15510 15510 15510 12267 12348

Note: Standard errors in parentheses, clustered at the county level. This table displays estimates of the
effect of LARC interventions on the rate of extremely preterm births per 1,000 live births. Column one
estimates the standard two-way fixed effects (TWFE) specification. Column two adds county-specific
linear trends. Column three add demographic and economic controls. Column 4 adds policy controls for
whether emergency contraceptives were available over the counter and whether private insurance plans
were required to cover any FDA-approved contraceptive. Columns five and six address concerns about
staggered treatment timing by estimating the model separately based on when the intervention took place.
Column five includes only Colorado as treated, while column six includes only St. Louis and Iowa. ∗

p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 1.2: Event-Study Specifications Measuring the Effect of LARC Access on the Rate of Infant
Mortality - 2003-2015

(1) (2) (3) (4) (5) (6)
IMR IMR IMR IMR IMR IMR

3 Years Before -0.982∗ -0.323 -0.119 -0.0171 -0.984 0.0161
(0.416) (0.451) (0.448) (0.452) (0.631) (0.645)

2 Years Before -0.587∗ -0.147 0.0177 0.0944 -0.526 0.0529
(0.284) (0.316) (0.319) (0.321) (0.413) (0.568)

1 Year Before -0.504 -0.284 -0.224 -0.203 -0.423 -0.400
(0.355) (0.381) (0.379) (0.380) (0.546) (0.531)

Avg pretreated effect -.691 -.251 -.108 -.042 -.644 .110
p-value (avg effect = 0) .0179 .4362 .7349 .8966 .1342 .8259

1 Year After -0.547 -0.766 -0.846∗ -0.870∗ -0.606 -0.786
(0.415) (0.417) (0.427) (0.426) (0.509) (0.826)

2 Years After -0.970∗∗ -1.410∗∗∗ -1.548∗∗∗ -1.568∗∗∗ -1.136 -1.566∗∗

(0.353) (0.370) (0.385) (0.390) (0.664) (0.517)
3 Years After -1.438∗∗∗ -2.096∗∗∗ -2.324∗∗∗ -2.370∗∗∗ -1.592∗∗ -2.429∗∗∗

(0.397) (0.360) (0.395) (0.405) (0.584) (0.699)
4 Years After -1.079∗∗ -1.956∗∗∗ -2.244∗∗∗ -2.324∗∗∗ -1.433∗ -2.182∗∗∗

(0.370) (0.353) (0.403) (0.409) (0.691) (0.635)

Avg effect years 2-4 -1.162 -1.821 -2.039 -2.087 -1.387 -2.059
p-value (avg effect = 0) .0003 .0000 .0000 .0000 .0131 .0004
Ratio of pre-post effect 1.68 7.25 18.88 49.69 2.15 18.72

County and year FE’s Y Y Y Y Y Y
County linear trends N Y Y Y Y Y
Main controls N N Y Y Y Y
Policy controls N N N Y Y Y
Only Colorado N N N N Y N
Only Iowa/St. Louis N N N N N Y

Observations 15554 15554 15544 15544 12293 12374

Note: Standard errors in parentheses, clustered at the county level. This table displays estimates of
the effect of LARC interventions on the number of infant deaths per 1,000 live births. Column one
estimates the standard two-way fixed effects (TWFE) specification. Column two adds county-specific
linear trends. Column three add demographic and economic controls. Column 4 adds policy controls for
whether emergency contraceptives were available over the counter and whether private insurance plans
were required to cover any FDA-approved contraceptive. Columns five and six address concerns about
staggered treatment timing by estimating the model separately based on when the intervention took place.
Column five includes only Colorado as treated, while column six includes only St. Louis and Iowa. ∗

p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 1.3: Comparison of Gestational Ages for Extremely Preterm Births in Colorado: Before
and After Colorado Family Planning Initiative

(1) (2) (3)
Gestational Age 2006-08 2010-14 P-value

<24 Weeks .326 .325 .589
24 Weeks .135 .133 .092
25 Weeks .151 .154 .061
26 Weeks .179 .180 .610
27 Weeks .208 .207 .916

Note: This table compares the proportion of extremely
preterm births in Colorado which fall under each gesta-
tional age category, both before and after the Colorado
Family Planning Initiative. Column 1 displays the
proportion of EPBs in 2006-2008 (pre-intervention)
which were in each gestational age category. Column
2 displays the proportion of EPBs in 2010-2014 (post-
intervention) in each gestational age category. Column
3 displays a p-value on a test for equality of the propor-
tions before and after the Colorado Family Planning
Initiative.
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Table 1.4: Annual Cost Calculation for Extremely Preterm Birth Reduction for Infants who
Would be Predicted to Survive

(1) (2) (3) (4) (5) (6)
Gest. Age Pred. N Surv. Odds N Survived P(Vent|A,S) (Cost|A,S) Pred. Costs Avoided

<24 Wks 27.6 .091 2.5 .94 205,000 481,750
24 Wks 11.2 .505 5.6 .91 200,000 1,019,200
25 Wks 11.7 .883 10.4 .74 130,000 1,000,480
26 Wks 15.9 .883 14.0 .74 130,000 1,346,800
27 Wks 18.6 .883 16.4 .74 130,000 1,577,680

Total 85.0 48.9 5,425,910

Note: This table calculates the predicted annual cost savings due to avoided ventilation care among infants who would
have been predicted to survive. Column 1 distributes the estimate of a reduction of 85 extremely preterm births across
gestational age categories, based on the proportional occurrence of each age in Colorado from 2006-2013. Column 2
displays the likelihood of survival for a birth of that gestational age, taken from [169]. Column 3 calculates the number
of births at each gestational age which would be predicted to survive, based on the likelihood in column 2. Columns
4 and 5 display the probability of being ventilated and the average cost of ventilation, conditional on gestational age
and survival, respectively. Finally, column 6 calculates the total predicted avoided ventilation costs from surviving
infants for each gestational age group.
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Table 1.5: Annual Cost Calculation for Extremely Preterm Birth Reduction for Infants who
Would be Predicted Not to Survive

(1) (2) (3) (4) (5) (6)
Gest. Age Pred. N NS Odds N NS P(Vent|A,NS) (Cost|A,NS) Pred. Costs Avoided

<24 Wks 27.6 .919 25.1 .18 10,000 45,180
24 Wks 11.2 .495 5.6 .74 15,000 62,160
25 Wks 11.7 .117 1.4 .77 20,000 21,560
26 Wks 15.9 .117 1.9 .77 20,000 29,260
27 Wks 18.6 .117 2.2 .77 20,000 33,880

Sum 85.0 36.2 192,040

Note: This table calculates the predicted annual cost savings due to avoided ventilation care among infants who
would have been predicted not to survive. Column 1 distributes the estimate of a reduction of 85 extremely
preterm births across gestational age categories, based on the proportional occurrence of each age in Colorado
from 2006-2013. Column 2 displays the likelihood of death for a birth of that gestational age, taken from [169].
Column 3 calculates the number of births at each gestational age which would be predicted not to survive, based
on the likelihood in column 2. Columns 4 and 5 display the probability of being ventilated and the average cost
of ventilation, conditional on gestational age and non-survival, respectively. Finally, column 6 calculates the
total predicted avoided ventilation costs from non-surviving infants for each gestational age group.
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Figure 1.1: Treatment and Control Assignment

Note: This figure displays (treated) counties which have a Title X family planning clinic and which received specific

funding to expand LARC access to low-income women in red. Control counties, which are other US counties which

have a Title X clinic but which did not received specific funding to expand LARC access are denoted in blue.

Counties which do not have a Title X clinic, or which are located in a state which did not expand Medicaid with the

Affordable Care Act of 2010 are omitted from all subsequent regressions, as are all counties which border a treated

county for concerns about potential spillovers which would violate the Stable Unit Treatment Value Assumption

(SUTVA).
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Figure 1.2: CFPI and Infant Health - 2003-2015

Note: This figure displays the annual number of LARCs inserted through the Colorado Family Planning Initiative

compared with the rates of extremely preterm births (births before 28 weeks gestation) as well as the infant mortality

rate in Title X counties in Colorado, both calculated using restricted-access data from the National Vital Statistics

System.
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Figure 1.3: Event-Study Graphs - the Effect of LARC Access on the rate of Extremely Preterm
Births - 2003-2015

Note: This figure uses natality data from the National Vital Statistics System to plot coefficients from the
event-study specification comparing preterm birth rates in the three treated areas compared with other counties
with Title X clinics which are in states that expanded medicaid and do not border treated counties. The top left
graph displays the fully specified version including all three treated areas, the top right graph displays the results
for only Colorado, while the bottom graph displays the results for only Iowa and St. Louis.
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Figure 1.4: Event-Study Graphs Using Two Stage DiD (Gardner (2021)) to Estimate the Effect of
LARC Access on the Rate of Extremely Preterm Births

Note: This figure uses natality data from the National Vital Statistics System to plot coefficients from the

event-study specification utilizing the two-stage difference-in-difference method of [149], comparing preterm birth

rates in the three treated areas compared with other counties with Title X clinics which are in states that expanded

medicaid and do not border treated counties. The top left graph displays the fully specified version including all

three treated areas, the top right graph displays the results for only Colorado, while the bottom graph displays the

results for only Iowa and St. Louis.
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Figure 1.5: Event-Study Graphs Using Two Stage DiD (Gardner (2021)) to Estimate the Effect of
LARC Access on the Rate of Infant Mortality

Note: This figure uses natality data from the National Vital Statistics System to plot coefficients from the event-study

specification comparing infant mortality rates in the three treated areas compared with other counties with Title

X clinics which are in states that expanded medicaid and do not border treated counties using [149]’s two-stage

difference-in-difference estimator. The top left graph displays the fully specified version including all three treated

areas, the top right graph displays the results for only Colorado, while the bottom graph displays the results for

only Iowa and St. Louis.
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Figure 1.6: Event-Study Graphs on the Effect of LARC Access on the Rates of Individual Causes
of Infant Mortality

Note: This figure uses natality data from the National Vital Statistics System to plot coefficients from event-study

specification for each of the six most common causes of infant death
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Figure 1.7: Time Series of Extremely Preterm Birth Outcomes in Colorado and Iowa by Title X
Status

Note: This figure displays the raw number of extremely preterm birth cases in Colorado and Iowa counties with

and without a Title X clinic. Graphs on the left display the outcome for Title X counties, while graphs on the

right display the non-Title X counties. The top row displays outcomes for Colorado, while the bottom row displays

outcomes for Iowa, using data from the National Vital Statistics System.
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Figure 1.8: Time Series of Infant Mortality Outcomes in Colorado and Iowa by Title X Status

Note: This figure displays the raw number of infant mortality cases in Colorado and Iowa counties with and without

a Title X clinic. Graphs on the left display the outcome for Title X counties, while graphs on the right display the

non-Title X counties. The top row displays outcomes for Colorado, while the bottom row displays outcomes for

Iowa, using data from the National Vital Statistics System.
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Figure 1.9: Change in Infant Health Outcomes from Pre to Post LARC Initiative by of TitleX
Clinics - Iowa and Colorado

Note: This figure displays the change in the average number of EPB’s and infant deaths from the four years leading

up to a LARC intervention to the four years after the intervention for counties in Colorado and Iowa compared with

the number of Title X clinics in that county. The circles for each county are weighted by the average number of

births in the county across all sample years. Blue circles represent Colorado counties, while red circles represent

Iowa counties.



Chapter 2

Salary Disclosure and Invidual Effort: Evidence from the National Hockey

League

2.1 Introduction

Meritocratic compensation is an ideal for any market economy, with high performers reaping

the rewards of their oversized relative contributions. An individual’s salary therefore says a great

deal about how their firm values their work and it can become an important part of one’s identity.

Research has shown that as long as pay discrepancies can be traced to differences in performance,

workers will accept them, but when employees of similar calibre are paid differently, problems can

arise ([57], [55]). Because of this, Economists have long studied the ways in which individuals

care not just about their own salary, but how their salary compares to their relevant peer group.

Several papers have shown that job satisfaction is inversely related to an individual’s comparison

wage ([98], [74], [150], [281]). [217] finds that, controlling for a person’s income, their happiness

is decreasing in their neighbor’s income, while [290] find that people would be willing to accept

50% less real income in order to have higher relative income. [220] finds that low relative status

leads to an increased risk for disease and early death, while [143] find neurophysiological evidence

that social comparison has a direct effect on the reward processing centers of the brain. Clearly,

information about relative wages has important implications for individual health and happiness.

The effect of comparison income on worker effort has been studied in laboratory settings1 , but to

my knowledge no current study uses real world data to answer the question of what happens to

1 [89], [14], [10], [11], [76], [41], [101]



42

individual effort within a job and overall firm performance when workers suddenly learn their place

in the salary hierarchy.

In this paper, I do precisely that by exploiting a natural experiment in the National Hockey

League. On January 29, 1990, almost two thirds of the way through the grueling seven month

long NHL regular season, the Montreal Gazette published the salaries of every player in the league,

ending a decades-long culture of pay secrecy in the NHL. Overnight, players went from having

little idea where they stood in the leaguewide salary distribution to knowing precisely where they

fit in. Because both salary and statistical data is available for the mostly untreated 1990-91 season,

I am able to classify players as underpaid or overpaid by comparing their salaries to those of

similarly performing players. By then tracking the performance of players in response to this new

information, I find that underpaid players began shifting their effort from defensive production to

offense, which is more highly rewarded in the NHL labor market. Their goals went up significantly,

assists rose slightly, but their defensive production declined, with these players allowing their teams

to get scored on by even more than the additional goals they provided. Crucially, teams who gave

significant raises to underpaid players after salary disclosure were able to avoid this outcome.

Asymmetrically, I find no evidence of a behavioral response for players who were overpaid

prior to salary disclosure. While overpaid players appear to continue to allocate their effort to

maximize firm performance, underpaid individuals appear to be playing in a manner designed to

maximize the value of their next contract. Though underpowered, I find that this behavioral shift

is larger for underpaid players who play for teams with higher than average payrolls. This is in line

with reference-dependent utility theory, which would suggest that underpaid players on wealthier

teams would be more surprised to learn that they are underpaid, and thus would have the largest

discrepancies between their actual salary and their reference point.

At the firm level, I find that in the season leading up to salary disclosure, overall team

payroll had no correlation with team performance. In the season following disclosure, however,

team payroll and performance became immediately and permanently linked, with higher-paying

teams consistently outperforming lower-paying ones. Because the restrictive rules of free agency
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in the early 90’s effectively prevented elite players from switching teams by choice, this result can

only be explained by the higher-paying teams getting relatively more production out of their players

following disclosure, as opposed to a sorting explanation where the better players are reallocated

to the higher-paying teams.

This paper contributes to several strands of the literature. There exists a large experimental

literature which investigates the link between pay inequality and effort provision within a job,

though experimental evidence has been mixed. While both [89] and [41] fail to find evidence that

pay inequality has a material impact on worker effort, [76] find that it can affect the quality of

output produced, suggesting that there are internal margins on which effort may be withheld in

response to perceived unfairness in pay. My results build on these findings by demonstrating that

workers can respond to perceived unfairness by changing the type of effort they exert, as opposed

to withholding effort entirely.

A pair of important papers, [101] and [100], document an asymmetric response to both re-

ductions and increases in relative wages. [101] finds that when a group member’s wage is arbitrarily

cut, that member reduces effort while the other member, whose relative wage has risen, displays

no effort response. Conversely, [100] show that underpaid workers will respond to a raise with

increased effort while overpaid workers will not, suggesting that the removal of perceived unfair-

ness is the key mechanism. I document a similar asymmetric response whereby underpaid workers

reallocate their effort from defense to offense, but underpaid workers who receive a raise which

removes the perceived unfairness appear to reallocate their effort in the opposite direction. Also, it

is important that my findings complement some of these experimental studies. Experiments have

many important benefits in their ability to randomize participants and isolate causal impacts, but

it is difficult for them to imitate the conditions of an actual job, where workers show up and interact

with the same people over months and years. By using a natural experiment where all workers in

a labor market learned whether they were over or underpaid and then tracking their performance,

I am able to provide evidence that many of these important results may generalize outside of their

experimental settings.
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I also contribute to the literature which shows how differences in individual versus firm goals

can create misincentives for agents. This includes [51], which find that optimal CEO compensation

contracts may emphasize short-term stock performance at the expense of long-run value, and [228],

who find that higher risk firms perform worse in the long run when CEO compensation is highly

sensitive to stock returns. I build upon these findings by showing that underpaid NHL players

appear to reallocate their effort to optimize their next contract to the detriment of team perfor-

mance. This result should be of interest to any organization which employs individuals to perform

several different tasks, where one of the tasks is more noticeable and easy to track, though all of the

tasks are vital to the organization’s goals. When a worker feels undervalued, they might rationally

respond by focusing more of their effort on the more noticeable task, letting their performance on

other dimensions suffer. Examples of this might include sales associates focusing on maximizing

short-term sales numbers instead of building long-term relationships with clients, or public school

teachers ‘teaching to the test’ instead of working to instill a love of learning in their students.

Third, I contribute to the literature which analyzes the potential impact of public policies

which promote salary transparency by either requiring disclosure from certain public employees

or by outlawing firms from preventing employees from sharing their salary information with their

peers. Such laws have already been adopted by 10 states and are being considered by several others.

[201] and [38] both demonstrate that laws which promote pay transparency can reduce the gender

pay gap, while [241] argue they have the potential to reduce pay inequity and inequality and [224]

finds they compressed the top salaries of public-sector managers in California. My results suggest

that while such laws may have a detrimental impact on the bottom line of firms which underpay

their workers, they can actually be beneficial to higher paying firms.

I also contribute to the literature which studies the importance of reference-dependence

in worker decision-making. While experimental results on reference-dependent utility have been

mixed2 , applied work has demonstrated the importance of reference points in the labor supply de-

2 While [7], [133], [127], and [293] find experimental evidence consistent with reference-dependent preferences,
[170], [289], and [88] all fail to do so.
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cisions of cab drivers ([106]) and stadium vendors ([243]), the performance of police officers ([223]),

and the relationship between upset losses for NFL and NBA teams and domestic violence ([73],

[75]). Though some of my results are underpowered, I contribute to this literature by showing that

underpaid NHL players who play for higher-paying teams, who are thus more likely to be surprised

to learn they are being underpaid, change their behavior more sharply than underpaid players on

lower-paying teams.

The remainder of the paper proceeds as follows. Section two provides background on the

game of hockey and how it is played, the abrupt end to the culture of pay secrecy that existed in

the NHL prior to 1990 and the relevant performance statistics that I use to assess the behavioral

response in the wake of salary disclosure, as well as providing a conceptual framework using the

relevant research related to this topic. In section three, I describe my data and present descriptive

findings of what occurred in the NHL labor market in the years surrounding salary disclosure. In

section four, I track the performance of overpaid and underpaid players from the pre-disclosure era

into the season following disclosure in order to understand how this information impacted player

performance and team performance. Section five concludes.

2.2 Background

2.2.1 What is Hockey?

The game of hockey is played with two opposing teams, each consisting of five skaters and

a goaltender who are on the ice at any given time. The game is played with a small rubber disc

known as the ‘puck’, with the object of the game being to get the puck into the opposing team’s net

more times than they get it into yours. The standard NHL rink is 200 feet long and 85 feet wide,

is rounded in the corners and surrounded by a wooden or fiberglass fence of between 40-48 inches

high (known as the ‘boards’), with safety glass extending a further eight feet above the boards. The

game is played for 60 minutes (not including stoppages), broken up into three 20-minute ‘periods’,

with ‘intermissions’ occurring between periods where the ice is cleaned.
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Because of the fast-paced nature of the game, substitutions occur continuously throughout

the game and are allowed ‘on the fly’, meaning that teams do not have to wait for a stoppage

in play to change who is on the ice. A typical ‘shift’ for a player usually lasts between 30-90

seconds of gametime before they are replaced. Of the five skaters, there are two defensemen and

three forwards. The two defensive positions are somewhat interchangeable, but the three forward

positions are the left wing, the center and the right wing. That said, all players play both offense

and defense, with defenseman regularly scoring goals and forwards often blocking shots from the

opposing team. For the 1989-90 season, the average defenseman scored five goals and had 18 assists,

while the average forward had 17 goals and 23 assists. In the late 1980s and early 1990s there were,

on average, between 7-7.5 total goals scored per game, compared with about 2.5 goals per game

across European football leagues (known as ‘soccer’ in the United States and Canada)3 .

A typical ‘lineup’ for a team includes four ‘lines’ of forwards, or four pairings of a left wing,

center and right wing who will most often play together, as well as three pairings of defensemen.

Though they typically play together, through the course of a game there are many situations in

which the lines are ‘shuffled’ or changed, so that in any given game a player will play with many

more players than just their usual line. The lines are also changed frequently throughout the course

of a season because of injuries, form or other strategic considerations. The National Hockey League

is considered to be the premier professional hockey league in the world ([221]). Despite the name,

the league includes teams from both the United States and Canada. The league began in 1917

with four teams, all of which were Canadian, before expanding to include American teams in 1924.

Because of the league’s success, it expanded rapidly in the 1960’s and 70’s to the point where it

had 21 teams in 1979. This remained the case until the 1991-92 season, where the San Jose Sharks

were added to the league.

3 For 1989-90, there were 2.6 goals per game in the German Bundesliga and the English First Division (now known
as the Premier League), 2.2 goals per game in the Italian Serie A, and 2.4 goals per game in Spain’s La Liga
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2.2.2 Salary Disclosure in the NHL

While there had been talk of salary disclosure among some circles within the NHL, the idea

had been resisted by the NHLPA’s long-serving executive director, Alan Eagleson. In the late 80’s,

however, unrest within the NHLPA over Eagleson’s leadership came to a head, as players felt the

NHL was being left behind as the other three major American sports leagues (the National Bas-

ketball Association, the National Football League and Major League Baseball) had all experienced

rapidly rising salaries in the 1980s. In the summer of 1989 Eagleson was forced to hire an assistant

who would take over as executive director in 1992 ([125]). Eventually, beginning in September of

1991, a journalist named Russ Conway would publish a series of articles documenting Eagleson’s

extensive corruption as the leader of the NHLPA, including accusations that he embezzled money

from the players’ pension funds and from disability claims made by former players. Conway’s

investigative journalism opened the door for a series of criminal investigations and earned him a

Pulitzer prize nomination, while Eagleson would eventually plead guilty to six counts of fraud and

embezzlement ([103]).

The assistant who would apprentice under Eagleson was an agent named Bob Goodenow,

who was in favor of salary disclosure as a way to make the arbitration process in hockey more

fair. While Goodenow would have to wait three years before taking power, he was able to get the

NHLPA to take a vote of its members on the issue of salary disclosure, which was passed by an

overwhelming 469-49 majority on November 25, 1989 ([9]). Salary numbers were scheduled to be

made public the following February, but on January 29, 1990, the Montreal Gazette acquired and

published the list prematurely, to the chagrin of several owners who complained that the list did

not include renegotiations they had made since the offseason ([132]). The following day, several

other papers, including the Washington Post, the Los Angeles Times and the Chicago Tribune,

confirmed and reported on the figures ([131], [198], [294]).

The biggest way in which salary disclosure impacted the NHL labor market was by making

the arbitration process more fair. Arbitration relies heavily on bench-marking player salaries to
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those of ‘comparables’ who have similar statistical output ([40]). Prior to salary disclosure, the

league was able to select favorable comparisons which would make the player in question appear

to be worth as little as possible. The player and their agent, without access to the full set of

NHL salaries, had little in the way of recourse until salaries were disclosed ([37], [265]). Once this

happened, they were able to present a counterargument to the one presented by the league in order

to argue for a more realistic ‘fair market value’ of the player. This also made negotiations more

favorable for players who would not eventually go through arbitration because the threat of doing

so became more credible.

Before this, a decades-long culture of pay secrecy had persisted within the league, and many

famous players have described the difficulty in getting other players to share information on what

they were making. Future Hall of Famer Mike Gartner said “Believe it or not, we still had a lot of

players that didn’t want to disclose their salaries. They didn’t think it was a good idea, they didn’t

see the bigger picture that if everybody knows what everybody is making, we’re all going to make

more.” According to Goodenow, “There was one player, he was very vociferous as being against

salary disclosure. He said he did not want to back out of his driveway and have his neighbors look

at him and have them know what his salary was. About a year later, he sure liked salary disclosure

as he was preparing for his salary arbitration case.” Though anecdotal, this captures the general

feeling many players had at the time.

After salaries were disclosed, future Hall of Fame defenseman Ray Bourque said “you always

felt uncomfortable going up to a guy and asking ‘Hey, how much are you making?’ This way all

you have to do is peek at the list.” At the time he said this, Bourque was already an 11-time

NHL All-Star and three-time Norris Trophy winner as the league’s best defenseman. If a player of

his stature felt uncomfortable asking other players what they were making, less influential players

likely did as well. In Appendix B, I give a more complete description of labor relations in the NHL

around this time and outline the restrictive rules of free agency which prevented star players from

switching teams via free agency.
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2.2.3 Key Statistics

The most straightforward statistic to understand for the purposes of this paper is goals

scored. Any time a goal is scored in hockey, credit goes to the last player who touched the puck for

the scoring team, regardless of whether or not they shot it directly in. For any goal scored, zero,

one or two assists will be credited to members of the scoring team. A ‘primary’ assist is awarded

to the player who passed the puck to the ultimate goal scorer, while a ‘secondary’ assist goes to

the player who passed the puck to the player receiving the primary assist. If the goalscorer won

the puck directly from the opposition before scoring, then no assists are awarded. Both primary

and secondary assists count as one assist, so no distinction is made between the two for statistical

purposes. Shots on goals are any attempt on goal by an opposing player that requires a save from

the goaltender. This means that shots blocked by a defender and shots that miss the net are not

counted. The term ‘points’ can be slightly confusing in hockey because it has a different meaning

when it is associated with an individual player or with a team. For a player, points are simply

the sum of their goals and assists. For a team, points determine their place in the standings. A

team gets two points from each victory and one point for a tie4 . Team points are summed over

the course of a season to determine who makes the playoffs and where teams are seeded once the

playoffs start.

Another important statistic is plus-minus. A player is awarded a ‘plus’ each time she is on the

ice when her team scores an even-strength or shorthanded goal5 . She receives a ‘minus’ if she is on

the ice for an even-strength or shorthanded goal scored by the opposing team. Over the course of

a season, these pluses and minuses are summed up to give the player an overall plus-minus rating.

More than just being an offensive statistic like the previous three, plus-minus serves as a proxy

4 During the period this paper examines, if a game was tied at the end of regulation, the teams would be a five
minute ‘sudden death’ overtime. If a goal was scored during overtime, the game would end and the scoring team was
declared the winner. If no goals were scored in overtime, the game ended in a tie and both teams received a point in
the standings

5 Because the NHL has ‘power-plays’, where one team has to play with one fewer player as punishment for a
rule infraction, even-strength situations are ones where both teams have the same number of players on the ice,
while shorthanded situations are where a team is playing with fewer players. This means that goals scored on the
power-play do not affect plus-minus, unless they are scored by the shorthanded team.
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for a player’s overall contribution to the team’s performance. Since players are constantly subbing

in and out of the game and being paired up with different teammates, comparing the plus-minus

of players within a team reveals which players have a more positive impact on team performance

throughout the season. For the purposes of this paper, there are three important things to note

about plus-minus as a statistic. The first is that plus-minus contains more noise than the offensive

statistics mentioned above, as players will often be on the ice when the team gets scored on through

no fault of their own, and likewise their team will score goals they played no part in.

The second important detail is that despite the noise, plus-minus still measures something

real and valuable. Both the noisiness and the value of plus-minus as a proxy for overall team

contribution are displayed in Appendix Figures B.1 and B.2, which show the plus-minus of the

winner of the Selke and Norris Trophies (given to the league’s best defensive forward and best

defenseman, respectively), compared to the means for their position. Though the plus-minus of

the award winners bounces around quite a bit, it is virtually always positive and often among the

highest in the league. That these players consistently have much higher plus-minuses than other

players suggests that the statistic is tracking something important. In recent years, more advanced

statistics that incorporate data on shots on goal as well as goals scored have been introduced to

replace plus-minus, allowing for a bigger sample size over the course of a season. While these

new statistics undoubtedly improve upon plus-minus, they are also highly correlated with plus-

minus. Appendix Figure B.3 displays scatterplots for plus-minus versus three of these advanced

statistics for 2019, Corsi For %, Fenwick For % and Expected Plus-Minus, showing a strong positive

associaiton with each6 .

While plus-minus can be misleading when looking at individual players, looking at trends in

plus-minus across larger groups still tells a meaningful story. Finally, despite this, improvements

6 Corsi For % tracks the percentage of total shot attempts which were made by a player’s team while that player
was on the ice, regardless of whether they were saved, blocked, missed the net, or scored. Because of the much larger
sample size of shots attempts compared with goals, this greatly reduces the noise that occurs in plus-minus. Fenwick
For % is similar to Corsi For % but excludes blocked shots as its creator, Matthew Fenwick, argues that blocked shots
are not as clear a scoring opportunity as unblocked shots ([67]). Finally, Expected Plus-Minus uses the leaguewide
shooting percentage from each location on the ice to assess how likely each shot attempt was to result in a goal.
Expected Plus-Minus is the sum of the expected value of all shot attempts, regardless of whether or not they resulted
in a goal.
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in plus-minus go virtually unrewarded in salary negotiations. Appendix Figure B.4 shows the

coefficients from a hedonic regression that predicts salary based on statistical performance7 for

each year from 1990-2003. While points are always a positive and significant predictor of salary,

plus-minus is only positive and significant in 2000 and 2002, and is even negative in five of the

14 years displayed. Since offensive production is controlled for in these regressions, this means

that holding a players offensive production constant, improvements in defense are not compensated

accordingly.

Taken together, the fact that plus-minus is noisy and that it is not well compensated suggest

that an underpaid player wishing to maximize their next contract could shade their effort on defense

and focus more on offense. This would lead to more goals and assists, which are highly valued in the

labor market, and a lower plus-minus, which a player could attribute to noise in salary negotiations

and which is not generally punished in the labor market regardless.

2.2.4 Conceptual Framework

Multiple theories contribute to how we might expect individual players to respond to salary

disclosure. [17]’s fair-wage effort hypothesis would predict that upon learning they were being paid

less than other similar players, underpaid players may respond by withholding effort in the future.

This may not be a rational response in this particular case, however, as even the most underpaid

NHL players are likely making more than they could in their next best option, and they all have

a strong incentive to continue playing in the NHL. Each player knows, for instance, that there are

hundreds of minor league players who are eager for the chance to take their place in the NHL. A

more rational response from such a player, then, after learning that the NHL labor market rewards

offense more than defense, would be to still exert maximum effort, but to shift how they allocate

that effort from defense to offense. Players would not be able to get away with drastic shifts in effort

allocation without being noticed, but subtle changes over the course of a season could potentially

7 These regressions include points (goals + assists), shots, games played, plus-minus, age and penalty minuts
(PIMs) and also include age and position fixed-effects
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lead to statistical improvements in offense that could lead a player to earn a higher salary in the

long run. It is particularly plausible that players could make such a change in the early 90s when

virtually no defensive statistics were being tracked aside from plus-minus.

The idea that individuals will respond to inequity by altering their behavior in such a way

as to correct it dates back to an important social psychology literature from the 1950s and 60s.

In his ‘Theory of Cognitive Dissonance’, [136] writes that the existence of inequity creates tension

in an individual which is proportional to the magnitude of the inequity, and that the tension will

motivate the individual to reduce or eliminate the inequity. Similar to [17], [181] and [175] both

argue that the threshold of inequity which must be attained before a response is triggered is larger

for overpaid than for the underpaid, though a series of experiments by John Stacy Adams ([14], [10],

[11]) all find that overpaid workers do respond to inequity in ways designed to reduce or eliminate

it, so it is unclear whether we should expect to see an asymmetrical response to salary disclosure

in the NHL.

The other important strand of research which contributes to how we might expect players to

respond to salary disclosure investigates reference-dependent utility theories, which are based on

[310] and [191]’s ‘prospect theory.’ These theories posit that utility depends not just on a realized

outcome, but how that outcome contrasts with the individuals reference point or expectation for

the outcome. These theories have been used to explain why cab-drivers quit working early when

they are making more than they expected8 , declining police performance after losing a salary

arbitration case ([223]), and the link between surprise upset losses for NFL and NBA teams and

domestic violence in the cities of the losing teams ([73], [75]).

Reference-dependent utility theories would predict that whether we observe a behavioral re-

sponse from players depends on how their revealed status compares with their prior beliefs about

where they stood in the salary hierarchy. If, for example, underpaid players knew they were being

underpaid, perhaps because they play in smaller media markets where teams are not earning as

much revenue, then learning that they were being paid less than their equally productive counter-

8 See [72], [130], and [106]
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parts would not be surprising and would thus not lead to any particular response. In the popular

model developed by [206], players’ reference points would be based on their rational expectations

held in the recent past, in this case the period just before salaries were disclosed.

In this setting, we would expect players who are surprised to learn they are underpaid to

exhibit the strongest behavioral response to salary disclosure. Players likely have some idea of how

relatively rich or poor their team is, based on the quality of amenities in their stadium and training

facilities, the ticket prices the team charges, and how consistently they are able to fill their stadium.

Players on a poor team would likely not be surprised to find out they are being underpaid compared

with the rest of the league. Players on a wealthier team, on the other hand, would have a higher

reference point, and would be more likely to be surprised to find out they are underpaid. Because

of this, reference-dependent utility theory would predict that underpaid players on higher-paying

teams would exhibit the largest response to salary disclosure.

2.3 Data/Descriptive Findings

In order to understand the effects that salary disclosure had on the NHL’s labor market,

I gathered data from four sources. I obtained official salary information for every player in the

league from 1990-2018 from markerzone.com, as well statistical performance data for both players

and teams from 1970-2018 using hockey-reference.com. These data are also available elsewhere,

and I performed a series of checks to make sure these sources lined up with what was available at

other sites9 . Appendix Table B.1 displays the linkage rates across the salary and statistical data.

In each year, about 70% of players who show up in either dataset are matched. There are typically

around 200 players, however, who appear in the statistical data but not the salary data. These are

typically minor league players who are called up at some point in the season, but who do not have

an NHL contract. This is why their average number of games played is far fewer than for players

with both salary and statistical data.

9 For example, salary data is also available at capfriendly.com and statistical performance data can be found at
hockeydb.com. To make sure my data were accurate, I randomly selected dozens of players and compared the salary
and statistical data in my dataset with these alternative options and found no discrepancies.
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In order to test for whether players changed their behavior during the 1989-90 season, I

gathered data from NHL.com, which allows users to view statistics over a given date range. This

enabled me to gather performance statistics for the 1989-90 season, both before and after January

29. Finally, I gathered data on every player transaction including trades, drafts and free agent

signings from 1980-2018 using prosportstransactions.com.

Because the statistics for goaltenders are not comparable to the rest of the skaters, and

because the sample size for goaltenders is too small to obtain precise estimates when analyzed on

their own, I omit goaltenders from all of the analysis in this paper. Figure 2.1 displays histograms

of the salary distribution for each year from 1990-1996, with 1994-1995 omitted because of the

shortened season due to that year’s lockout. In all graphs in this section, a year on the graph will

represent the season ending in that year. So 1990 on the graph represents the 1989-90 season, and

so forth.

It is worth noting that 1990 captures the state of salaries in the NHL in the pre-salary

disclosure era, as salaries were released towards the end of the season and contract negotiations

typically take place before the season begins. Looking at salaries in 1990, they appear to be tightly

distributed and somewhat truncated on the left. The two outliers in the right tail represent Mario

Lemieux and Wayne Gretzky who were making $2 million and $1.72 million, respectively. It seems

that a premium was paid to the super-elite players, but most everyone else was clustered relatively

closely around the mean salary of $202,000, with a league-wide standard deviation of $141,000. In

1991, a right-tail begins to develop, and this continues into 1992 and beyond, with a much larger

right tail and more dispersion overall. In the first two years after disclosure, the inflation-adjusted

league-wide mean increased by 41% to $284,000, with the standard deviation increasing 66% to

$236,000. By 1996, the distribution has changed drastically, with an inflation-adjusted mean of

$689,000 and standard deviation of $691,000.

Another interesting question is whether more players started to leave their team in free

agency in the wake of salary disclosure. The number of players switching teams in free agency in

each calendar year from 1980-2000 is reported in Figure 2.2. From 1980-1990 there was an average
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of 23 free agent moves per season, with a maximum of 32 in 1985. In 1990, the year disclosure took

place, 28 free agents switched teams, a slight uptick from the previous year but still within the

normal range for that period. Shortly after this, however, the number of players leaving their team

in free agency began rising rapidly as the league’s rules regarding free agency were liberalized. There

was a minor dip in 1994, but overall free agent moves skyrocketed throughout the decade, settling

between 100-120 from 1998 onward. Clearly, the labor market in the NHL changed dramatically

in the years directly following salary disclosure, but it is unclear how much of this is causal versus

being due to changes that were already in motion. In order to understand the causal impact of

salary disclosure, I now focus specifically on the behavioral response of underpaid and overpaid

players just after disclosure took place.

2.4 The Effect of Salary Disclosure on Player Performance

The conceptual framework described in section 2 suggests that when players realize they

are being underpaid, they may shift their efforts from defensive production to offense, and we

may expect this change to be larger for underpaid players on typically high-paying teams. Before

salary disclosure, absent knowledge of other players’ salaries, NHL players may assume they are

being paid fairly, as the average salary of $202,000 was over 16 times the United States GDP per

capita of $11,94410 . Without detailed information about what their peers are making, players may

have set their reference points flexibly, believing that a range of pay outcomes could be considered

fair. This uncertainty would make underpaid players more likely to believe their compensation

was reasonable. When salary disclosure occurs, however, having complete information would cause

players to update their reference point and respond accordingly.

That being said, the timeline for when we might expect to see a behavioral change show up is

not immediately clear. As of January 29, 1990, teams had played between 49-52 of their 80 regular

season games, or 61%-65%. It is possible that we might see changes take place immediately, with

10 Per https://data.worldbank.org, US GDP per capita in 1990 was $23,888 in current $US. Adjusting for inflation
means 1990 US GDP per capita was $11,944
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players digesting the new information and then responding accordingly. Hockey players are not

econometricians, however, and it likely would have taken some time and effort to form an honest

opinion of whether they were being fairly compensated, by comparing their salary and statistics to

many other with whom they believe they have similar abilities. Doing this would have been difficult

while maintaining their grueling schedule of practices, travel, and playing three to four games per

week, on average. At that point in the season, players would also be focused on making the playoffs

to give themselves a chance at winning the Stanley Cup. At that time, 16 of the 21 NHL teams

made the playoffs, so almost every team still had a chance to win. Frustrated underpaid players

could also have decided to give their team a chance to rectify the situation in the coming offseason.

Ultimately, when we might expect to see a behavior change is an empirical question.

I begin by looking for a midseason response taking place immediately after the January 29

disclosure of salaries. In order to identify which players were overpaid and which were underpaid, I

run an OLS specification to predict log salary in 1989-90 based on performance statistics from the

1988-89 season. I do this using a lasso model which selects the most predictive variables from a list

including a third degree polynomial in goals, assists, an interaction of goals and assists, plus-minus,

games played, penalty minutes, shots on goal, game-winning goals, a third degree polynomial in

age as well as age and position fixed-effects. I include the third degree polynomial in goals because

I expect that the marginal benefit of scoring an additional goal is likely different for a player with

five goals compared with a player with 40. Similarly, I expect there to be non-linearities in the

effect of age over time as more experienced players can command higher salaries, but as players age

their abilities eventually decline. The goals*assists interaction sheds light on whether it is more

valuable to be a player who gets a decent amount of both goals and assists or whether it is better

to get a high number of one or the other. I intentionally leave out team fixed effects because I

believe that players are concerned with how their salary fits into the overall league distribution and

not just within their team. The lasso model keeps everything except for goals cubed. I use the
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residuals from this regression to create two new variables:

Underi = |min(Ri, 0)| (2.1)

and

Overi = max(0, Ri) (2.2)

where Underi is the absolute value of the residual for all players for whom the residual is

negative. In other words, Underi measures, in log terms, the extent to which player i is underpaid,

and takes a value of zero for all overpaid players. Likewise, Overi measures the extent to which

player i is overpaid and takes a value of zero for all underpaid players. For each player, I then

calculate the change in each statistic (goals, assists, shots, plus-minus) on a per-game basis from

the portion of the 1989-90 season played under pay secrecy to the games played after disclosure. For

example, a player who scored 20 goals in 40 games before January 29, but increased their per-game

production after disclosure to 15 goals in 20 games would have a change in goals per game of .25

(1520 −
20
40 = .75− .5 = .25). I then use this data to test whether there was a midseason response by

estimating the following specification on the 389 players who played in the 1988-89 season as well

as in both the pre and post salary disclosure portion of the 1989-90 season:

∆Yiap = β1Underi + β2Overi + γa + δp + ϵi (2.3)

where ∆Yiap measures the change in a performance statistic per game from before to after

salary disclosure for player i of age a who plays position p. γa and δp are age and position fixed

effects. Results on a number of statistical outcomes are displayed in Table 2.1.

There is very little evidence of a midseason response to disclosure, with nine of the ten

estimates having p-values greater than .25. There appears to be a slight reduction in goals per

game for overpaid players (p-value = .09), while the change for underpaid players is a relatively

precisely estimated zero. Since there are ten coefficients estimated, we should expect that one of

them would be significant at 10% merely by chance. There also does not appear to be any trend
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across the statistics for overpaid vs. underpaid players. If salary disclosure led to any changes in

player performance, it appears that it did not take place until at least the following season.

In order to test whether there was a behavioral response in the following season, I run a

similar lasso specification which predicts log salary for the 1989-90 season based on performance

statistics for the same season. The lasso specification chooses the same variables as in the previous

specification, except that it also omits age squared and age cubed. A regression table of these

coefficients can be found in Appendix Table B.2. The goals-assists interaction and shots on goal are

the most significant positive predictors in salary, while plus-minus is close to zero and insignificant

(p-value = .62). Since offensive production is controlled for, plus-minus mostly becomes a measure

of defensive performance in this regression, and the fact the it is not significant reflects the fact

the defensive production is not highly compensated in the NHL labor market11 . A residual plot

of this regression is displayed in Appendix Figure B.5 and it appears to be completely noise.

As mentioned above, one reason why there may not have been a midseason response to salary

disclosure might be that players wanted to give their team a chance to rectify the situation in the

offseason. Indeed, teams may have informally suggested that they would address some of the more

egregrious discrepancies that players were facing. Of particular interest, then, is what happens to

the players who are deemed to be underpaid based on their performance in the 1989-90 season,

who then do not receive a raise in the summer of 1990.

To investigate this, I break the group of 362 players for whom both salary and statistical

performance data is available for both the 1990 and 1991 seasons into four groups: underpaid

players who don’t receive a raise in the summer of 1990 (henceforth UN), underpaid players who

do receive a raise (UR), overpaid players who do not receive a raise (ON) and overpaid players

11 The goals-assists interaction has a p-value of just .004, while shots has a p-value of .000. Games played is
actually negative and significant, meaning that if, for example, a player is going to score 20 goals and get 20 assists,
they are rewarded for doing that in fewer games played. While the goals-assists interaction is positive and significant,
both goals and assists are individually weakly negative, suggesting that what is important is being a player who
gets both goals and assists, not just one or the other. Penalty minutes, which could be used a proxy for aggression,
is weakly positive, while plus-minus is weakly negative. Age is the only other significant predictor, indicating that
player salaries rise as they get older. When controlling for all of these measures, they are no significant differences
in salary across positions. This does not mean forwards and defensemen are paid the same, however, as defensemen
score fewer points and take fewer shots.
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who receive a raise (OR). Many player’s contracts at this time were designed to give them nominal

raises (often of around $10,000) each year, but I am only interested in players who negotiated a

new contract (or were not able to), so I count any player whose salary increased by more than 20%

between 1990 and 1991 as having received a raise. Importantly, as I will show in the robustness

section of the appendix, the results that follow are robust to setting this threshold at either 15% or

25% and the economic interpretation of the parameters remains unchanged. This calculation leaves

86 players in the UN group (underpaid/no raise), 91 players in UR (underpaid/raise), 129 players

in ON (overpaid/no raise) and 56 players in OR (overpaid/raise). This breakdown makes intuitive

sense, as among underpaid players, 51% (91/177) receive a raise whereas only 30% (56/185) of

overpaid players receive a raise. Also, just under two thirds of players (215/362) do not receive a

raise, suggesting an average contract length of around three years.

Table 3.1 displays the means of various performance measures for the 1989-90 season across

the four groups along with a p-value from a test of whether the means of all four groups are

equal. The overpaid group (ON & OR) clearly makes more than the underpaid group, which

is unsurprising, but aside from that there is relative balance across the four groups. They have

very similar numbers for goals, assists, points, plus-minus, penalty minutes (PIMs), shots on goal

and shooting percentage. Age is the only metric for which equality across the four groups can be

rejected, with the no-raise group (UN & ON) being slightly older than the big-raise group, but

even the oldest group (UN) has an average age of 26 which is still young in hockey terms and in the

early prime of their careers. Overall, the balance across Table 3.1 suggests that whether a player

got a raise in the summer of 1990 or not has less to do with how good a player they are, and is

likely more dependent on whether or not that player’s contract was up to be renegotiated12 .

Using these groupings, I then estimate the following model:

12 To test whether the UN group in 1990 differed in ability from UN players in subsequent seasons, Appendix Table
B.3 displays the same performance measures for the UN group in 1990 compared with UN players in 1991 and 1992.
Again, aside from slight differences in age, the groups are similar in nearly all performance measures.
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∆Yiap = β1Underi ∗NoRaisei + β2Underi ∗BigRaisei + β3Overi ∗NoRaisei+

β4Overi ∗BigRaisei + γa + δp + ϵi

(2.4)

where Underi and Overi are calculated as before and can therefore be interpreted as the amount in

percentage terms which player i was under or overpaid in the 1989-90 season. ∆Yiap measures the

change in a performance statistic from 1989-90 to 1990-91 for player i of age a who plays in position

p. NoRaise is an indicator for receiving less than a 20% pay raise going into the 1990-91 season,

while BigRaise indicates at least a 20% raise. β1 through β4 measure the differential performance

change due to the amount which a player is over or underpaid for each group of players. γa and δp

are age and position fixed-effects. Results from estimating Equation 4 on a range of statistics are

reported in Table 2.3.

Column 1 shows that UN players saw significant upticks in goalscoring. β1 can be interpreted

as meaning that for an underpaid player who did not get a raise going into the 1990-91 season, a

10% increase in the amount which they are underpaid is associated with an approximate one goal

increase in output (p-value = .001). There is virtually no change for formerly underpaid players who

received a raise going into the new season, or for either of the groups of overpaid players. Column

2 shows that UN players also increased their shots on goal (p-value = .033), while column 3 shows

that their assists went up by about half as much as their goals, though this result is statistically

insignificant (p-value = .19).

It could be that UN players are shifting their effort towards offense, or it could be that they

are just playing better overall, perhaps looking to prove themselves after discovering they were

being undervalued. It is worth pointing out that goals increase by substantially more than assists,

which is surprising considering the average player recorded approximately 15 goals and 24 assists

in 1990. It makes sense that players get more assists than goals in general because any given goal

only has one goalscorer, but can have up to two assists credited for it. If UN players were improving

their overall play, we could reasonably expect assists to increase by more than goals. The fact that

goals increase by more is suggestive that these players are focused more on scoring goals themselves
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than on increasing the team’s overall offensive production.

Plus-minus is a good statistic to flush out whether this increase in scoring is due to better

play overall or more offensively-focused play. Column 4 estimates the change in plus-minus from

year-to-year for different players. It is immediately telling that UN players see a drop in plus-minus

when they themselves are scoring more, even though the estimate is not significantly different than

zero (p-value = .20). There are two reasons why this result is surprising. First, since plus-minus is

mechanically correlated with a player’s goals and assists (they get a +1 for every goal they score

or assist they provide), they should move in the same direction ‘ceteris parabis’. The fact that the

estimate is negative indicates that these players’ teams are getting scored on even more than the

additional goals they are creating. Second, these coefficients are measuring these players relative

change compared to the rest of the league. Remember that a plus for one player is a minus for

the opposing player. When UN players score additional goals, not only is their own plus-minus

rising but their opponents’ plus-minuses are falling, which makes it all the more surprising that

plus-minus appears to be falling for the group which is scoring more.

Although the UN estimate in Column 4 is not significantly different than zero, it is signif-

icantly different than the estimate for the underpaid/raise group (p-value = .021) and the over-

paid/no raise group (p-value = .001). Column 5 shows the results for an adjusted version of

plus-minus, which holds a player’s offensive production constant from the previous year. Adjusted

plus-minus asks the question ‘what would have happened to this player’s plus-minus if their of-

fensive production remained the same as the prior year’. Since plus-minus tracks both offensive

and defensive contribution, holding the offensive side constant means adjusted plus-minus mainly

tracks changes on the defensive side.

The estimate of β1 in Column 5 shows that a 10% increase in the amount in which a player

is underpaid is associated with a 2.6 point decrease in their adjusted plus minus (p-value = .005).

It looks convincingly like these players are sacrificing defense in order to pursue personal offensive

statistics. Since offense is more highly rewarded in salary negotiations, this is likely an attempt

to improve their bargaining position for their next contract. Interestingly, the coefficient for UR
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players is positive and significant. This would suggest that an underpaid player who receives the

raise they deserve responds by ‘buying in’ and playing a more team-oriented game. The fact that

they are also taking fewer shots on goal suggest that perhaps they are filling in the defensive gaps

left by their UN counterparts.

In Appendix D, I run a series of robustness checks on the main results from above. In short,

they are robust to including team fixed effects, controlling for changes in games-played and penalty

minutes as proxies for playing time, using a more fully specified predictive model instead of the

lasso model, using a much simpler predictive model, changing the threshold for whether a player

received a raise to 15% or 25%, dropping the outliers Wayne Gretzky and Mario Lemieux from the

predictive model, and dropping any combination of up to three observations from the UN group.

While this outcome seems correlated with salary disclosure in the NHL, it is also possible

that this is just a constant feature of the NHL, where underpaid players become disgruntled and

play more selfishly. In order for this to be related to salary disclosure, these impacts should be

most pronounced in the first year after disclosure took place, before the market has had time to

adjust to the new information. To address this, Figure 2.3 plots the same coefficients for goals,

assists, plus-minus and adjusted plus minus for every year from 1991-2004. Going into each new

season, I once again sort players into the same four groups, based on whether they were overpaid

or underpaid based on their performance in the prior year, and by whether they received a raise

in the offseason. For goals, the 1991 coefficient is the only one of the 14 estimates that is positive

and significant, and is significantly higher than the coefficient in every other year except 1996,

which followed the shortened 1994-95 season. Similarly, the adjusted plus-minus coefficient in 1991

is the most negative of the coefficients, confirming that the results in Table 2.3 are unique to

the period immediately following salary disclosure. In Appendix E, I track what happens to each

group of players over time and demonstrate that the behavior change I document above both led

underpaid/no raise players to be more likely to receive a raise and increased the size of the average

raise received.

Next, I test whether the behavioral change in the UN players is greater for underpaid players
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on relatively richer teams. As noted above, reference-dependent utility theory would predict the

behavioral response to salary disclosure to be larger for underpaid players on relatively richer teams.

I test for this by further splitting each group into players on a team whose overall payroll was above

the league average when salaries were disclosed and players on a team whose overall payroll was

below the leaguewide average. Henceforth, I refer to UN players on a team with an above average

payroll as UNA and UN players on a team with a below average payroll as UNB. Doing this puts

39 players into UNA and 47 players in to UNB13 . With the increasingly small sample size, we

might expect statistical power to become an issue, but there are enough players in each group to

potentially see some effects. Table 2.4 reestimates Equation 1 using these new groupings.

The first thing to note is that the main results from Table 2 apply to both UNA and UNB,

with large increases in goals and decreases in adjusted plus-minus. Regardless of where a players’

team falls in overall payroll, underpaid players who do not get a raise appear to shift their effort from

defense to offense. On the other hand, this shift appears to be substantially larger for underpaid

players on teams with above average payrolls. The increase in goals is nearly three times as large,

from about five and a half (p-value = .046) for UNB to about 14 (p-value = .000) for UNA. A

test for equality of the coefficients on UNB and UNA when measuring their effect on goals yields

a p-value of .016. The increase in shots for UNA is about 44 compared with just 14 for UNB,

though because of the large standard errors the p-value for equality of the two coefficients is now

.2. The change in assists is now weakly negative for UNB, compared with an increase of 12 for

UNA, with a p-value comparing the two coefficients of .10. The change in (unadjusted) plus-minus

actually appears to be larger for UNB (p-value = .50), but this could be a result of the mechanical

correlation that exists between plus-minus and goals and assists.

Column 5 indicates that this is likely the case, as when this mechanical correlation is removed

the decrease in adjusted plus-minus appears to be much larger for UNA. This result is also somewhat

underpowered, however, likely because of the smaller sample sizes, and the p-value for the difference

13 Similary, this puts 49 players in URA, 42 players in URB, 78 players in ONA, 51 players in ONB, 24 players in
ORA and 32 players in ORB
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between the coefficients on UNA and UNB is .18. Overall, the results in Table 3 are consistent

with the predictions of reference-dependent utility, with underpaid players on high-paying teams

appearing to adjust their behavior more drastically than underpaid players on lower-paying teams.

Appendix Table D.2 reestimates this specification with team fixed effects included in order to

control for the possibility that it is easier to get more points on a higher-paying team. If anything,

however, the results are more convincing when team fixed effects are included.

I now consider whether these changes that happen on an individual level aggregate up to

affect overall team performance. Because underpaid players appear to be shifting their effort from

defense to offense, their teams are getting scored on by even more than the additional goals they

provide. On aggregate, this is obviously problematic for these players’ teams, and it could lead to

a correlation between team payroll and team performance. Even though these effects appear to

be larger for underpaid players on higher-paying teams, lower-paying teams have more underpaid

players and thus might still perform worse overall.

To this end, Figure’s 2.4 and 2.5 plot the relationship between team salaries and regular

season league performance for 1989-90 and 1990-91, respectively. Most teams had between 22-28

salaried players in these two seasons, likely due to a combination of injuries, minor-league callups,

performance struggles and other on-ice reasons. To prevent teams with more players from looking

like they pay more, I use the log of the sum of each team’s top 20 earners, though the results that

follow are robust to using either the top 15 or even 10 players.

There appears to be no correlation in 1989-90. The Quebec Nordiques were by far the worst

team in the league with only 31 points, less than half of second-worst Vancouver with 64, and yet

they were the 12th highest-paying team out of the 21 teams in the league. There even appears to

be a slight downward relationship, with the two highest paying teams, the Los Angeles Kings and

the Pittsburgh Penguins, both struggling. In 1990, 16 of the league’s 21 teams made the playoffs,

but the Penguins missed out entirely and the Kings barely made the playoffs, finishing with the

league’s 15th best record. They would eventually get swept four games to zero in the second round

of the playoffs by the eventual champion Edmonton Oilers. Everything else on Figure 2.4 looks to



65

be little more than noise, with no evidence that higher pay translates into better performance.

In Figure 2.5, on the other hand, the relationship is obvious, with a clear upward trajectory

suggesting that teams which paid higher salaries performed much better. In 1991, both the Kings

and the Penguins (still by far the highest paying teams) comfortably made the playoffs with the

Penguins eventually winning the Stanley Cup (the Kings lost in the second round once again to the

Oilers). Perhaps the most interesting thing about this transformation is that it happened so quickly.

Over time, we might expect the best players to begin to relocate to the higher paying teams, but

when salary disclosure occurred, most players were under contract for a period of multiple years,

making them unable to switch teams or renegotiate their salaries right away. As mentioned above,

28 free agent moves took place in 1990, which was similar to the number of players switching in

previous seasons. Also, because of the restrictive nature of free agency in the NHL at the time, the

majority of these players were fringe-level players who switched teams more because their previous

teams were not interested in resigning them, rather than in search of bigger contracts. This suggests

that this change is due more to changes in how players performed as opposed to changes in which

teams had which players.

Figure 2.6 plots the coefficients from a regression of regular season points on team salary with

95% confidence intervals for 1990-2004. There appears to be a clear shift from 1990 to the era of

salary transparency. In 1989-90, the coefficient is slightly negative with a p-value of .16. For each

of the next 14 years the coefficient is positive each year and is significant at 5% every year except

1995 and 1998. A test for equality of the coefficients in 1990 and 1991 produces an F-statistic of

25.44 (p-value = .0000), whereas equality cannot be rejected at even 10% for any other consecutive

years in the sample.

Interestingly, the positive correlation between payroll and performance is the strongest in the

first year after disclosure, which suggests an immediate behavioral adjustment which leveled off

after the initial change. The relationship between payroll and performance declines in magnitude

over time, perhaps as discrepancies are addressed when underpaid players are able to negotiate a

new contract, but the correlation remains positive and mostly significant with estimates becoming
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more precise over time. There are two potential identification threats for this to be a causal effect

of salary disclosure. The first is if there was another change in the NHL labor market which made

salary more important for team performance. Since there were no major changes to the CBA or

any other significant policy changes in 1990, this seems unlikely. The second threat is that perhaps

the lack of a correlation in 1989-90 was simply an anomaly, and that in the years before disclosure it

was normal for there to be a positive association between payroll and performance. Unfortunately,

this is untestable as salary information is unavailable for seasons before 1989-90, but the fact that

there is such a sharp break in the relationship which evolves relatively smoothly in the subsequent

years suggests that this explanation is not likely.

2.5 Conclusion

In this paper I exploit a natural experiment in the National Hockey League in order to under-

stand how employees respond to learning their place in the salary hierarchy. I find that underpaid

players respond by shifting their effort from defensive production to offense, which is more highly

rewarded in the NHL labor market. This pattern is consistent with agents working to maximize

their own future pay instead of overall firm performance. Asymmetrically, overpaid players do

not appear to become more defensive-minded after learning they are overpaid. Consistent with

reference-dependent utility theory, these behavioral responses are most pronounced for underpaid

players who play for higher-paying teams. Overall, these results are consistent with other experi-

mental, observational and theoretical studies which find that having low relative pay can lead to

decreased job satisfaction. At a firm level, I find that while total payroll was unrelated to firm

performance before salary disclosure, the two became immediately and permanently linked after

disclosure took place.

In terms of policy, these findings suggest that low-paying firms have a strong incentive to keep

salary information secret, while higher-paying firms could benefit from policies designed to increase

salary transparency. If salaries are disclosed, low-paying firms will have an incentive to increase

wages, as underpaid agents who received a substantial raise appeared to continue to allocate their
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effort in order to maximize team performance.

Table 2.1: Effect of Salary Disclosure on Performance - Midseason 1989-90

(1) (2) (3) (4) (5)
Goals PG Assists PG Points PG Shots PG +/- PG

Underpaid -0.00126 0.0372 0.0360 0.0648 0.130
(0.0380) (0.0624) (0.0723) (0.145) (0.147)

Overpaid -0.0873 0.159 0.0715 0.161 0.231
(0.0491) (0.147) (0.130) (0.225) (0.215)

Observations 389 389 389 389 389

Note: This table displays regression coefficients comparing changes in statistical output
in response to salary disclosure during the 1989-90 season for players deemed overpaid
and underpaid based on their 1988-89 performance statistics using salary data from
markerzone.com and statistical data from NHL.com. Age and position fixed effects are
included in each specification.

Table 2.2: Balance on Observables

UN UR ON OR p-value
Log Salary 11.96 11.85 12.33 12.28 0.00

Goals 13.44 16.54 13.29 16.12 0.19
Assists 24.32 25.38 21.93 25.33 0.44
Points 37.76 41.92 35.22 41.45 0.29
+/- 0.26 -0.99 -0.03 3.48 0.22
PIMs 71.44 87.37 86.38 76.63 0.34
Shots 104.47 118.17 106.18 122.78 0.29

Shooting % 11.30 11.66 10.28 10.45 0.34
Age 26.43 25.31 26.09 25.03 0.04

Observations 86 91 129 56

Note: This table compares statistical means for the four groups of
players for the 1989-90 season using data from hockey-reference.com.
The four groups are UN (Underpaid players who did not receive a
raise), UR (Underpaid players who did receive a raise), ON (Overpaid
players who did not receive a raise) and OR (Overpaid players who
received a raise).
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Table 2.3: Effect of Salary Disclosure on Performance - 1990-91

(1) (2) (3) (4) (5)
Goals Shots Assists +/- Adj. +/-

Underpaid/No Raise 10.01 29.83 5.475 -10.26 -25.74
(2.611) (13.02) (4.043) (7.772) (8.051)

Underpaid/Big Raise -0.465 -19.61 -5.260 9.553 15.28
(3.093) (9.033) (3.240) (5.016) (5.354)

Overpaid/No Raise -0.198 -0.114 -2.378 16.20 18.77
(3.949) (23.11) (7.567) (4.635) (14.71)

Overpaid/Big Raise 3.208 44.00 11.32 5.692 -8.841
(3.273) (29.69) (7.941) (6.579) (15.23)

Observations 362 362 362 362 362

Note: This table displays regression coefficients comparing changes in statistical
output for the eight different groups from 1989-90 to 1990-91 using salary data
from www.markerzone.com and statistical data from www.hockey-reference.com.
Age and position fixed effects are included in each specification.

Table 2.4: Reference-Dependent Utility - 1990-91

(1) (2) (3) (4) (5)
Goals Shots Assists +/- Adj. +/-

Underpaid/No Raise - Below 5.422 14.17 -1.754 -15.05 -18.72
(2.547) (20.85) (4.823) (7.676) (9.786)

Underpaid/No Raise - Above 14.22 44.20 12.11 -5.856 -32.18
(2.480) (11.78) (5.889) (11.55) (9.264)

Underpaid/Big Raise -0.520 -19.80 -5.347 9.495 15.36
(3.107) (9.246) (3.406) (5.025) (5.445)

Overpaid/No Raise -0.258 -0.319 -2.473 16.13 18.87
(3.997) (23.29) (7.675) (4.542) (14.79)

Overpaid/Big Raise 3.160 43.84 11.25 5.641 -8.767
(3.242) (29.62) (7.958) (6.663) (15.18)

Observations 362 362 362 362 362

Note: This table displays regression coefficients comparing changes in statistical output for
five different groups (underpaid/no raise players on below average payroll teams, under-
paid/no raise players on above average payroll teams, underpaid/big raise players, over-
paid/no raise players, and overpaid/big raise players) from 1989-90 to 1990-91 using salary
data from www.markerzone.com and statistical data from www.hockey-reference.com
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Figure 2.1: NHL Salary Distributions Following Salary Disclosure

Note: This figure displays salary distributions using data from markerzone.com for each year from 1989-90 to

1995-95, omitting 1994-95 due to the shortened season. In each graph, the year listed is the later year in the season,

so 1990 represents the 1989-90 season.
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Figure 2.2: Yearly Free Agent Moves - 1980-2000

Note: This figure displays the number of players switching teams in free agency in each calendar year from 1980-2000

using data from prosportstransactions.com.



71

Figure 2.3: Coefficient on Underpaid/No Raise by Season - 1991-2004

Note: This figure displays coefficients estimating the effect of being underpaid on player performance each year from

1990-91, the first season after salary disclosure to 2003-04. These coefficients are estimated using salary data from

markerzone.com and statistical data from hockey-reference.com
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Figure 2.4: Salaries and Team Performance: 1989-90

Note: This figure shows the relationship between team payroll and regular-season performance for the 1989-90

season using salary data from markerzone.com and statistical data from hockey-reference.com
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Figure 2.5: Salaries and Team Performance: 1990-91

Note: This figure shows the relationship between team payroll and regular-season performance for the 1990-91

season using salary data from markerzone.com and statistical data from hockey-reference.com
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Figure 2.6: Coefficient of Team Payroll on Team Performance: 1990-2004

Note: This figure shows the relationship between team payroll and regular-season performance for each season from

1989-90 to 2003-04 using salary data from markerzone.com and statistical data from hockey-reference.com



Chapter 3

Do Sugar-Sweetened Beverage Taxes Improve Public Health for High School

Aged Adolescents?

3.1 Introduction

As the prevalence of obesity has been rising worldwide in recent years, Pigouvian sin taxes

on the purchase of sugar-sweetened beverages (SSBs) have become an increasingly popular policy

instrument. Over 40 nations worldwide have enacted some form of SSB tax, as well as seven

American cities1 , with the vast majority of them being enacted with the intention of decreasing

SSB consumption and therefore improving public health2 . A broad literature has developed in

response to these policies, assessing them from several different angles. A series of papers ([83],

[285], [78], [261], [260], [211]) has addressed the question of whether or not the taxes are passed

through to consumers and effectively raise the cost of consumption, generally finding that they

are mostly if not entirely passed through. Others have analyzed the extent to which consumers

cross local borders in order to avoid paying the taxes ([259], [211], [280], [50], [269]), with each

of these papers finding evidence of cross-border shopping. Still others address whether overall

SSB purchases decline in response to the taxes ([122], [258], [259], [261], [260], [211], [139], [165]),

estimating own-price elasticities that range from -.71 to -3.87. While they all find evidence of

reductions in sales, the wide range of estimates leaves uncertainty about what the overall public

health impact of the taxes will be.

1 Berkeley, Oakland, Albany, and San Francisco, California, as well as Seattle, Washington, Philadelphia, Penn-
sylvania, and Boulder, Colorado.

2 One exception to this is Philadelphia, where the tax was sold to voters as a way to raise revenue for pre-K and
community infrastructure.
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Another strand of the literature looks at what people consume instead of SSBs when they

become more expensive ([16], [139], [141], [123]), with mostly ambiguous results which suggest

that people may still be making other unhealthy choices. Noting the importance of measuring

changes in self-reported consumption in addition to purchasing behavior, others have used repeated

cross-sectional surveys to assess whether people are drinking fewer SSBs. [209] and [129] both

find substantial reductions in SSB consumption in Berkeley in response to the tax, while papers

assessing the consumption response to the Philadelphia tax have found reductions in consumption

among adults ([80]), short-term reductions among children ([327]) and a sustained reduction of soda

consumption for high school students ([126]). While SSB taxes have been analyzed extensively from

many important angles, because most of them have been enacted recently there remains a relative

dearth of knowledge about whether they are accomplishing their stated goal of actually making

paper healthier, particularly in the United States. [157] uses electronic medical records to show

that the SSB tax in Mexico led to small reductions in BMI for girls, while [79] track self-reported

SSB consumption and BMI among youths in Mauritius before and after an SSB tax, finding a

consumption reduction for males but no discernible change in BMI.

In this paper I make two contributions to this literature using public-use data from the

Youth Risk Behavioral Surveillance System (YRBSS) survey. First, I build on the findings of

[126] that high school students in Philadelphia3 substantially decreased their soda consumption

after the implementation of the tax. I demonstrate that the reductions in Philadelphia are larger

than placebo estimates for each of the untreated areas, suggesting that the change is larger than

typical fluctuations in soda consumption, and that they appear to be largest among female and

non-white respondents. Second, I find that average BMI decreased in Philadelphia, San Francisco

and Oakland after implementation of the taxes, with the impact again appearing largest among

non-white and female respondents. To my knowledge, these findings are the first in this literature

which demonstrate that the SSB taxes in the United States led to sustained long-term decreases

3 Philadelphia is the only treated city which has complete data on SSB consumption both before and after the
tax went into effect.
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in soda consumption as well as improvements in overall public health outcomes. Since the same

groups that appear to be consuming fewer sodas are also the ones who see the largest improvements

in BMI, this further suggests that the improvements are linked with the SSB tax.

Overall, in response to a question that asks “During the past 7 days, how many times did

you drink a can, bottle, or glass of soda or pop, such as Coke, Pepsi, or Sprite?”, I find a decline

of 1.3 servings of sodas per week, which represents a 24% decline in consumption4 . One major

difference between this paper and several of the previous studies in this literature is that I look

at self-reported consumption rather than scanner or other purchase data. Scanner data is useful

because it is free of the measurement error and response-bias that can plague survey data, but it

also has limitations and it is important that there is concordance among findings across the different

types of data. One issue with most scanner data is that it tracks purchases made by a household

head, and does not specify which family member is consuming which items. Data on purchases also

has a shortcoming in that we do not know whether the items were ever consumed at all. Finally,

scanner data which tracks purchases at a given store fails to account for potential tax avoidance

unless stores on either side of a taxed border are compared. While the self-reported consumption

data I use in this paper may be subject to concerns regarding measurement error and other issues

associated with survey data, it is free from the concerns listed above associated with purchase data

and thus complements the results already established in this literature.

It could still be the case, however, that substitution towards other unhealthy options is

eroding the potential benefits of decreased consumption. For example, if adolescents are now

eating candy bars and potato chips instead of soda, it seems unlikely that they would be getting

much healthier. While I am unable to speak directly about what is being consumed instead of

sodas, by measuring changes in health outcomes I am able to infer whether or not the decline

in soda consumption is leading to improvements in health. I find that average BMI declined by

.57 points across the treated cities after implementation of the tax, a reduction of .12 standard

4 As this question asks specifically about soda and not other SSBs, I describe the reductions I find as changes in
soda consumption while continuing to describe the taxes as SSB taxes and referring to SSBs when speaking more
generally about sugary beverages and the harms they can cause.
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deviations. While there are several reasons to be skeptical about the efficacy of SSB taxes, it does

appear that they are leading to public health improvements among high school aged adolescents,

which can have snowballing effects that could lead them to become healthier adults in the long run.

[286] find that 80% of obese adolescents will be obese in adulthood, so preventing cases earlier in

life could potentially lead to vast improvements down the road. While there are many potential

ways to improve these taxes5 , this paper represents early evidence that they can be a useful policy

instrument in combating the childhood obesity epidemic in the United States.

The remainder of this paper is organized as follows. Section 2 outlines the motivation for

taxing SSBs and gives background on the various SSB taxes implemented in the United States.

Section 3 describes my identification strategy for estimating the public health impacts of SSB taxes

and highlights the strengths and weaknesses of the YRBSS dataset which I use. Section 4 details

my results on both consumption and health outcomes and compares these with placebo treatment

estimates from all possible combinations of the control cities, while Section 5 concludes.

3.2 Background

3.2.1 Motivation for Taxing SSBs

Excessive sugar consumption has been linked with a number of serious health problems,

including weight gain ([113], [124], [233]), heart disease and high blood pressure ([277], [304],

[322], [182]), type II diabetes ([179], [268]), and overall mortality ([115]). Beyond the problems

associated with the sugar consumption itself, SSBs are a particularly unhealthy delivery mechanism

for the calorie-rich sugars because they are not satiating and leave consumers hungry ([250], [232]),

suggesting that SSBs may be even worse than sugary solid foods, which at least stave off the hunger

of the person consuming them.

While there is clearly potential to reduce harmful outcomes like diabetes, obesity and heart

disease by reducing SSB consumption, the question remains as to whether this would be welfare-

5 See [21] and [164] for discussion on the shortcomings of the SSB taxes in the United State and how they could
be improved.



79

enhancing. If we view SSB drinkers as rational, informed consumers who are maximizing utility by

enjoying SSBs even though they understand the long term health outcomes, one could argue that

SSB taxes are not socially optimal. A growing body of literature, however, points to the fallacy of

this assumption as SSB consumption creates both an externality in public health expenditures and

an internality as consumers suffer a lack of self-control. [84] use genetic variation in weight as an

IV to get around the endogeneity between obesity and other health outcomes and find that obesity

causes annual medical expenses to rise by nearly $3,000 and that 88% of these costs are borne by

third parties. [313] estimate that health costs are increased by approximately 1 cent per ounce of

SSB consumed, indicating that a 1 cent per ounce tax on them would restore social efficiency.

Additionally, evidence in the medical literature has found that sugar has addictive properties.

[317] find that the dopamine response triggered by sugar consumption resembles that of highly ad-

dictive drugs, while [31] find that sugar consumption produces the four behaviors that are medically

associated with addiction (binging, withdrawal, craving and sensitization) in rats. Clearly, there

is a scope for SSB taxes to reduce the social inefficiency generated by SSB consumption, although

questions remain about the equity of doing so. For example, a large literature has documented the

existence of ‘food deserts’6 , or areas which are usually lower-income and often populated by mi-

nority groups, where affordable nutritious food is locally unavailable. In such a setting, taxing one

of the relatively few cheap sources of calories that are readily available would be counterproductive

unless it produces a clear public health benefit which outweighs the social costs associated with

raising taxes on lower-income populations.

3.2.2 SSB Taxes in the United States

The first SSB tax in the United States was implemented in Berkeley, California, when Measure

D passed with 75% of the vote on election day in 20147 . The measure created a one cent per ounce

tax on all beverages containing added sugar, with the exception of diet drinks, milk products,

6 A full discussion of this literature is beyond the scope of this paper, but see [44], [183], [263], [216] and [19] for
a more thorough review of this topic.

7 The Navajo nation also passed an SSB tax in 2013 but this paper will focus on taxes implemented by local U.S.
governments.
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100% juice, baby formula, alcohol, and drinks taken for medical reasons. The tax went into effect

on January 1, 2015 and was collected directly from distributors, with very small retail stores

being exempted. Over the next three years, similar measures were passed in six other cities. Cook

County, Illinois, which includes Chicago, also approved an SSB tax on November, 2016, with the tax

going into effect on August 2, 2017. Because of a multi-million dollar ad campaign from beverage

companies and growing public pressure, lawmakers voted 15-1 to repeal the tax on October 10,

2017, just two months after it went into effect. The important details of each tax which remains

in place are included in Appendix Table C.1. The main sources of heterogeneity are in the timing

of approval and implementation, the magnitude of the tax per ounce of liquid, and whether or not

diet drinks are included in the tax. The majority of the taxes are one cent per ounce except for

Philadelphia tax which is 1.5 cents per ounce, Seattle (1.75 cents per ounce), and Boulder (2 cents

per ounce). Philadelphia’s tax is the only one which does not grant an exception to diet drinks.

For the purposes of this paper, the important dates with regard to timing are that Philadelphia

approved the tax in July, 2016 with the tax taking effect on January 1, 2017 and that both Oakland

and San Francisco approved their taxes in November, 2016 with the taxes going into effect on July

1, 2017 and January 1, 2018, respectively.

The biggest difference between the SSB taxes in the US and those in place in the rest of the

world is the geographic coverage of the tax. More than 40 countries have enacted nationwide SSB

taxes, while only the United States and Spain have local or regional taxes. Because crossing an

international border to avoid the tax is prohibitively costly in most cases, tax avoidance is likely

only a concern for these localized versions of the tax. This suggests that the estimates on the

impact of these taxes likely understates what the effect would be if they were put in place at the

state or national level. Importantly, all SSB taxes in the U.S. and the vast majority of the taxes

throughout the world are based on volume of liquid in the beverage as opposed to grams of sugar

added, meaning the harshness of the tax is not directly proportional to the harm being caused. For

example, a 20 ounce Mountain Dew with 77 grams of sugar is taxed the same (20 cents in most

cases) as a 20 ounce Gatorade with 36 grams of sugar. Because of this, [164] estimate that a tax
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based on the sugar content of the drink could improve the public health benefits by 30%, again

suggesting that any improvements that occur because of the current taxes understate the potential

impact of a better designed version of the tax.

3.3 Methodology and Data

3.3.1 Data - YRBSS

The Youth Risk Behavioral Surveillance System (YRBSS) is a survey conducted semiannually

by the CDC, which interviews tens of thousands of high school aged participants each cycle. It asks

questions about a range of risky behaviors, including the soda consumption question mentioned

above. It also asks students for their height and weight, which are used to calculate BMI. There are

reasons to be skeptical of self-reported height and weight of high school students with regards to

reporting accuracy and precision. One concern is that students in SSB tax treated districts might

become more self-conscious of their weight after the public debate over the tax and may therefore

under-report. Because of this, I prefer to compare outcomes in treated districts with those in other

areas where a soda tax was publicly debated and nearly passed.

A total of 39 sites, including 35 separate school districts with each of the five boroughs of New

York City reported separately, have opted into implementing the YRBSS survey, but most do not

report data in each year. For example, Seattle, which implemented an SSB tax in 2018, provides

data for 2013 and 2019 but did not participate in the YRBSS in 2015 or 2017, making it difficult

to assess whether any changes between 2013 and 2019 occurred in response to the tax or had

already shown up before it was implemented. For this analysis, I include all school districts which

have data for each year from at least 2013-2019. This includes three districts where an SSB tax

was implemented during this period (Philadelphia, San Francisco and Oakland) and 11 potential

control sites: the five boroughs of New York City (Queens, Brooklyn, The Bronx, Manhattan,

Staten Island), Los Angeles, San Diego, Jacksonville, Orlando, Fort Lauderdale and Palm Beach.

This leaves me with approximately 5,000-6,000 observations per year in treated districts and 20,000-
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25,000 observations per year across the control districts. For each of the treated sites, the boundaries

of the school district are the same as the city limits, meaning that all of the students in the district

should live in an area that is covered by the tax. Within the treated districts, however, there are

data limitations. First, while San Francisco and Oakland both track BMI throughout the sample,

they do not include the question about SSB consumption that exists in the other 12 districts in

both the pre and post period. Therefore, all treatment effects estimated on SSB consumption

only include Philadelphia as being treated. Additionally, while the other cities all have data going

back further than 2015, Oakland does not, so all the specifications using Oakland are limited in

the ability to include pre-treatment lags. My general strategy is to use the full treatment group

(Philadelphia, San Francisco and Oakland) in order to understand the magnitude and significance of

the treatment effect. I then use a modified treatment group of just Philadelphia and San Francisco,

which allows for the inclusion of pre-treatment lags, in order to evaluate the validity of the equal

counterfactual trends assumptions inherent to these specifications.

Determining treatment status is also slightly complicated because of the timing of data col-

lection and the staggered implementation of the policy. Though all three treated cities approved

the taxes in 2016, the policy went into effect in Philadelphia on January 1, 2017, in Oakland on

July 1, 2017 and in San Francisco on January 1, 2018. Since the YRBSS survey is conducted in

the spring semester, the 2017 data is treated for Philadelphia, but untreated for Oakland and San

Francisco. Since both Oakland and San Francisco had approved SSB taxes before data was col-

lected in 2017, however, it is possible that people had already began altering their consumption in

anticipation of the tax. In all event-study graphs, I display the treatment line just before the 2017

data, though for the above-mentioned reasons 2017 should only be considered partially treated.

Also, since any BMI response will take time to accumulate, even the Philadelphia data is mostly

untreated in 2017 as the respondents had only been interviewed a few months after the tax went

into effect. Therefore, while we can expect SSB consumption reductions to take place relatively

concurrently with the implementation of the tax, there should be a lag between the consumption

change and any subsequent public health response, if in fact the tax has a causal impact on these
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outcomes.

I use each of the 11 possible control districts to construct three different control groups I will

use to estimate treatment effects. With limited data there is no perfect control group, but I select

controls based on geographic proximity, economic and demographic similarity, and whether there

has been consideration of implementing a soda tax in the district. For a detailed description of

how the three groups were selected, see the appendix. Importantly, however, I show results for all

three control groups in all specifications which means I use all available observations, and will also

estimate synthetic control specifications which do not rely on an arbitrary selection of control sites.

The baseline group, C1, includes Brooklyn, Queens, the Bronx, and Los Angeles. C2 includes each

of these sites plus Staten Island, Manhattan and San Diego. Finally, C3 adds the four Florida

districts of Jacksonville, Orlando, Palm Beach and Fort Lauderdale. Summary statistics on a range

of outcomes possibly related to SSB consumption are reported in Table 1 for 2015, the last fully

pretreated year , which confirms that C1 is the most similar group to the treated group. For 11

of the 14 variables, equality of means cannot be rejected between the treated group and C1. Only

the % of the sample which is Hispanic, the % which is Asian and the age of the respondent can

be rejected at 5% for C1. Importantly, both race/ethnicity and age are controlled for in every

specification in this paper. For C2, mean equality for six of the 14 variables can be rejected at 5%,

while for C3 eight of the 14 can be rejected at 5%, suggesting that the choice of control groups

is reasonable. Again, however, it is important to note that I will present estimates for all three

groups which means I include estimates on all available observations.

3.3.2 Empirical Strategy

My primary approach for estimating the public health effects of SSB taxes is an event-study

design that compares changes in consumption and health outcomes in SSB taxed cities with trends

in the same outcomes for cities which had similar public health patterns in the pre-period but

which did not implement an SSB tax. The critical assumption underlying this design is that absent

the intervention, the treated and control cities would have followed similar trends and that any
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difference in their trajectories is due to the policy itself and not due to some other factor that

changed between the groups around the time of the intervention. My results will then be based on

models of the following form:

Hict =
4∑

k=−4

θkSSBTaxct,t+k + β3Xict + γc + δt + ϵict (3.1)

where Hict is the outcome of interest for individual i in city c at time t, SSBTaxct is an

indicator for whether city c implemented an SSB tax during the sample period. Xict is a vector of

covariates that are known to influence H, including height and age, as well as indicators for race,

gender and grade. Allowing the treatment effect to vary across periods is important because I expect

the treatment effect to be cumulative. Even though the treatment itself is constant once switched

on, the intended effect is to reduce sugar consumption. For example, if a treated individual responds

by having one less SSB per week, and this behavior change remains while the tax is in place, the

magnitude of the effect on the individuals health will likely grow over time. Additionally, because

of the importance of understanding how the policy impacts different demographic subgroups, I will

re-estimate equation (1) on different groups to measure heterogeneous treatment effects across race,

ethnicity and gender. If there are certain subgroups with more inelastic demand for SSB products,

perhaps because they have high enough income that the SSB taxes are not salient to their day-to-day

lives, they may continue consuming them at previous rates and may not experience improvements

in health outcomes. Heterogeneous treatment indicators will pick up these differences and allow

me to evaluate precisely which subgroups are seeing the largest improvements in health outcomes.

This will both provide support for a causal effect of the taxes, as we would expect the groups which

respond to the tax by changing their consumption the most to also be the groups which see the

largest improvements in health outcomes, and it will also help us understand the distributional

consequences of the policy. I estimate the model using weighted least squares, using the survey

weights to allow individuals who are more representative of each district to be more influential

in the regressions, though the results from using OLS are qualitatively similar. Because of the
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small number of districts included in the sample, I use robust standard errors instead of clustering,

though my main results are robust to clustering at the district level.

In each specification 2015 will serve as the reference year, as it was the last year of data before

any of the taxes assessed in this paper were levied. Mechanically, this means that the indicator

for 2015 is left out of the regression, meaning that the difference between the treated and control

groups for 2015 is absorbed by the fixed effects. Each of the k parameters thus measures how

the outcome evolved differently in the treated group versus the control group compared to the

difference that existed in 2015. For this reason, the 2015 estimate will always be zero and will

not have confidence intervals attached. If the equal counterfactual assumption holds, we should

expect to see a 2013 coefficient that is close to zero and insignificant. I estimate the model using

weighted least squares, using the survey weights to allow individuals who are more representative

of each district to be more influential in the regressions, though the results from using OLS are

qualitatively similar. Because of the small number of districts included in the sample, I use robust

standard errors instead of clustering, though my main results are robust to clustering at the district

level.

In addition to the event-study design, I also estimate the effect of SSB taxes on adolescent

BMI using the synthetic control method (SCM) of [6] and [5]8 . SCM provides compelling evidence

for the equal counterfactual trends assumption in comparative case studies by creating a control

group made up of a weighted average of the potential controls, with the weights being chosen to

minimize the pretreated difference in observables between the two groups. This means that SCM

will assign non-negative weight to each of the 11 potential control sites in the YRBSS data in

order to most closely match the trends in the treated group before the taxes went into effect. The

idea is that absent the treatment itself, the synthetic control provides a good counterfactual for

8 This particular setting, with limited data in the pre-period, is not ideal for the synthetic control method. Abadie
(2021) points out the importance of having many years of data prior to the intervention for the treatment and control
group to be matched upon. Otherwise, it is unclear whether the control group that is created matches the treatment
group closely on observables or if it simply has the same idiosyncratic variation in the periods upon which it is
being matched. In such cases, it is often easy to find very close matches on pre-treatment outcomes but then severe
variation in outcomes after treatment, because the groups were not actually good comparisons. While this setting
is not ideal for the use of the synthetic control method, I include it here to demonstrate that it was considered and
implemented and that if anything, it offers evidence in support of the results in the rest of the paper.
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what would have happened in the treated group, and any sizeable differences that show up can

reasonably be attributed to the treatment. I estimate two versions of the SCM on both the full

and modified treatment groups, for a total of four specifications. In the first version, I first run a

version of equation (1) excluding the treatment indicators on all of the untreated observations in

order to estimate the effect of the demographic and individual controls as well as year and district

fixed effects. I then residualize this regression so that each observation contains an estimate of how

much higher or lower their BMI is than would be predicted by all of their observable characteristics.

I then run a synthetic control which matches the treated group based on average residual BMI from

2013-2015 (or just 2015 for the full treated group). This specification has the benefit of matching

based on trends in BMI that is unexplained by observables, which is of primary interest in this

study, but it is also complicated so I also run a version which simply matches on average pretreated

BMI, without residualizing. While imperfect for this setting because of limited pretreated data, this

method has the benefit of not relying on an arbitrary choice of control groups. To conduct inference

on these specifications, I follow [5] and divide the mean squared error in the treated period by the

mean squared error in the pre-period and compare it to placebo estimates of the 55 combinations

of two of the 11 control sites for the modified treatment group and 165 combinations of three of

the 11 for the full treatment group.

Because the equal counterfactual trends assumption that underlies these event-study speci-

fications is vital to the validity of my results, I argue for this assumption in three different ways.

First, I demonstrate that there is balance between the treated and control groups across a number

of different measures of health, consumption and activity choices in 2015, before any of the policies

went into place. Second, for each specification I also reestimate the model by dropping Oakland

(which only has data going back to 2015) from the treated group, which allows me to include pre-

treatment lags. These lagged coefficients demonstrate that the treated and control groups evolved

similarly in the years before the intervention and only diverged after the SSB taxes went into ef-

fect. Third, because the event-study regressions are effectively comparing residual means across

different groups and do little to assess how the distributions of the outcomes compare across time,
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I also include pre and post treatment kernel density plots which compare the BMI distributions

for both the treated and control groups both in 2015 and 2019. If the equal counterfactual trends

assumption holds, then the two groups should have similar distributions and not just similar means

before the intervention.

3.4 Results

3.4.1 Results - SSB Consumption

First, I consider whether the SSB tax impacted consumption for high school aged adolescents

in Philadelphia (the only treated city with SSB consumption data). Figure 3.1 displays coefficient

estimates for SSB consumption compared to each of the three potential control groups. Regardless

of which group is used, the interpretation is similar. There is a slight but statistically insignificant

uptick in consumption in Philadelphia relative to the controls from 2013 to 2015 (p-values of .46, .63

and .70, respectively), followed by a large and significant decline in response to the implementation

of the SSB tax in 2017, which increases in magnitude slightly in 2019 (p-values of .002, .000, and

.001). By 2019, the treatment effects represent a reduction of over one full serving of SSBs per

week, which is a decline of between 21-26% of the 2015 mean for Philadelphia high school students.9

It does not appear to matter which control group is used for comparison, SSB consumption in

Philadelphia appears to have significantly declined relative to each of them in response to the tax.

In order to determine how this decline compares to changes in each of the other cities in

the sample, Figure 3.2 compares the sum of the 2017 and 2019 coefficients compared with C3

to those of placebo estimates, where equation (1) is estimated under the assumption that each

untreated city had actually implemented an SSB tax instead of Philadelphia. The decline which

took place in Philadelphia is by far the largest, nearly double that of the next largest estimate in

Fort Lauderdale. The change in Philadelphia is also substantially larger in magnitude than the

largest increase, which occurred in Los Angeles, suggesting that the sharp decline which occurred

in Philadelphia is in response to the SSB tax and is not simply due to normal fluctuations in

9 The precise treatment effects are 1.33 servings for C1, 1.24 servings for C2 and 1.07 servings for C3.
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consumption which happen to line up with the implementation of the tax.

Next, I turn to look for heteregeneous treatment effects across gender and race/ethnicity.

We might expect lower income groups to be more budget-constrained and therefore more sensitive

to the price increases that are induced by SSB taxes. Since one of the main objections of SSB

taxes is that they hit low income and non-white citizens the hardest, it is important to determine

whether the consumption habits of these groups are impacted by the taxes. If they demand SSBs

inelastically, then they will continue to consume at the same rates as before and the only outcome

of the policy will be that they pay more in taxes. In this case, the policy would be highly regressive

and provide no public health benefits to these communities. On the other hand, if groups with

lower average income respond to the tax by changing their consumption by more than other groups,

it would actually reduce the regressivity of the tax overall and would likely lead to targeted public

health benefits that improve the well-being of those who are most likely to be impacted by issues

related to obesity. Estimating heterogeneous treatment effects on both SSB consumption and

health outcomes separately has the added benefit of providing a falsification test on the results. If

reductions in BMI are caused by the SSB taxes, then we should expect the groups which display

the largest consumption responses to the taxes to be the same groups which experience the largest

public health benefits. If this is not the case, then there is likely another mechanism at play which

is driving the improvements.

Figure 3.3 displays SSB treatment estimates separately for male and female students com-

pared with each of the control groups. For females there appears to be a real treatment effect, and

the equal counterfactual trends assumption appears to be reasonable, with a p-values of .94, .79,

and .77 on the estimate of the change from 2013 to 2015. After the tax goes into effect in 2017 there

is an immediate decline of .5-.8 servings per week, but the effect grows to 1.25-1.45 in 2019 (p-values

= .002, .003 and .004 for C1-C3, respectively). For males on the other hand, there is a substantial

increase from 2013 to 2015, and then a subsequent reduction after the implementation of the tax.

It is somewhat unclear whether this reduction represents a real treatment effect or is mostly due to

a reversion to the mean. 2019 consumption for the male group was only .6 servings less than 2013
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(p-value = .302). A test for equality of the change in males and females from 2015-2019 yields a

p-value of .6, but when looking at the change from 2013-2019, females reduced consumption by .97

more servings, with a p-value of .167. This suggests that we may expect to find larger treatment

effects in BMI for females, if the reductions are due to the taxes. At the very least, we would not

expect to see larger declines for males.

Next, Figure 3.4 displays estimates of the effect of SSB taxes on consumption, broken out by

race/ethnicity. The most compelling treatment effect shows up in the Black population. There is

virtually no change in consumption between 2013-2015 (p-values of .82, .74 and .95 for C1-C3), with

consumption declining by 1.05-1.45 servings per week in each specification, with p-values of .018,

.038 and .056 on the 2019 coefficients. There appear to be declines in response to the tax for the

Hispanic subgroup as well, though there is also movement from 2013 to 2015. The coefficients on

the 2019 treatment effect are -1.67 (p=.014), -1.54 (p=.021) and -1.05 (p=.056). On the other hand,

both the White and Asian subgroups mostly appear to continue on trends they were already on.

The White group decreases consumption from 2013-2017 in all three specifications before leveling

off and increasing somewhat by 2019. While the equal counterfactual trends assumption does not

look credible on the Asian subgroup, there is some evidence of a decline in 2019 after increasing

steadily from 2013-2017. As the sample sizes have gotten smaller, confidence intervals have gotten

bigger, so I am not able to rule out equality of the change in consumption from 2015-2019 for any

of the groups, but the fact that the Black and Hispanic subgroups show a relatively clear response

to treatment while the White group does not suggests that lower income groups may respond more

elastically in response to SSB taxes than higher income groups, which would reduce the regressivity

of the tax. Clearly, SSB consumption declined in Philadelphia after the tax went into effect, and

the impact appears to be greatest in females, as well as non-white respondents. I now switch gears

in order to look at the public health outcomes of SSB taxes for high school students.
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3.4.2 Do SSB Taxes Lead to Lower BMI?

Figure 3.5 displays estimates from equation (1) with BMI replacing SSB consumption on the

left-hand side. As a reminder, while Philadelphia is the only treated city with SSB consumption

data, San Francisco and Oakland both have data on both BMI and obesity, though Oakland’s

data only goes back to 2015. Therefore, my strategy is to include estimates for all three cities

from 2015 onward, and then present a modified treatment group of just Philadelphia and San

Francisco in order to estimate pre-treatment lags, allowing me to assess the equal counterfactual

trends assumption that equation (1) relies upon. While the decline in consumption associated with

the implementation of the tax occurred immediately after the tax went into effect, changes to BMI

and obesity take longer to show up, which is precisely what one would expect if the tax led to a

consistent reduction in SSB consumption over a long period of time.

Compared with C1, both the full and modified treatment groups show large, statistically

significant reductions in BMI in response to the SSB tax. The full treated group has a decline of

.57 points (p=.002) while the modified group has a decline of .56 points (p=.006), an approximately

.12 standard deviation reduction. The modified treatment group also provides evidence for the equal

counterfactual trends assumption, as there is virtually no movement from 2013 to 2015, where BMI

only changes by .01 points (p=.96). The story is similar for C2, though the results are smaller in

magnitude. BMI in the full treated group decreases by .35 points (p=.046), compared with .34

points (p=.079) for the modified group. Finally, when the Florida districts are added to the control

group, the results shrink once again, with treatment effects of .26 (p=.116) and .25 (p=.175). When

the treated group is compared with the most similar districts, the results are large and significant,

though they decrease in both magnitude and significance when more districts are added.

Figure 3.6 shows the BMI estimates broken out by gender. Since females displayed a more

compelling decrease in consumption in response to the tax than males, we might expect to see

bigger improvements in BMI for them as well. Compared with C1, BMI for females in the full

and modified treatment groups decreased by .68 (p=.007) and .71 (p=.010), respectively. BMI
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also appears to have gone down in treated males, though by smaller amounts of .46 (p=.095) and

.41 (p=.179) points. I cannot, however, rule out that the two groups decreased BMI by the same

amount in either specification. The story is similar in C2, where the effect appears larger in females

and is still significant at .1, with a decrease of .42 (p=.07) for the full treated group and .45 (p=.08)

for the modified group. The corresponding estimates for males are .27 (p=.296) and .22 (p=.45),

though I cannot reject equality of the coefficients across genders. Compared with C3, females still

show borderline significant treatment effects of .41 (p=.066) and .44 (p=.076), while males show

almost no change at all, with 2019 coefficients of -.11 (p=.64) and .06 (p=.83). For females, all six

of the estimates are significant at .1, while this is true of only one of the six for males.

While the conditional mean of BMI went down relative to the control groups for females, the

above figures do very little to shed light on which parts of the distribution these BMI reductions

are coming from. To gain insight into this, Figure 3.7 displays pre and post treatment BMI kernel

density plots for both males and females in both the treated and untreated groups against C1.

The left side of the figure compares BMI distributions in 2015, where no taxes were in effect and

none had even been voted on in the eventual treated cities. For females, the two distributions look

virtually identical, with means of 23.18 (treated) and 23.25 (control), respectively, a difference of

0.01 standard deviations. There is slightly more mass in the treated group around the mode, but

aside from that, the two are very similar. On the other hand, for males the treated group has less

mass around the 25-30 portion of the distribution and more around the mode of 21. This could by

why there appears to be little or no treatment effect for males, as treated males appear to have a

healthier distribution before the tax even went into effect. Alternatively, the right side of Figure

3.7 shows the same distributions in 2019. While BMI was rising across the U.S. in this period, the

mean BMI for the female treated group actually fell to 23.14. In 2019, the female control group now

has less mass around the mode and more in the right half, with more mass than the female treated

group for BMI scores of 26 to 32, which are all in the overweight/obese portion of the distribution10

. This suggests that the relative gains which accrued to the treatment group are happening in the

10 For adults, BMI’s over 25 are considered overweight, while BMI’s over 30 are considered obese. The calculations
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upper half of the distribution, which is precisely the intent of the policy. For males, on the other

hand, the two distributions actually look more similar in 2019 than they did in 2015.

Figures 3.8 and 3.9 explore heterogeneous treatment effects by race/ethnicity, estimating

equation (1) on the Black, Hispanic, White and Asian subgroups separately using both the full

and modified treatment groups. Earlier, the Black and Hispanic subgroups both displayed strong

consumption declines in response to treatment, while the Asian group showed a mild decline and

the White subgroup showed virtually no change. Therefore, if any decreases in BMI show up,

we would expect them to occur mainly in the non-White populations if they are being caused

by decreased SSB consumption in response to the taxes. As with the consumption response, the

confidence intervals are growing larger as the respective samples are growing smaller, but the same

general trends emerge. Treatment effects appear to show up in the Black, Hispanic, and Asian

groups, while the White group appears to be mostly continuing on the trends they were already

on. In each of the six specifications, the Black subgroup displays a economically meaningful decline

of between .39-.57 points, though the lack of precision with smaller samples causes none of these

estimates to be significant (p-values range from .168 to .358). While there appear to be some minor

treatment effects for the Black subgroup overall, there is a slight increase from 2013 to 2015 which

casts doubt on the equal counterfactual trends assumption. For the Hispanic group, the estimates

are slightly larger (estimates range from .40-.71) and more significant (p-values range from .03 to

.255), with the equal counterfactual trends assumption appearing to be much more reasonable.

The treated Asian subgroup also appears to have experienced a decline by 2019, with the estimates

being relatively similar to those for the Black and Hispanic groups, ranging from .33-.59 with p-

values ranging from .15-.32. Finally, the White subgroup displays small and highly insignificant

treatment effects ranging from .08-.27 points, with the smallest p-value being .69.

Overall, the results in this section demonstrate that there were large and statistically signifi-

cant declines in both SSB consumption and BMI in the treated cities, with suggestive evidence that

these improvements are concentrated among females and non-white respondents. I now explore the

for adolescents are slightly more complicated, but are highly correlated with the measures for adults
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robustness of the results in this section by implementing a synthetic control.

3.4.3 Synthetic Control

Figure 3.10 displays estimates of the four SCM specifications described above. In each case

there is a close match between the treated group and its synthetic control until after the first tax goes

into effect, then there is a sharp divergence by 2019, with the treated group having substantially

lower BMI, both in the raw data and when residualized after controlling for demographic and

individual characteristics as well as secular trends and time-invariant differences between areas.

In the top two specifications, residualized BMI decreases by .23 BMI points (p=.37, sd=.046) for

the modified treatment group and .27 (.23, sd=.054) for the full treatment group. In the bottom

two specifications the gap between the groups is .44 points (p=.036, sd=.089) for the modified

treatment group and .55 points (p=.066, sd=.111) for the full treatment group.

3.5 Conclusion

There are several reasons why the predicted effect of SSB taxes on public health outcomes

is unclear. In order for the tax to make any difference, the majority of it must be passed on to

the consumer in the form of higher prices and the consumer must not be able to easily avoid it,

something which is not always true of local taxes like the ones found in the U.S. cities that have

enacted these measures. Consumers must also respond to the higher prices by consuming less, and

must also not substitute their SSB consumption for other untaxed yet equally unhealthy options.

Even if all these things take place, it’s also important that they occur on a large enough scale so

that the impacted consumers actually get healthier as a result. Because of these ambiguities, it is

important to measure the impact of SSB taxes directly on public health outcomes.

This paper does this by comparing SSB consumption and average BMI in treated U.S. school

districts to similar untreated ones. Using public-access data from the Youth Risk Behavioral Surveil-

lance System survey (YRBSS), I find substantial reductions in both categories for high school

students in response to SSB tax treatment. While only suggestive, the fact that both the SSB con-
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sumption and BMI reduction treatment effects appear to be strongest in females and non-White

respondents has two important implications. First, it suggests that the two effects are linked,

and that the reduced consumption in SSB’s is what is causing the subsequent BMI reductions.

In addition, the fact that the BMI response lags behind the consumption response also suggests

that it is part of the cumulative effect of reduced SSB consumption. Second, because Black and

Hispanic Americans have lower incomes on average, if they have larger consumption responses than

the White subgroup, this would suggest that perhaps SSB taxes are not as regressive as they were

originally thought to be.

While many of the results in this paper are statistically insignificant, it is telling that each

of the 40 estimates on BMI presented show relative declines in BMI relative to the control groups.

Going forward, it will be important to continue to track these outcomes to see if they persist or

revert to the mean, and also whether other adverse health outcomes related to sugar consumption

like type II diabetes and high blood sugar are reduced as well.
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Table 3.1: Balance on Observables 2015

Variable Treatment C1 p C2 p C3 p
SSBs per week 3.94 3.92 0.88 3.81 0.24 4.01 0.56

BMI 23.22 23.30 0.37 23.22 0.98 23.13 0.25
% Obese 0.13 0.14 0.23 0.13 0.43 0.13 0.72
% Black 0.22 0.21 0.24 0.18 0.00 0.22 0.16
% White 0.08 0.08 0.34 0.13 0.00 0.19 0.00

% Hispanic 0.32 0.49 0.00 0.47 0.00 0.39 0.00
% Asian 0.25 0.11 0.00 0.11 0.00 0.08 0.00
% Female 0.50 0.50 0.76 0.50 0.23 0.50 0.59

Cigs per day 0.23 0.23 0.94 0.24 0.78 0.27 0.27
Age 15.97 15.74 0.00 15.72 0.00 15.81 0.00

Height (m) 1.67 1.67 0.92 1.67 0.09 1.68 0.00
Average sleep 6.53 6.54 0.67 6.53 0.84 6.37 0.00
Hrs TV per day 1.73 1.68 0.12 1.60 0.00 1.62 0.00

Hrs video games per day 2.32 2.33 0.90 2.32 0.98 2.21 0.00

This table compares 2015 pre-treatment means for 14 variables between the treated group (Philadel-
phia, Oakland and San Francisco) against three potential control groups. C1 includes Queens,
Brooklyn, the Bronx, and Los Angeles. C2 includes C1 plus Manhattan, Staten Island and San
Diego, while C3 also includes Orlando, Jacksonville, Fort Lauderdale and Palm Beach. The column
following each control group gives the p-value for a test of equality between that group and the
treatment group. For C1, equality cannot be rejected for 11 of the 14 variables. For C2 and C3,
equality cannot be rejected for only 8 and 6 of the 17 variables, respectively.
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Figure 3.1: SSB Consumption Impact

This figure displays the event-study treatment effect on SSB consumption for Philadelphia against
each of the potential control groups. In 2017, there is an immediate decline in consumption
(p-values of .002, .012, and .020, respectively), which increases in magnitude and significance in
2019 (p-values = .000, .001 and .001).
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Figure 3.2: Treatment Effect - Philadelphia vs. Placebos

This figure compares the actual treatment effect (defined as the sum of the 2017 and 2019 coeffi-
cients in equation (1)) in Philadelphia with placebo treatments which iteratively assume that each
of the untreated cities had implemented the tax instead of Philadelphia. The actual treatment
effect in Philadelphia is by far the largest in magnitude and is nearly double the size of the next
largest reduction.
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Figure 3.3: SSB Treatment - Males vs. Females

This figure compares the consumption response of male and female high school students in Philadel-
phia to the SSB tax that went into effect on January 1, 2017. While both groups appear to
have decreased consumption between 2015 and 2019, the equal counterfactual trends assumption
appears to be much more reasonable for females.



99

Figure 3.4: SSB Treatment By Race

This figure displays the SSB consumption response, broken out by race. Both the Black and
Hispanic groups decreased their consumption in 2017 and 2019, while the White and Asian groups
appear to continue along the trends they were already on before the tax went into effect
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Figure 3.5: SSB Tax Treatment Effect on BMI

This figure displays estimates from equation (1) using the baseline control group (C1) for both
BMI and obesity rates. Across the three treated cities, BMI displayed a minor decline of .2 points
from 2015 to 2017, with a much larger decline of .57 points by 2019 (p-value = .002). The modified
control group displays a similar treatment effect, with almost no movement from 2013 to 2015,
which supports the equal counterfactual trends assumption. Similarly, obesity rates declined by
2.4 percentage points by 2019.
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Figure 3.6: SSB Treatment on BMI by Gender

This figure compares the BMI response of male and female high school students across the three
treated cities to control group C1. For females, the equal counterfactual trends assumption
appears reasonable and then there is a decline of .68 BMI points by 2019. For males, the equal
counterfactual treands assumption also appears reasonable, but there is an insignificant decline of
only .34 points by 2019.
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Figure 3.7: Pre and Post Treatment BMI Kernel Density Plots - By Gender

This figure compares BMI kernel densities before and after the SSB taxes went into effect. While
the two appear to be almost identical in 2015, there is a sharp divergence in 2019, with significant
improvements in the treated group relative to the control group.
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Figure 3.8: BMI Treatment Effect by Race - Black and Hispanic

This figure compares the BMI response to SSB taxes across the three treated cities for the Black
and Hispanic subpopulations. For the Black group, there is an uptick from 2013 to 2015 but then
a decline of .54 points by 2019. For the Hispanic group, there is virtually no change from 2013 to
2015 but then a decline of .7 points by 2019.
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Figure 3.9: BMI Treatment Effect by Race - White and Asian

This figure compares the BMI response to SSB taxes across the three treated cities for the White
and Asian subpopulations. For the White group, there is an decrease from 2013 to 2015 but then
little change from 2015 to 2019. For the Asian group, there is virtually no change from 2013 to
2017 but then a decline of .65 points by 2019.
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Figure 3.10: Synthetic Control Specification Matched on Pre-Treatment Residual BMI

This figure displays the synthetic control method which estimates the effect of SSB tax treatment
on BMI, estimated on the average residualized BMI after running equation (1) with all covariates
but the treatment indicators on untreated observations, using the modified treatment group of
San Francisco and Philadelphia.
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Appendix A

Appendix for Chapter 1 - Can Expanding Contraceptive Access Reduce

Adverse Infant Health Outcomes?

A.1 Appendix Figures

Table A.1: Goodman-Bacon Decomposition Table - TWFE
Model

DD Comparison Weight Avg DD Est
Earlier T vs. Later C .003 -.157
Later T vs. Earlier C .004 .171
T vs. Never-treated .993 -.484

T = Treatment; C = Comparison

Notes: This table displays the weights from the regressions in Table 1 going

to each type of comparison. The first row shows that only 0.3% of the weight

is going to the Earlier Treated vs. Later Control comparison, where Iowa and

St. Louis are considered treated and Colorado is the control. The second row

shows that only 0.4% of the weight is going to the Later Treated vs. Earlier

Control comparison, where Colorado is treated and Iowa and St. Louis are

controls. Finally, the third row shows that 99.3% of the weight is going to the

Treated vs. Never-Treated comparison, where Colorado, Iowa, and St. Louis

are being compared to never-treated counties across the United States. This

table was created using Goldring19
′sddtimingpackageinStata.
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Figure A.1: Map of Untreated Iowa Counties Which Experienced Reductions in Extremely
Preterm Births Following the Iowa Initiative to Reduce Unintended Pregnancies.

Note: This map displays the 99 counties of Iowa. The blue counties represent the 46 Iowa counties with a Title

X family planning clinic. The white counties represent the 47 untreated Iowa counties which did not experience a

decline in extremely preterm births following the Iowa Initiative to Reduce Unintended Pregnancies. The six red

counties are untreated Iowa counties which did experience a reduction in extremely preterm births.
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Figure A.2: Placebo Event-Study for Extremely Preterm Births - Non Title X Counties

Note: This figure displays estimates from a placebo event-study, which compares the extremely preterm birth rate

in untreated counties in Colorado and Iowa with other counties across the U.S. which similarly do not have a Title

X family planning clinic.
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Figure A.3: Placebo Event-Study for Infant Mortality - Non Title X Counties

Note: This figure displays estimates from a placebo event-study, which compares the infant mortality rate in

untreated counties in Colorado and Iowa with other counties across the U.S. which similarly do not have a Title X

family planning clinic.
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A.2 Synthetic Controls

A.2.1 Extremely Preterm Births

In order to get a better understanding of the separate effect of each intervention, and to

more adequately address the concerning pretrends which appeared in the Iowa and St. Louis

specification, I now reestimate the effect of these LARC interventions using the synthetic control

method pioneered by [5] and [6]. For both Colorado and Iowa, where some counties were treated

and some were not, I estimate the synthetic control specification both on the entire state and on

the entire state that remains after dropping all of the counties which do not have a Title X clinic. If

the LARC interventions were the reason behind the decline we saw in Table 1, then we should see

larger impacts when the specifications only include Title X counties. Additionally, for each treated

region, I estimate synthetic controls for both the raw EPB data as well as on three-year moving

averages of the rates of EPB. I do this because these rates are inherently noisy, and this can cause

synthetic controls to match on idiosyncratic noise than on the latent variables which are causing

differences in trends.

Appendix Figure A.4 displays all four specifications for Colorado, while Appendix Figures A.5

and A.6 display the standard graphs for inference with synthetic control specifications. Beginning

with the top left, which estimates the model using all counties in Colorado and raw data instead

of moving averages, there is a close match prior to the CFPI. After 2009, there is a slight drop

in the first year, but then a large decline in 2011, down 1.3 EPBs per 1,000 births from 2009.

There is a slight rebound, but overall there still appears to be a large change in levels of between

.5 and 1.0 EPBs per 1,000 births. When compared to the 49 placebo specifications, the ratio of

post versus pretreatment root mean squared error for Colorado is the largest, more than double

the next highest. Because of the noise that occurs in relatively rare outcomes like this one, the

top right panel of Figure A.4 reestimates the same specification on a three-year moving average of

the rate of EPB. Now, the change in levels is far more obvious, as there is a decline of about .9

EPBs per 1,000 live births by 2012 which shrinks slightly in the later years as the levels drop in



134

Figure A.4: Synthetic Control - Colorado

Note: This figure displays outcomes from applying the SCM to Colorado, estimating the effect of the CFPI on

extremely preterm births. The top row estimates the SCM on all counties, while the bottom row only includes

counties with a Title X clinic. The left column estimates the SCM on the raw data, while the right column uses a

three-year moving average to reduce noise. p-values (moving from top left to bottom right) = .00, .06, .22, .1

the synthetic control as well.

The bottom left panel again estimates the same specification, this time dropping data from

all counties in the United States which did not have a Title X clinic in 2008. In Colorado, around

92% of births occur in counties with such a clinic, so there is not a large difference between the

top left and bottom left panels, but the treatment effect is in fact larger in the bottom panel as

the rate of EPB declined by 1.5 per 1,000 live births in the bottom panel (compared to 1.3 in the

top). This suggests that the reductions were largest in areas with Title X clinics, which is further

evidence that the reduction we see was in fact caused by the CFPI. The story is similar in the
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Figure A.5: Synthetic Controls - RMSPE Distributions - Colorado

Note: This figure displays the distribution of root mean squared predicted error (RMSPE) ratios for Colorado

compared with placebo ratios for each of the other 49 states. The top row estimates the SCM on all counties, while

the bottom row only includes counties with a Title X clinic.

bottom right graph, which shows the three-year moving average for only counties with a Title X

clinic. Again, there is a close pretreatment match and then a large decline of over 1.0 EPB between

2009 and 2011. The two main takeaways are that the decline which occurred in Colorado in the

years following the CFPI did not occur in other states which had been evolving similarly up to that

point, and that the treatment effect is larger in counties with Title X clinics than elsewhere.

Appendix Figure A.7 repeats this exercise for Iowa, and the results are similar though not

quite as compelling. In all four graphs, there is a close pretreatment match between treated counties

and their synthetic control. In 2009, in the raw data, there is a large decline of about 1.2 EPBs per

1,000 live births, followed by a rebound in 2010. This mirrors the experience of Colorado, where
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Figure A.6: Synthetic Controls - Placebo Treatment Effects - Colorado

Note: This figure displays the difference between each state and its synthetic control for each period from 2003-2015.

The bold line represents Colorado, while each of the other lines represents one of the 49 placebo states. The top row

estimates the SCM on all counties, while the bottom row only includes counties with a Title X clinic.

there was a large decline in EPB in 2011, two years after the CFPI went into effect, followed by

a smaller rebound. While the initial decline appears equally large for both the Title X and non

Title X counties, the rebound is much larger in the top left, suggesting that this rebound effect was

stronger in the untreated Iowa counties. Because of the smaller rebound in Title X counties, the

moving average effect is much larger in the Title X counties than in the sample overall, which is

consistent with a causal impact of the LARC intervention. Appendix Figures A.8 and A.9 display

the respective graphs of the distribution of RMSPE ratios and placebo treatment comparisons.

When conducting inference, none of the Iowa specifications is individually significant1 , though

1 The p-value on all counties estimated with raw data is .30, for the all county moving average the p-value is also
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Figure A.7: Synthetic Control - Iowa

Note:This figure displays outcomes from applying the SCM to Iowa, estimating the effect of the IIRUP on extremely

preterm births. The top row estimates the SCM on all counties, while the bottom row only includes counties with a

Title X clinic. The left column estimates the SCM on the raw data, while the right column uses a three-year moving

average to reduce noise. p-values (moving from top left to bottom right) = .30, .30, .16, .18

they all have p-values of .30 or smaller.

Finally, Figure A.10 displays synthetic control estimate for St. Louis. Since this is estimated

at a local level, I compare St. Louis to other counties with at least 3,000 births per year, of which

there are 242. Since there are no ‘untreated’ units within St. Louis, I only estimate the model on

the raw data and the moving average, so the bottom half of Appendix Figure A.10 also includes the

placebo treatment plot. As in Colorado and Iowa, St. Louis appears to be relatively steady in the

few years leading up to treatment, before declining rapidly 1-2 years after the LARC intervention

.3, for the Title X raw data it is .16 and for the Title X moving average it is .18
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Figure A.8: Synthetic Controls - RMSPE Distributions - Iowa

Note: This figure displays the distribution of root mean squared predicted error (RMSPE) ratios for Iowa compared

with placebo ratios for each of the other 49 states. The top row estimates the SCM on all counties, while the bottom

row only includes counties with a Title X clinic.

takes place. Similar to Colorado and Iowa, there is a slight rebound after the drop, but overall

there appears to be a substantial change in levels, from about 11 EPBs per 1,000 live births to

somewhere between 8 and 9. Comparing the RMSPE ratio of St. Louis with the placebos returns a

p-value of .02 on the raw data and .14 on the three year moving average. Taken together, however,

the results across the three separate interventions provide evidence for a causal impact of LARC

access on the rate of EPB’s, with the largest impact occurring 1-2 years after treatment. In order

for that not to be the case, some other factor would have had to cause large declines in EPBs in

all three treated areas within two years of the LARC interventions, which seems unlikely.
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Figure A.9: Synthetic Controls - Placebo Treatment Effects - Iowa

Note: This figure displays the difference between each state and its synthetic control for each period from 2003-2015.

The bold line represents Iowa, while each of the other lines represents one of the 49 placebo states. The top row

estimates the SCM on all counties, while the bottom row only includes counties with a Title X clinic.

A.2.2 Infant Mortality

In order to compare changes in infant mortality which are showing in Colorado and Iowa with

other states who were evolving similarly in the pretreatment years, Appendix Figures A.11 and A.12

plot three-year moving averages in infant mortality in Colorado and Iowa against their synthetic

controls and compares these treatment effects with placebo estimates for the other 48 states and

Washington D.C. Beginning with Colorado and the top left graph in Figure A.11, the synthetic

control matches closely in the pretreatment period, hovering between 6.0 and 6.3 without any large

changes. Both groups begin to decline in 2009, though the drop in Colorado is substantially more
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Figure A.10: Synthetic Control - St. Louis

Note: This figure displays outcomes from applying the SCM to St. Louis as well as other counties with at least

3,000 births per year. The top left graph displays the synthetic control estimated on raw data, while the top right

graph displays the same estimate on a three-year moving average. The bottom row displays the treated estimate

compared with all of the placebo estimates which fit reasonably well in the pretreated period. The p-value for the

raw data is .02, while on the weighted average it is .14

pronounced than its control. The divergence does not occur right away, which makes sense because

of the staggered treatment of the CFPI as well as the lag between receiving a LARC and the

avoidance of an unintended pregnancy. In 2010 there is only a difference of 0.1 infant deaths per

1,000 births, but this grows to 0.41 in 2011 and 0.60 in 2012, before remaining between 0.62-0.73 in

2013 and 2014. While infant mortality was declining after the CFPI, the decline in Colorado after

its implementation was substantially larger than in the states that most closely matched Colorado’s

trends in the pretreatment period. The top-right graph in Figure A.11 plots the distribution of
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RMSPE ratios of Colorado compared with the 50 placebo estimates. Colorado is the third largest

ratio, corresponding with a p-value of .04, and is clearly out in the right tail of the distribution.

The two placebos with larger ratios than Colorado are Kentucky and Oklahoma. In both cases, the

ratio is larger than Colorado’s because the states match in the pre-treatment period substantially

more closely than Colorado, even though they show less variation in the posttreatment period. This

is further illustrated by the bottom-left graph in Figure A.11, which plots the distribution of total

treatment effects, or the sum of the difference between the treated group and it’s synthetic control

for the years 2010-2014. Here, Colorado has the 5th largest negative treatment effect at -2.5, with

both Kentucky and Oklahoma sitting in the middle of the distribution at 1.5 and 0.8, respectively.

The four states with more negative sums (Wyoming, Vermont, Virginia and Massachusetts) all

match poorly in the pretreatment period and have much smaller RMPSE ratios than Colorado.

Finally, the graph on the bottom-right of Figure A.11 plots the treatment effects of Colorado

against the placebo estimates. In line with [6], I iteratively drop placebo estimates which match

poorly in the pretreatment period. The graph in the figure display all the placebos with a root

mean squared error in the pretreatment period no less than four times as large as Colorado’s. This

leaves 25 placebo estimates, of which Colorado is clearly the most negative. Overall, the decline in

infant mortality in Colorado after the CFPI appears to be much larger than what could have been

expected to happen by chance, and the staggered timing of the drop fits closely with what would

be expected if it were caused directly by the CFPI.

Looking at Iowa in Figure A.12, there is also a clear decline in infant mortality around the

time of the IIRUP, but it is much more closely matched by its synthetic control than Colorado.

Both Iowa and its synthetic control remain between 5.2 and 5.6 from 2002-2007 dropping rapidly

for two years and then rebounding slightly. Overall, Iowa still declines by more than its control by

between 0.1-0.2 infant deaths per 1,000 births for 2008-2010 before this rebound. After this, Iowa

continues to decline while its synthetic control remains steady at around 5. Since Title X clinics in

Iowa were still giving out free LARCs in 2012, the continued drop could still be attributed to the

IIRUP even after the synthetic control rebounded and then remained steady. Iowa displays the 35th
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Figure A.11: Synthetic Control - Colorado

Note: This figure compares synthetic control outcomes for Colorado against placebo specifications when measuring

the impact of the CFPI on infant mortality. The top-left graph plots the evolution of infant mortality in Colorado

versus its synthetic control. The top-right graph plost the distribution of RMSPE ratios with a vertical line where

the true treatment effect lies, with one extreme outlier dropped. The bottom-left graph displays the distribution of

total treatment effects, which are the sum of the difference between the designated treatment group and its synthetic

control for the posttreatment period. Finally, the bottom-right graph displays the difference between evolution

of the actual treated group versus its synthetic control in black against all placebos which match closely in the

pretreatment period in grey.

largest RMSPE ratio out of 50 for a p-value of .28, while its total treatment effect of -1.73 is the

13th most negative. Finally, comparing trends in Iowa against placebos which fit well prior to 2008

shows a modest and insignificant decline. While the results for Iowa are not nearly as compelling

as those for Colorado, the fact that both states show improvements in infant mortality shortly after

increasing LARC access to low-income women suggests that there is a causal relationship. This

interpretation is supported by the fact that Colorado saw a larger decline as the intervention in



143

Colorado occurred on a larger scale than the one in Iowa.

Figure A.12: Synthetic Control - Iowa

Note: This figure compares synthetic control outcomes for Iowa against placebo specifications when measuring the

impact of the IIRUP on infant mortality. The top-left graph plots the evolution of infant mortality in Iowa versus

its synthetic control. The top-right graph plots the distribution of RMSPE ratios with a vertical line where the true

treatment effect lies, with one extreme outlier dropped. The bottom-left graph displays the distribution of total

treatment effects, which are the sum of the difference between the designated treatment group and its synthetic

control for the posttreatment period. Finally, the bottom-right graph displays the difference between evolution

of the actual treated group versus its synthetic control in black against all placebos which match closely in the

pretreatment period in grey.



Appendix B

Appendix for Chapter 2 - Salary Disclosure and Individual Effort: Evidence

from the National Hockey League

Table B.1: Linkage Rates Between Salary and Statistical Data

Year Matched Salary Games Stats Only Games Salary Only Salary

1989-90 453 200,715 56.4 199 14.0 0 N/A
1990-91 465 236,329 53.4 193 16.1 3 83,385
1991-92 485 309,807 51.8 222 17.3 4 139,210
1992-93 542 337,019 51.0 171 38.3 6 143,704
1993-94 558 495,777 57.8 231 16.7 4 232,223
1994-95 574 372,798 33.6 162 9.6 5 197,623
1995-96 547 824,876 55.5 229 18.3 7 458,165
1996-97 695 785,199 47.8 73 35.4 10 346,396
1997-98 576 1,052,768 57.0 185 15.0 7 483,853
1998-99 659 1,116,316 51.5 153 15.7 5 581,326

Note: This table displays linkage rates across the salary data from www.markerzone.com and the
statistical performance data from www.hockey-reference.com. For each year from 1990-1999, the table
displays the number of players who are linked across both datasets, as well as average salaries and
number of games played in columns two through four. Columns five and six display the total number
of players who appear only in the statistical data along with their average number of games played.
Finally, columns seven and eight display the number of players who appear only in the salary data
along with their average salaries.
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Table B.2: Lasso Regression Predicting Salary Based on Performance

(1)
Log Salary

Goals*Assists 0.000461∗∗

(0.000161)
Shots on Goal 0.00196∗∗∗

(0.000519)
Games Played -0.00317∗∗

(0.00104)
Goals -0.00257

(0.00598)
Goals Squared -0.000220

(0.000160)
Assists -0.000799

(0.00337)
Plus-Minus -0.000694

(0.00134)
Penalty Minutes 0.000234

(0.000246)
Age 0.0622∗∗∗

(0.00689)

Age Fixed Effects Y
Position Fixed Effects Y

Observations 453

Note: This table displays regression
coefficients from the lasso specifica-
tion which is used to predict player
salary and determine whether each
player is ‘overpaid’ or ‘underpaid’ using
salary data from www.markerzone.com
and statistical data from www.hockey-
reference.com. ∗ p < 0.05, ∗∗ p < 0.01,
∗∗∗ p < 0.001
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Table B.3: Underpaid/No Raise Player Statistics by
Season

1990 1991 1992 p-value
Log Salary 11.96 12.07 12.21 .00

Goals 13.40 12.05 13.80 .56
Assists 23.64 21.65 19.68 .24
Points 37.03 33.70 33.48 .58
+/- .59 2.23 -.093 .45
PIMs 74.69 85.77 85.65 .44
Shots 109.07 103.96 110.34 .79

Shooting % 11.95 11.30 10.98 .62
Age 26.43 26.61 24.85 .00

Observations 86 85 98 .

Note: This table compares statistical means for Under-
paid/No Raise players in 1990 with the same group in the
two subsequent seasons.
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Figure B.1: Plus-Minus Comparison - Selke Winner vs. Other Forwards

Note: This figure displays the plus-minus of the Selke Trophy winner compared to the mean for forwards in each

season, using statistical data from hockey-reference.com



148

Figure B.2: Plus-Minus Comparison - Norris Winner vs. Other Defensemen

Note: This figure displays the plus-minus of the Norris Trophy winner compared to the mean for defensemen in each

season, using statistical data from hockey-reference.com
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Figure B.3: Plus-Minus Compared with Other Advanced Statistics - 2019

Note: This figure displays the correlation between plus-minus and the Corsi for %, the Fenwick for % and expected

plus-minus, using statistical data from hockey-reference.com
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Figure B.4: Coefficients on Points vs. Plus-Minus

Note: This figure displays the coefficient estimates for points and plus minus from hedonic regressions of log salary

on statistics for each year from 1989-90 to 2003-04, using salary data from markerzone.com and statistical data from

hockey-reference.com
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Figure B.5: Residual Plot from Lasso Model - 1990

Note: This figure displays the residual plot from the hedonic lasso model from the 1989-90 season, using salary data

from markerzone.com and statistical data from hockey-reference.com
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B.1 Labor Relations in the NHL

Since June of 1967, the NHLPA has represented all NHL players. In 1970, the NHL became

the first professional sports league in North America to use salary arbitration to settle disputes

between players and teams. Previously, player contracts all included an option clause, allowing

teams to unilaterally extend player contracts when they expired, at whatever salary they determined

appropriate. Following this major change. though there were tensions between the NHLPA and

the team owners, labor relations were relatively smooth through the rest of 70’s and 80’s.

In the early 90’s, free agency as we now understand it did not exist within the NHL. If a player

changed teams in free agency, the team which signed him was often required to send a player of

similar calibre back to the original team. The most famous example of this occurred in 1991, when

Brendan Shanahan left the New Jersey Devils to sign with the St. Louis Blues ([276]). In response,

a league arbitrator ruled that the Blues would have to send Scott Stevens, their captain, to New

Jersey in return. Both players were superstars in the league and both would eventually be inducted

into the Hockey Hall of Fame. Because teams were afraid of having to give up valuable assets,

they almost never signed marquis players in free agency. In 1992, when the league’s Collective

Bargaining Agreement (CBA) expired, the NHL had it’s first ever player’s strike. At issue were

pensions, player bonuses, the arbitration process, revenue sharing and free agency. Among many

changes to the new CBA were some liberalizations to the free agency process, making it somewhat

easier for players to switch teams. Complete details of these liberalizations are included below. For

the most part, players during this era that moved in free agency were fringe-level players whose

current team was not interested in resigning them. Even with these liberalizations, [316] still write

that the NHL had the most restrictive free agency policies of any of the four major North American

sports leagues at that time.

Two years after this agreement was reached, the NHL had its first lockout, which ended up

canceling 468 games in the 1994-95 season. Unlike the 1992 strike, this dispute was largely brought

on by the owners, who were seeking to curb the rapid increase in salaries in the wake of salary
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disclosure. In the four years since disclosure, the inflation-adjusted league-wide mean salary had

gone up 113% from $202,000 to $430,000 (in 1990 US Dollars). Owners also wanted to institute a

salary cap (a maximum total salary outlay a team can pay in any given season) in order to keep

teams from weaker markets competitive. In the 1990’s, four teams went bankrupt and had to move

move their team to bigger markets, even though this had only happened to five other teams since

the end of World War II1 Each time, owners cited a search for better financial conditions as a

motivating factor behind the move. The owners were unable to get the NHLPA to agree to a salary

cap and the issue was tabled until the next CBA expired.

When this happened in 2004, another lockout occurred which caused the entire 2004-05 season

to be canceled. Eventually, the players’ union agreed to a salary cap under the condition that they

also enter into a revenue sharing agreement, where the salary cap is determined by league revenues

in order to make sure the players continued to get a large percentage of the leagues total revenues.

B.1.1 Free Agency Changes in 1992

Before the 1992 agreement, the existing free agency groups were:

Group I - Players under the age of 24 who have not played five years of professional hockey

Group II - Players 30 years of age or over

Group III - All other players.

Under the eventual 1992 agreement, three new categories of free agency were created, in

addition to the three that were already in existence:

(i) - A player who has completed ten professional seasons and did not earn more than the

average league salary in his last contract year. The player can elect once in his career to become

and unrestricted free agent at the end of his contract;

(ii) - A player who is 25 years of age or older and has completed three professional seasons

and has not played in more than 80 NHL games can become an unrestricted free agent. The number

1 In 1993, the Minnesota North Stars moved to Texas and become the Dallas Stars. In 1995, the Quebec Nordiques
moved to Denver and became the Colorado Avalanche. In 1996, the Winnipeg Jets became the Arizona Coyotes,
while in 1997, the Hartford Whalers became the Carolina Hurricanes.
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of games played by a goaltender to become eligible under this category is to be determined by the

mediation committee;

(iii) - A defected player, defined in the CBA as ”a player not unconditionally released released

by his NHL club, (a) whose contract with the club has not been completely fulfilled and who

contracts with a club in a league not affiliated with the NHL or such a league itself or with any

other pro hockey club for a period including any part of the unfulfilled portion of his NHL contract;

or (b) as to whom a club holds negotiations rights though the player was never under contract to

any NHL club, where the player has contracted on contracts with such an unaffiliated club.”

According to [314], the vast majority of players remained in the original three categories and

were thus not immediately impacted by the change.

B.2 Was There an Endogenous Midseason Response to Salary Disclosure?

To address whether the group sorting in the paper was affected by an endogenous midseason

response by some players, I have gathered statistics from NHL.com, which allows users to view

statistics over a given date range. This allowed me to gather performance statistics for the 1989-90

season, both before and after January 30. I was able to to do this for each player who appears

in the main regressions who played in both the pre and post disclosure portion of the 1989-1990

season (this includes 351 of the 362 players from the main regressions). For each player, I calculate

the change in each statistic (goals, assists, shots, plus-minus) on a per-game basis from the portion

of the season played under pay secrecy to the games played after disclosure. For example, a player

who scored 20 goals in 40 games before January 30, but increased their per-game production after

disclosure to 15 goals in 20 games after January 30 would have a change in goals per game of .25

(1520 −
20
40 = .75− .5 = .25). I then test whether receiving a raise in the summer of 1990 is correlated

with a change in performance before and after disclosure in Table C.1. As in the main text, age

and position fixed effects are included in each regression and standard errors are clustered at the

team level.

The top panel of Table C.1 estimates whether receiving a raise at all (regardless of whether
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Table B.1: Was There and Endogenous Midseason Response to Disclosure?

Panel 1 - Any Raise (1) (2) (3) (4) (5)
Big Raise Big Raise Big Raise Big Raise Big Raise

Goals per Game Change 0.152 0.0725
(0.231) (0.205)

Assists per Game Change -0.224 -0.252
(0.138) (0.155)

Shots per Game Change 0.0306 0.0438
(0.0698) (0.0680)

+/- per Game Change -0.0207 0.0210
(0.0657) (0.0797)

Panel 2 - Underpaid/Raise (1) (2) (3) (4) (5)
UR UR UR UR UR

Goals per Game Change 0.0831 -0.0960
(0.225) (0.184)

Assists per Game Change -0.217 -0.304∗

(0.117) (0.140)

Shots per Game Change 0.0671 0.102
(0.0600) (0.0571)

+/- per Game Change 0.0154 0.0745
(0.0751) (0.0909)

Panel 3 - Underpaid/No Raise (1) (2) (3) (4) (5)
UN UN UN UN UN

Goals per Game Change 0.189 0.299
(0.183) (0.217)

Assists per Game Change 0.165 0.218
(0.111) (0.118)

Shots per Game Change -0.0166 -0.0647
(0.0351) (0.0424)

+/- per Game Change 0.0185 -0.0344
(0.0464) (0.0574)

Observations 352 352 352 352 352

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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a player was eventually deemed to be over or underpaid) is correlated with a shift in performance

post-disclosure. In one sense, this can be thought of as a test for recency bias, or whether players

who happen to play better than average right at the end of the season are rewarded because their

recent good play is more salient to the organization when contracts are negotiated. The five columns

of Table 2 test each of the four statistics individually before including them all in the specification

in column 5. None of the coefficients are significant, and only the change in assists has a p-value

of less than .5.

The real threat to identification here is that maybe some players were more savvy in their

response to disclosure and changed their behavior immediately and were subsequently rewarded for

it. That would cause selection bias into the Underpaid/Raise group for players who might then

revert to the mean. Panels 2 and 3 of Table C.1 test for this possibility. In panel 2, whether a

player received a raise is replaced on the left-hand side of the regression with whether they were

eventually sorted into the UR (underpaid/raise) group. If the coefficient on goals is greater and

the coefficient on plus-minus is smaller, then there would be concerns over selection in my main

specifications. This does not appear to be the case, however, as the goals coefficient is actually

smaller than in Panel 1, the assists and shots coefficients are relatively similar, and plus-minus is

greater than in panel 1. If anything, the direction of the coefficients is the opposite of what we

would expect to see from the identification threat above. When all of the coefficients are included

in column 5, goals is weakly negative and plus-minus is weakly positive. This shows that, among

players who got a raise, the underpaid players did not have more of a response in the last part of

the season, but perhaps they showed more of a response than the underpaid players who did not

get a raise?

Panel 3 tests for this possibility by investigating whether being sorted into the UN (under-

paid/no raise group) is correlated with a performance change. If the goals coefficient were smaller

and the plus-minus coefficient larger than in Panel 2, we would be concerned. If anything, however,

the opposite is true. The goals change coefficient is larger in Panel 3 than in Panel 2 and the

plus-minus coefficient is similar when estimated by itself and smaller when all four statistics are
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included. This means that if any group began making the behavior changes we see in the main text

towards the end of the 1989-90 season, it is the underpaid/no raise group, which would actually

bias the regressions in the main specifications of my paper towards zero. It’s worth pointing out,

however, that of the 24 coefficients in Table C.1, only the estimate on assists in column five of

Panel 2 is significant, suggesting that the most likely explanation is that there was no substantial

midseason response to disclosure.

B.3 Robustness Checks

In this section I demonstrate that the results in Table 2 are robust to various concerns about

model specification, the threshold for determining whether someone received a large raise, and

influential observations. Earlier, I intentionally left out team fixed effects from the specification

because I am more concerned with how underpaid someone is compared to the league overall as

opposed to within their own team. However, if all of the underpaid players are clustered onto a

few teams, and we know that the performance of these lower paying teams suffered, that could

be what is driving the main results. To address this, Table D.1 re-estimates Equation 1 but with

team fixed effects included, and the estimates are virtually unchanged. It appears that underpaid

players who did not receive a raise in the summer of 1990 reallocated their effort from defense to

offense both within teams and across the entire league. Table D.2 reestimates the specification

testing reference-dependent utility with team fixed effects, and if anything, the results are slightly

larger and more precise.

Another possible concern is that maybe the results hinge upon the inclusion of a variable

that the lasso model dropped. maybe something that wasn’t important for predicting salary in

1989-90 was important for understanding how the players effort changed from one year to the next.

To address this, Table D.3 re-estimates the entire model but using the fully specified version of the

wage regression, including every statistical variable I have access to. Again, the results are virtually

unchanged. If anything, they are slightly more precise.

Additionally, the choice to count everything over 20% as a big raise was somewhat arbitrary.
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Table B.2: Team Fixed Effects - 1990-91

(1) (2) (3) (4) (5)
Goals Shots Assists +/- Adj. +/-

Underpaid/No Raise 10.01 26.73 4.589 -9.154 -23.75
(2.960) (16.03) (4.982) (7.165) (9.283)

Underpaid/Big Raise -1.791 -25.71 -8.529 5.171 15.49
(3.631) (10.30) (3.345) (4.535) (5.993)

Overpaid/No Raise -1.078 -5.925 -4.080 12.31 17.47
(4.753) (26.66) (8.368) (3.830) (15.41)

Overpaid/Big Raise 1.283 31.08 7.023 7.125 -1.181
(3.667) (31.66) (8.204) (5.026) (11.54)

Observations 362 362 362 362 362

Note: This table displays regression coefficients comparing changes in statisti-
cal output for the four different groups from 1989-90 to 1990-91 including team
fixed-effects, using salary data from www.markerzone.com and statistical data from
www.hockey-reference.com

Table B.3: Reference-Dependece - Team Fixed Effects - 1990-91

(1) (2) (3) (4) (5)
Goals Shots Assists +/- Adj. +/-

UN - Below Avg 5.697 7.379 -3.274 -8.040 -10.46
(3.083) (22.23) (5.868) (7.555) (10.36)

UN - Above Avg 14.22 45.63 12.27 -10.24 -36.74
(2.703) (15.03) (7.053) (10.89) (9.593)

Underpaid/Big Raise -1.772 -25.63 -8.493 5.166 15.43
(3.653) (10.73) (3.515) (4.536) (6.108)

Overpaid/No Raise -0.872 -4.998 -3.703 12.26 16.84
(4.721) (26.44) (8.175) (3.947) (15.32)

Overpaid/Big Raise 1.287 31.09 7.029 7.124 -1.192
(3.635) (31.46) (8.186) (5.011) (11.36)

Observations 362 362 362 362 362

Note: This table displays regression coefficients comparing changes in statistical
output for five different groups (underpaid/no raise players on below average payroll
teams, underpaid/no raise players on above average payroll teams, underpaid/big
raise players, overpaid/no raise players, and overpaid/big raise players) from 1989-
90 to 1990-91 using salary data from www.markerzone.com and statistical data from
www.hockey-reference.com
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Table B.4: Fully Specified Model

(1) (2) (3) (4) (5)
Goals Shots Assists +/- Adj. +/-

Underpaid/No Raise 10.35 31.08 5.835 -9.915 -26.10
(2.719) (13.47) (4.203) (7.878) (8.238)

Underpaid/Big Raise -0.626 -18.95 -5.504 9.151 15.28
(3.046) (9.495) (3.317) (4.898) (5.383)

Overpaid/No Raise -0.0997 1.246 -2.205 16.40 18.71
(3.950) (23.35) (7.660) (4.588) (14.83)

Overpaid/Big Raise 3.254 44.52 11.92 6.575 -8.600
(3.386) (30.26) (7.924) (6.475) (15.23)

Observations 362 362 362 362 362

Note: This table displays regression coefficients comparing changes in statistical
output for the four different groups from 1989-90 to 1990-91 after using the fully
specified predictive model, using salary data from www.markerzone.com and statis-
tical data from www.hockey-reference.com
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Tables D.4 and D.5 re-estimate the baseline model from Equation 1, but with the threshold changed

to 15% and 25%, respectively. Changing the threshold to 15% causes seven players to move from

UN to UR and 11 players to move from ON to OR. In Table D.5, the estimate on the UN group’s

adjusted plus-minus is slightly smaller, but it remains large and significant at .01. Changing the

threshold to 25%, on the other hand, causes 15 players to move from UR to UN and 10 players to

move from OR to ON. With a larger shakeup happening with this change, it’s unsurprising that

the coefficients changed more in this specification, though the important relationships still hold.

UN players had a decline in adjusted plus-minus and increases in both goals and shots, though

now the goals coefficient is slightly smaller and has a p-value of .07. Players in the UN group still

clearly had increasing offense and declining defense, as in the baseline model.

Table B.5: Robustness Check - 15% Threshold

(1) (2) (3) (4) (5)
Goals Shots Assists +/- Adj. +/-

Underpaid/No Raise 10.27 21.78 4.655 -5.038 -19.97
(2.821) (13.95) (4.717) (7.229) (6.716)

Underpaid/Big Raise -0.0170 -13.97 -4.419 6.480 10.92
(2.998) (9.194) (3.136) (4.751) (5.956)

Overpaid/No Raise -1.194 -4.223 -3.552 13.89 18.63
(3.631) (22.06) (7.464) (6.120) (15.46)

Overpaid/Big Raise 4.583 44.98 11.78 13.56 -2.798
(3.115) (27.36) (7.302) (8.903) (15.19)

Observations 362 362 362 362 362

Note: This table displays regression coefficients comparing changes in statistical
output for the four different groups from 1989-90 to 1990-91 after using a 15%
threshold for whether or not a player received a raise, using salary data from
www.markerzone.com and statistical data from www.hockey-reference.com

Another concern is that because Wayne Gretzky and Mario Lemieux are both outliers in

the 1990 salary distribution, they may be influential in predicting the parameters used in the lasso

model. Because they are both famously talented attacking players, this could place too much weight

on the offensive categories. To deal with this, I drop these two before running the lasso model and

re-estimate Equation 1, with results displayed in Table D.6.
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Table B.6: Robustness Check - 25% Threshold

(1) (2) (3) (4) (5)
Goals Shots Assists +/- Adj. +/-

Underpaid/No Raise 7.544 30.66 2.967 -7.089 -17.60
(3.801) (11.55) (4.656) (8.780) (8.270)

Underpaid/Big Raise -0.0265 -25.68 -4.962 9.747 14.74
(2.963) (9.536) (3.448) (5.470) (5.474)

Overpaid/No Raise 0.968 6.028 -1.866 15.55 16.45
(4.141) (25.52) (7.404) (4.505) (14.74)

Overpaid/Big Raise -0.433 32.52 11.53 6.404 -4.695
(2.541) (17.93) (7.237) (6.986) (12.30)

Observations 362 362 362 362 362

Note: This table displays regression coefficients comparing changes in statistical
output for the four different groups from 1989-90 to 1990-91 after using a 25%
threshold for whether or not a player received a raise, using salary data from
www.markerzone.com and statistical data from www.hockey-reference.com

Table B.7: Robustness Check - Dropping Gretzky and Lemiuex

(1) (2) (3) (4) (5)
Goals Shots Assists +/- Adj. +/-

Underpaid/No Raise 11.34 39.10 8.638 -11.20 -31.17
(3.236) (15.58) (5.431) (7.764) (8.393)

Underpaid/Big Raise 0.248 -11.13 -3.238 7.839 10.83
(3.252) (10.28) (2.726) (5.102) (4.686)

Overpaid/No Raise 2.344 20.98 4.107 14.47 8.016
(2.918) (15.41) (4.195) (4.820) (7.503)

Overpaid/Big Raise 2.928 52.96 9.482 3.707 -8.703
(3.799) (30.43) (9.318) (6.093) (16.29)

Observations 360 360 360 360 360

Note: This table displays regression coefficients comparing changes in statistical
output for the four different groups from 1989-90 to 1990-91 after dropping Wayne
Gretzky and Mario Lemiuex from the predictive regression, using salary data from
www.markerzone.com and statistical data from www.hockey-reference.com
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If anything, the main results are actually strengthened by this change. The lasso model still

finds plus-minus to be an insignificant predictor of salary and shots and the goals-assists interaction

are both positive, though now the interaction term is only borderline significant, with a p-value

of .112. The shots term, however, is positive and significant at .0001, while the p-value on plus-

minus is .835. Looking at Table D.5, none of the key results are changed, and almost all of them are

greater in magnitude and significance. The difference in plus-minus between the UN and UR groups

is now over 19, with a p-value on the difference between the two estimates of .031. If Gretzky and

Lemieux’s presence in the lasso model is biasing the estimates from section 5 at all, it is actually

biasing them towards zero.

B.3.1 Influential Observations - Manual Row Deletion Analysis

Another serious concern is that these results may be sensitive to influential observations. [58]

point out that the main findings of many important studies in recent years can lose significance by

dropping less than 1% of observations. Because the main findings of this paper depend on the 86

players in the UN group, it could be that a few influential observations are driving the results. In

order to address this, I implement the Manual Row Deletion Analysis strategy introduced in [189].

To test a model’s sensitivity to j influential observations, MRDA runs iterative simulations

which randomly drop different combinations of j obervations and then run the model. With a

small enough sample size, like in this model with only 86 observations in the UN group, MRDA can

iterate through all possible combinations of j observations when j is sufficiently small. A model

that is robust to influential observations should have results of the same sign and significance as

the original model in every iteration.

I test whether the main results of the previous section are sensitive to the exclusion of

j = 1, 2, 3 observations from the UN group. Testing for j influential observations is akin to running

n!
k!(n−k)! regressions, where n = 86 and k = n − j. Therefore, testing j = 1 requires 86 iterations,

j = 2 requires 3,655 iterations, j = 3 requires 102,340 iterations. I run the regression with both

goals and adjusted plus-minus on the left-hand side to see whether the sign or significance of either
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changes when certain observations are dropped. When j = 1, the coefficient on goals is between

9.6 and 12.3 in each of the 86 iterations, while the smallest t-statistic is 3.28 (p-value = .0011). For

adjusted plus-minus, the coefficient is always between -24.6 and -30.7, with the smallest t-statistic

(in magnitude) being -2.6 (p-value = .0097). When j = 2, the coefficient on goals is always between

7.6 and 12.9, with the smallest t-statistic being 2.34 (p-value = 0.0198), while the coefficient on

adjusted plus-minus is always between -22.7 and -34.3, with the smallest t-statistic being -2.47

(p-value = 0.0140). Finally, when j = 3, the coefficient on goals is between 6.4 and 13.7 with the

smallest t-statistic being 2.12 (p-value = .0347), while the coefficient on adjusted plus-minus is

always between -21.1 and -38.1, with the smallest t-statistic being -2.24 (p-value = .0257). This

means that even dropping the three most influential observations, which represents 3.5% of the

entire UN group, both of the key findings of the paper remain significant at 5%. The distributions

of the parameter estimates and t-statistics for both goals and plus-minus when j = 3 are displayed

in Figure B.1

B.4 Individual Outcomes After Disclosure

In order to address whether the behavior shifts outlined in Section 4 did indeed result in

increased salaries, Figure B.2 which tracks each group and analyzes whether they returned to

play again the following season, whether they received a raise, and what the average raise was,

conditional on receiving one. The top left panel of the figure tracks the size of each group over

time. For example, the points at 1990 illustrate the number of players who were deemed to have

been underpaid in the 1989-90 season and who did not receive a raise in the summer of 1990. For

the most part these groups are relatively stable over time, with the exception of what took place

surrounding the lockout of 1994-95. Basically, almost no one received a raise going into 1994-95,

which is why the underpaid/no raise and overpaid/no raise groups are so large in this season. Then,

after the dispute was settled, virtually everyone got a raise in the summer of 1995, so the size of

the raise vs. no raise groups flips. Other than this, the relative sizes of the groups is stable over

the course of the decade. The top right graph in the figure looks at what percentage of each group
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returns to play again in the following season after being sorted into each group. For example,

the points at 1990 show that just under 80% of the players deemed to be underpaid/no raise or

overpaid/no raise going into the 1990-91 season returned to play again in 1991-92. One concern

would be that maybe the coaches noticed the behavior change and cut the players who switched

to playing more offense, but that doesn’t appear to be the case. In general, players are more likely

to return if they just received a raise, but that is unsurprising because receiving a raise is evidence

that the team values them and wants them to continue. The two groups which do not receive a

raise track relatively closely over time. The outlier in 1995 where all of the underpaid/no raise

players returned is because there were only two players in that group in 1995 because the vast

majority of players received raises post lockout.

The bottom left graph in the figure displays the likelihood of receiving a raise in the following

season, conditional on being sorted into each group. This indicates that, among the underpaid/no

raise players in the summer of 1990, roughly 60% of these players received a raise after the 1990-

91 season. Underpaid/no raise players are the most likely to receive a raise in any given season,

which is unsurprising. Finally, the bottom right graph displays the average percentage raise by

group, conditional on having received a raise. Here, the underpaid/no raise players in 1990 stand

out, as they received an average raise of 186%. This is the largest average raise for any year,

excluding 1995 where only two players were in the UN group. There is a large decline in the

size of the raises received by UN players in the following season, even though the other groups

received roughly similar raises. After this, the trends in the UN group roughly track the rest of

the market, with increasing raises in the early 90s which level off and eventually decline. Overall,

this figure suggests that being in the underpaid/no raise group in 1990 did not materially affect the

likelihood of returning to play again the following season, or the likelihood of receiving a raise, but

the underpaid/no raise players do appear to have gotten larger than average raises, conditional on

having received one.



165

Still, this doesn’t fully answer the question of whether it was the behavior shift from defense

to offense which directly led to these large raises. To get a better idea of this, I have created

a measure of the magnitude of the individual’s behavior change, calculated by multiplying their

change in goals by the negative of their change in adjusted plus-minus. Players who scored more

goals but let many more in will have a large, positive value for this variable. I then regress whether

or not a player returned in the following season, whether they got a raise and the size of their raise

on this behavior change variable, both for everyone in the league and for the underpaid/no raise

players specifically, for each season from 1990-2000. Results are reported in Figure B.3. For the

underpaid/no raise players, shifting effort from defense to offense does not appear to have impacted

whether they returned to play again the next season, but it is associated with an increased likelihood

in getting a raise and with larger raises in the first few seasons after salary disclosure. Results are

qualitatively similar across the entire league, though with smaller effect sizes. In the years just

after salary disclosure, it does appear that shifting from defense to offense led underpaid players

to be more likely to receive any raise, and to increase the size of the raise they received. In both

cases, the coefficient on the behavior change variable in the season directly after salary disclosure

is the largest in the 11 year window.
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Figure B.1: MRDA - Distributions of Coefficient Estimates and Test Statistics

Note: This figure displays distributions of parameter estimates and t-statistics on goals and adjusted plus-minus after

dropping every possible combination of three players from the UN group, using salary data from markerzone.com

and statistical data from hockey-reference.com
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Figure B.2: Tracking Player Outcomes by Group, 1990-2000

Note: This figure tracks several outcomes, broken out by which group players are assigned to in a given year. The

top right panel of the figure tracks the size of each group over time. The points at 1990 illustrate the number of

players who were deemed to have been underpaid in the 1989-90 season and who did not receive a raise in the

summer of 1990. The top right graph in the figure looks at what percentage of each group returned to play again

in the following season. The points at 1990 show that just under 80% of the players deemed to be underpaid/no

raise or overpaid/no raise going into the 1990-91 season returned to play again in 1991-92. The bottom left graph in

the figure displays the likelihood of receiving a raise in the following season, conditional on being sorted into each

group. This indicates that, among the underpaid/no raise players in the summer of 1990, roughly 60% of these

players received a raise after the 1990-91 season. Underpaid/no raise players are the most likely to receive a raise

in any given season, which is perhaps unsurprising. Finally, the bottom right graph displays the average percentage

raise by group, conditional on having received a raise. Here, the underpaid/no raise players in 1990 stand out, as

they received an average raise of 186%.
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Figure B.3: The Effect of Shifting Effort from Defense to Offense on Player Outcomes, 1990-2000

Note: This figure displays coefficient estimates from regressions which measure the association between shifting

effort from defense to offense and 1) whether or not the player returned to play again the following season, 2)

whether or not they received a raise after shifting their behavior, and 3) the magnitude of the raise they received,

conditional on having received one.



Appendix C

Appendix for Chapter 3 - Do Sugar-Sweetened Beverage Taxes Improve Public

Health for High School Aged Adolescents

C.1 Choice of Control Groups

The baseline group, C1, includes Brooklyn, Queens, the Bronx, and Los Angeles. Just 98

miles separate New York City from Philadelphia, and New York has tried and failed to implement

a soda tax on multiple occasions ([64]), which means residents are likely to be aware of the harmful

effects of SSB consumption. Of the five boroughs of New York City, these three are also most

similar to Philadelphia in income and demographic makeup. According to the US Census Bureau,

Philadelphia is 44.8% white, compared with 43.7% for Brooklyn, 42.7% for Queens, 29.9% for the

Bronx. Manhattan and Staten Island both have much larger white populations, at 58.9% and

65.8%, respectively. Additionally, the median income in Philadelphia is $26,200 compared with

$22,200 for the Bronx, $31,400 for Brooklyn, and $31,900 for Queens. The other two boroughs,

Manhattan and Staten Island, have median incomes of $51,000 and $39,800, respectively.

Similarly, Los Angeles is 52.1% white, compared with San Francisco (52.8%) and Oakland

(35.5%), while San Diego has a much larger white population at 65.1%. A statewide soda tax has

been under debate in California for several years, though Governor Jerry Brown put a moratorium

on new local taxes in 20181 , which suggests that residents of California are all likely familiar with

these taxes and are aware of the potential harmful effects of SSB consumption. After searching for

newspaper articles in each of the Florida cities about proposed soda taxes, I was only able to find

1 [2]
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anything related to the issue in Jacksonville, where a local CBS affiliate discussed the merits of a

potential tax2 , and Orlando, where an op-ed in the Orlando Sentinel written by the CEO of the

American Beverage Association claimed that SSB taxes are costly to consumers without making

people healthier3 . For all of these reasons, I include Brooklyn, Queens, the Bronx and Los Angeles

in C1, and then add Staten Island, Manhattan and San Diego in C2. Finally, I add the four Florida

districts4 in C3. Summary statistics on a range of outcomes possibly related to SSB consumption

are reported in Table 3.1, which confirms that C1 is the most similar group to the treated group.

For 11 of the 14 variables, equality of means cannot be rejected between the treated group and C1.

Only the % of the sample which is Hispanic, the % which is Asian and the age of the respondent

can be rejected at 5% for C1. Importantly, both race/ethnicity and age are controlled for in every

specification in this paper. For C2, mean equality for six of the 14 variables can be rejected at 5%,

while for C3 eight of the 14 can be rejected at 5%, suggesting that the choice of control groups is

reasonable.

C.2 Appendix Tables

Table C.1: Sugar-Sweetened Beverage Taxes in the United States

City Approval Date Effective Date Cents per Oz. Diet Drinks Taxed?
Berkeley Nov. 2014 Jan 1, 2015 1 No

Philadelphia June 2016 Jan 1, 2017 1.5 Yes
Oakland Nov. 2016 July 1, 2017 1 No
Albany Nov. 2016 April 1, 2017 1 No

San Francisco Nov. 2016 Jan. 1, 2018 1 No
Boulder Nov. 2016 July 1, 2017 2 No
Seattle June 2017 Jan. 1, 2018 1.75 No

2 [1]
3 [237]
4 Orlando, Jacksonville, Fort Lauderdale and Palm Beach
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Table C.2: Census Demographics for Cities Included in YRBSS Sample

City % White % Black % Asian % Hispanic % Per Capita Income
Philadelphia 44.8% 43.6% 7.8% 15.2% $29,644
Brooklyn 49.8% 33.8% 12.7% 18.9% $36,295
Bronx 44.7% 43.6% 4.6% 56.4% $22,749
Queens 47.8% 20.7% 26.9% 28.2% $33,626

Staten Island 74.5% 11.6% 10.9% 18.6% $38,096
Manhattan 64.6% 17.8% 12.8% 25.6% $78,771

San Francisco 52.8% 5.6% 36.0% 15.2% $72,041
Los Angeles 48.9% 8.8% 11.8% 48.1% $37,143
San Diego 62.0% 6.1% 17.3% 30.1% $43,090
Oakland 34.4% 22.7% 15.8% 27.0% $46,407
Orlando 68.0% 22.8% 5.7% 32.7% $31,409

Jacksonville 60.6% 30.8% 5.0% 10.5% $32,233
Palm Beach 74.6% 19.8% 2.9% 23.4% $40,957

Ft. Lauderdale 63.1% 30.2% 3.9% 31.1% $34,063
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