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ABSTRACT 

Scheuerman, Morgan Klaus (Ph.D., Information Science) 

Envisioning Identity: The Social Production of Computer Vision  

Dissertation directed by Dr. Jed R. Brubaker 

 
Computer vision technologies have been increasingly scrutinized in recent years for their propensity to 

cause harm. Computer vision systems designed to interpret visual data about humans for various tasks 

are perceived as particularly high risk. Broadly, the harms of computer vision focus on demographic 

biases (favoring one group over another) and categorical injustices (through erasure, stereotyping, or 

problematic labels). Prior work has focused on both uncovering these harms and mitigating them, 

through, for example, better dataset collection practices and guidelines for more contextual data labeling. 

This research has largely focused on understanding discrete computer vision artifacts, such as datasets 

or model outputs, and their implications for specific identity groups or for privacy. There is opportunity to 

further understand how human identity is embedded into computer vision not only across these artifacts, 

but also across the network of human workers who shape computer vision systems.  

This dissertation focuses on understanding how human identity is conceptualized across two 

different “layers” of computer vision: (1) at the artifact layer, where the classification ontology is deployed, 

in the form of datasets and model inputs and outputs; and (2) at the development layer, where social 

decisions are made about how to implement models and annotations by traditional tech workers. 

Specifically, I examine how identity is represented in artifacts and how those representations are derived 

from human workers. I demonstrate how human workers rely on their own subjective positionalities—the 

worldviews they hold as a result of their own identities and experiences. 

I present six studies that identify the subjectivity of computer vision. Three studies focus on 

artifacts, both model outputs and datasets, to discuss how identity is currently implemented and how that 

implementation is embedded with specific disciplinary values that often clash with more sociocultural 

lenses on identity. The fourth and fifth studies focus on how human workers shape these artifacts. 
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Through interviews with both traditional tech workers (like engineers and data scientists) and contingent 

data workers (who apply requirements given to them by traditional tech workers), I uncover how the 

positionality of human actors shapes identity in computer vision. Finally, in the sixth study, I examine how 

power operates between these two types of workers, traditional tech workers and data workers. Identity, 

as a concept, is treated as an infrastructure for which to build products. Workers attempt to uncover some 

underlying truth about identity and capture it in technical systems. However, in reality, workers reference 

the nebulous and intangible concept of identity to implement their own positional perspectives. I 

demonstrate that traditional tech workers have a positional power in the development of identity in 

computer vision; traditional worker positionalities are viewed as expert perspectives to be solidified into 

artifacts. Meanwhile, data worker positionalities are viewed as risks to the quality and trustworthiness of 

those artifacts. Thus, traditional tech workers attempt to control data worker positionalities, instilling in 

data workers their own positional perspectives. 

By synthesizing insights from these six studies, this dissertation contributes a theory on identity in 

developing technical artifacts. I argue that identity concepts in the process of computer vision 

development move from open—filled with nuance, complexity, history, and opportunity—to closed—

narrowly defined and embedded into artifacts that are deployed to reify a specific worldview of identity. I 

describe how workers pull from the intangible meta-concept of “Identity” to shape, through the process of 

development, specific Attributes to embed into technologies. I show how workers transform these 

Attributes through the development process into narrower and narrower definitions. These definitions of 

identity thus become Technical Attributes, highly specific implementations of identity which are no longer 

malleable to different perspectives. 
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1 
INTRODUCTION 

 
Identity, the qualities that define each individual, is salient to every aspect of the human experience. 

Identity can be theorized in a myriad of ways and is often viewed as a culmination of both the mind and 

the body. Internal invisible identities are often construed as one’s own perception of the individual self, 

who a person believes they are on an individual level (e.g., Chalmers, 1996; Descartes, 1993; Locke, 

1689). Such conceptions of the self might also tie to interpersonal connections, identities tied to some 

collective group or social roles, which might include concepts like family roles, professional roles, or a 

member of a specific academic discipline (Hogg, 2016). Both individual and collective, sociocultural 

identities—such as gender, race, ethnicity, sexuality, religion, and class—entangle to shape how humans 

relate to themselves and others, on an individual interpersonal level and on a broader societal scale. In 

particular, visible identities, such as race and gender, where identity is tied to and often inscribed onto the 

body, influence one’s sense of self and how that self relates to the world (Alcoff, 2006). The worldview 

that one develops as a result of this intricate web of identities is often called subjective positionality—how 

the position a subject occupies in the world shapes their experiences and perspectives, and thus 

decision-making processes and agency that subject may have access to in specific contexts (Anthias, 

2008; da Silva & Webster, 2018; Merriam et al., 2001).  

Despite the perspective that they are visible, sociocultural identities are fluid, changing both 

temporally and culturally (Lamont, 2001). Yet, sociocultural identities are often naturalized or calcified 

within specific times and contexts (Reicher, 2004). For example, perspectives on race in the United 

States have changed significantly over time (Alim et al., 2016). Further, sociocultural identities are often 

highly consequential: racism, cissexism, and misogyny operate at intrapersonal, interpersonal, 

institutional, and structural levels (Pincus, 2019; Risman, 2018). Sociocultural identities operate as 
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technologies themselves, tools from which to derive and assign meaning and agency (Coleman, 2009; 

Sheth, 2009). As technologies of classification, sociocultural identity attributes, like race and gender, are 

commonly used as variables in a variety of technical systems. From the U.S. Census (Rodriguez, 2001) 

to Facebook (Bivens & Haimson, 2016), we see technical representations of these identities everywhere. 

Seemingly stable systems of identity classification have been critiqued across a number of domains, from 

library cataloging (Roberto, 2011) to government identification (Gehi & Arkles, 2007), for portraying 

politicized values as neutral, natural, or inflexible.  

With the growing momentum of machine learning, a branch of artificial intelligence aimed at 

learning patterns from prior data, identity has become a crucial topic in computing. While identity has 

always been crucial to interface design (e.g., Haimson & Hoffmann, 2016), machine learning methods 

present unique challenges due to the use of historical data to drive decisions about identity-specific tasks 

at a massive scale. In particular, the domain of computer vision (CV), a subset of machine learning for 

visual pattern recognition, regularly utilizes subjective identity characteristics—from sociocultural identities 

like race and gender to internal characteristics like emotion and intelligence—in both academic research 

and commercial application. From facial analysis techniques for classifying the race and gender of human 

faces (Fu et al., 2014; Ng et al., 2015) to auto-captioning images with racialized and gendered concepts 

(Barlas et al., 2019; J. L. P. Díaz et al., 2020), to more subtly using demographic information in data to 

make decisions (Eubanks, 2018; Klare et al., 2012; Richardson et al., 2019; Vayena et al., 2018), 

computer vision regularly intersects with human identity.  

The use of human identity characteristics in both the inputs (the training data) and the outputs 

(the inferences) of computer vision have been increasingly scrutinized by computing researchers (e.g., 

Hamidi et al., 2018; Keyes, 2018; Raji et al., 2020). Race and gender have become two of the largest 

concerns regarding bias in machine learning fairness literature—particularly, how systems are biased 

against certain races and genders (Agüera y Arcas, 2017; Klare et al., 2012; Ngan & Grother, 2015) and 

how to mitigate those biases (Buolamwini & Gebru, 2018; Gong et al., 2019; T. Wang et al., 2019).  

These concerns include bias in the databases used to train and evaluate machine learning algorithms 

(e.g., Danks & London, 2017; Mehrabi et al., 2019; Tommasi et al., 2017) and biases in the outcomes that 

might arise from numerous areas of the pipeline post-training (Suresh & Guttag, 2019). Sample selection 
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bias—bias resulting from what subjects are included in a database—is a known issue in machine learning 

datasets (e.g., Mehrabi et al., 2019; Torralba & Efros, 2011), leading computer scientists to try to mitigate 

it using various methods. For example, scholars have proposed algorithmic methods for both “undoing” 

dataset bias in existing biased datasets (e.g., Khosla et al., 2012) and for creating “unbiased” models 

using biased data (e.g., Kamiran & Calders, 2009). 

Much of the current research on ethics in computer vision has focused on technical artifacts—the 

datasets (e.g., Peng et al., 2021), the documentation (e.g., Miceli et al., 2020), and the models (e.g., 

Barredo Arrieta et al., 2020). Beyond bias measurement and mitigation strategies, interdisciplinary 

researchers are also conducting more critical analyses of identity in computer vision. Concern for using 

predictive modeling that might implicitly or explicitly result in systemic racial and gender discrimination 

and ableist assumptions about emotions and innate characters has led to escalating discussions on the 

very morality of facial analysis use cases (e.g., Bacchini & Lorusso, 2019; Marciano, 2019; Wevers, 

2018). There has been less research on the actual work processes and positionalities of those involved in 

shaping computer vision, resulting in obscurity about the role of human subjectivity in defining identity in 

computer vision. One reason for this lack of research may be the challenges of accessing industry tech 

workers, which I will discuss in detail in my methods. Beyond the specific field of computer vision, 

Holstein et al. identified numerous challenges that traditional tech workers1 face when trying to implement 

machine learning fairness, such as a lack of fairness auditing resources and presumed biases of humans 

involved in the processes (Holstein et al., 2019). Madaio et al. similarly identify the subjective challenges 

of AI fairness workers, such as which demographic groups to focus on and how to evaluate bias (Madaio 

et al., 2020). Gray and Suri highlight the unfair work practices that gig workers2—or, as they coin, ghost 

workers—face (Gray & Siddharth, 2019). In terms of work practices around computer vision, in the case 

of either traditional tech workers or data workers3, Miceli et al. highlight the power that traditional tech 

workers enact over the data annotation process (Miceli et al., 2020; Miceli & Posada, 2021). Not only do 

 
1 E.g., engineers, ethicists, researchers, etc. working in “high tech,” focused on computing 
 
2 Workers hired for short term work on online platforms, many of which contribute to machine learning datasets 
 
3 Often “gig workers” who work on short term contracts, or “gigs” (Vallas & Schor, 2020) 
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traditional tech workers define the taxonomies underlying data labeling in ways that reflect their own 

specific worldviews regardless of the cultural site of data annotation (Miceli & Posada, 2021), annotators 

regularly view traditional tech workers as having more expertise and knowledge than themselves, and 

therefore do not question labeling guidelines (Miceli et al., 2020).  

Such prior work on data workers has highlighted a need to better understand the role of workers, 

including both traditional tech workers and data workers, in shaping the subjective outcomes of machine 

learning, including computer vision. It is critical to understand the social production of computer vision 

artifacts by examining how the positionalities of tech workers in the many roles across the computer 

vision development pipeline embed their values and perspectives into them. Thus, in this dissertation, I 

plan to more deeply explore how identity is embedded into computer vision and how the humans involved 

in the processes of computer vision development shape these identity-based outcomes in computer 

vision systems. The following research questions guided the work in this dissertation: 

 How is identity embedded into computer vision and what does that communicate about 

the values of the field? 

 How do industry professionals working on computer vision pipelines make decisions 

about incorporating human identity into computer vision systems? 

 How do individuals’ positionality impact the way they do their work and how does that 

influence the outcomes of computer vision models? 

 What are the relationships that shape and constrain workers when developing computer 

vision models? 

To answer these questions, I present a series of interconnected studies focused on examining how 

human identity characteristics are operationalized for computer vision across multiple layers of human 

and computer actors. All of the work presented in this dissertation is guided by an Interpretivist 

methodology, regardless of the methods employed in each study. Given that I will argue that identity in 

computer vision is constructed through the positionality of workers, I adopt an Interpretivist lens which 

proposes a multidimensional worldview that is shaped by human agency, experiences, and perceptions 

(Mackenzie & Knipe, 2006). 
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I argue that identity in computer vision systems is conceptualized across two infrastructural layers: (1) 

the artifact layer, where the classification ontology is deployed; and (2) the development layer, where 

social decisions are made about how to implement the classification ontology via models and 

annotations. The way identity is conceptualized across these two layers reflects a diverse web of 

positional approaches, synthesizing personal, community, and societal values. My dissertation presents 

research in these two areas:  

Artifacts. I present work on what computer vision artifacts communicate about identity. I show that 

identity—like race and gender—is presented in computer vision artifacts as obvious, static, and apolitical; 

it is presented as truth. In this presentation, computer vision actively marginalizes and erases identities 

that do not fit into the narrow definitions embedded into datasets and models. The current status quo of 

commercial facial analysis technologies cannot contend with either binary transgender faces or non-

binary faces—misgendering transgender individuals while erasing non-binary genders by forcing them 

into a binary classification system. I also show that examining artifact documentation communicates the 

implicit values of their designers. While artifacts are presented as objective and neutral, attending to 

artifacts—how they are constructed and how they fail for certain identities—reveals the underlying 

subjectivity of identity. The disciplinary values embedded into current computer vision practices insinuate 

a devaluing of human positionality and place data work—work to collect and label data for use to train 

computer vision, a core necessity of the field—as less important than model work, engineering and tuning 

the models. 

Development. I examine the subjective practices of developing computer vision artifacts. I analyze 

how the positionality, in terms of experiences, cultures, identities, and worldviews, of humans—from 

engineers building out models to annotators contracted to label image data—subjectively shape the 

outcomes of identity in computer vision systems. I demonstrate how both traditional tech workers and 

data workers embed their own positional perspectives into identity concepts for computer vision artifacts. 

Traditional tech worker positionalities are shaped by the context of the companies they work in and their 

negotiations with their fellow workers. Meanwhile, data worker positionalities often reflect their exposure 

or lack thereof to certain types of identities. In both workers, positional gaps during development result in 

unforeseen and undesirable outcomes for computer vision artifacts. Further, traditional tech workers and 
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data workers have different levels of positional power in defining identity, and thus traditional worker 

approaches are prioritized over data worker approaches.  

In this dissertation, I present my work in two parts as determined by these two areas, Artifacts and 

Development. In Part One: Artifacts, I describe how identity has been historically implemented in both 

datasets and models. However, examining artifacts raises underlying questions about how identity has 

become historically implemented in specific ways. In Part Two: Development, I show how different 

workers attend to identity during the development of computer vision artifacts. This work attends to the 

open questions about how and why identity in artifacts has been designed the way it historically has 

been. The two parts of this dissertation, taken together, illuminate how identity permeates every aspect of 

computer vision. 

 

  



  

 

7 
 

Study Summary Publication (As Applicable) Chapter 

Content analysis of race and 
gender labels in computer vision 
image datasets focused on 
understanding how race and 
gender are represented, what 
sources are used to define them, 
and how they are annotated  

Morgan Klaus Scheuerman, Kandrea Wade, Caitlin 
Lustig, and Jed R. Brubaker. 2020. How We’ve Taught 
Algorithms to See Identity: Constructing Race and Gender 
in Image Databases for Facial Analysis. Proc. ACM Hum.-
Comput. Interact. 4, CSCW1, Article 58 (May 2020), 35 
pages. https://doi.org/10.1145/3392866 

3. How identity 
shows up in 
datasets 

Audit of 5 commercial computer 
vision services’ gender 
classification and image labeling 
models focused on 
understanding how diverse 
genders are classified and 
labeled  

Morgan Klaus Scheuerman, Jacob M. Paul, and Jed R. 
Brubaker. 2019. How Computers See Gender: An 
Evaluation of Gender Classification in Commercial Facial 
Analysis Services. Proc. ACM Hum.-Comput. Interact. 3, 
CSCW, Article 144 (November 2019), 33 pages. 
https://doi.org/10.1145/3359246 

4. How identity 
shows up in 
models 

Content analysis of computer 
vision datasets with attention to 
how specific values are 
communicated through 
documentation 

Morgan Klaus Scheuerman, Alex Hanna, and Emily 
Denton. 2021. Do Datasets Have Politics? Disciplinary 
Values in Computer Vision Dataset Development. Proc. 
ACM Hum.-Comput. Interact. 5, CSCW2, Article 317 
(October 2021), 37 pages. 
https://doi.org/10.1145/3476058 

5. How creator 
values are 
communicated 
through artifacts 

Interviews with 24 traditional 
tech workers about how they 
approach implementing identity 
concepts in computer vision 

N/A 7. How traditional 
workers 
implement identity 

Interviews with and observations 
of 27 data workers about how 
they approach collecting and 
annotating identity concepts for 
computer vision 

N/A 8. How data 
workers 
implement identity 

Analysis of how traditional tech 
workers and data workers both 
enact their positionalities in the 
development of computer vision 
with particular attention to power 

N/A 9. How work 
practices reflect 
power 

 
Table 1. A table describing each study in this dissertation.  
 

Together, the results from the six studies provide answers to the proposed research questions and 

demonstrate that identity is differentially embedded in three layers of computer vision. I provide computer 

vision developers and researchers with a more nuanced and complex perspective about identity—not 

only the implementation of identity categories in artifacts, but the role of positionality in shaping those 

categories and artifacts in the first place. My work assesses computer vision infrastructures, not just as 

sociotechnical systems, but as inherited and interconnected layers with the goal of understanding how 

they reference, leverage, and constrain one another. I connect the dots of positionality across the 
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computer vision pipeline, from traditional tech worker to data worker to the final product, both dataset and 

model.  

Based on all of these studies, I contribute a theoretical framework of identity development for 

technical artifacts. I argue that concepts of identity in technology development are increasingly 

constrained through the process of development. Identity moves from something that is open—nebulous, 

intangible, and multidimensional—to something that is closed—calcified, narrow, and one-dimensional. 

The contributions of this dissertation not only highlight how the positionality in the development layer 

shapes identity in the artifact layer, but showcase how identity is transformed from something open to 

something closed through the development process. 

Structure of the Dissertation 
This dissertation is organized into ten chapters. It is also organized into two parts. The first part of the 

dissertation covers Chapters 3-5 and focuses on identity in artifacts. The second half of the dissertation 

covers Chapters 6-9 and focuses on how identity is implemented through development. 

Following the current Introduction chapter, Chapter 2 provides an overview of background work 

central to this dissertation. First, I provide an introduction to computer vision, including its applications and 

approaches to documentation. Then, I provide literature on theorizing identity, including how identity is 

applied in technical artifacts, like computer vision. Finally, I review scholarship on how values and 

positionalities are instilled into artifacts by their human creators. 

Chapters 3, 4, and 5 all focus on how identity is represented in artifacts—fully developed 

computer vision datasets and models. Chapter 3 shows how identity, specifically race and gender, are 

conceptualized in computer vision datasets, the underlying data used to train computer vision models 

how to classify. It introduces the major problem underlying this dissertation: that identity can be 

conceptualized in numerous ways, and those ways are laden with social decisions. I describe how race 

and gender are often poorly documented, presented as static and apolitical, despite the sociohistorical 

reality of race and gender categories. 
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Chapter 4 focuses on how identity is classified by models. Specifically, it shows how gender is 

treated in commercial computer vision models and the consequences current representations of gender 

have for transgender and non-binary individuals. It proves how current approaches to identities like 

gender actively marginalize those who do not fit into the normative constructions of identity employed by 

model creators. 

Chapter 5 examines how artifacts like datasets actively reflect the implicit values of their creators. 

It describes how the authors of computer vision datasets value technical skills and misplaced notions of 

objectivity over social knowledge or experiences. This chapter explicitly discusses how the values of an 

artifact’s human creators reflect specific worldviews and beliefs. 

Chapters 6, 7, 8, and 9 focus on the development of artifacts, centering the humans involved in 

embedding identity into computer vision. Chapter 6 outlines the methods underlying the three studies 

presented in Chapters 7, 8, and 9. All of these chapters focus on the development of industrial-scale 

computer vision, rather than academic research (as demonstrated in Chapters 3 and 5). I chose to focus 

on industrial-scale computer vision to understand the work practices of those involved in products which 

will be deployed in the real world. 

Both Chapters 7 and 8 focus on examining the role of individual positionality in computer vision 

development practices. Positionality describes how an individual’s experiences, values, beliefs, and 

identity impact how they view the world. Chapter 7 focuses on the role of traditional tech workers, like 

engineers, data scientists, and researchers, while Chapter 8 focuses on the role of data workers, like data 

collectors and annotators. Both chapters examine how different workers’ positionalities influence how 

identity is represented in computer vision artifacts. 

Chapter 9 then attends to the relationship between traditional tech worker positionality and data 

worker positionality. Specifically, it showcases how these two types of workers have different levels of 

power in applying their positionalities to computer vision data. Traditional tech workers are given more 

positional power, and thus able to shape identity outcomes in computer vision more acutely than data 

workers, whose positionalities are viewed as undesirable. 

Finally, in my concluding chapter, Chapter 10, I propose a theory based on my analysis of identity 

in both finalized artifacts and development practices. I argue that identity in technical artifacts reflects an 
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open-to-closed development model, where identity concepts become increasingly constrained through 

both the processes of development and the differential power of the actors involved in the process. 

Identity in technologies is always transformed into something calcified, rigid, and closed. 

Methodology of my Dissertation 
My dissertation includes six studies spanning the duration of my doctoral work—from 2019 to 

2023. In this section, I briefly describe the methodological underpinnings of my research in its entirety.  

I use mixed methods throughout my dissertation, ranging from algorithmic audits (Chapter 4) to 

content analyses (Chapters 3, 4, and 5) to interviews and ethnographic observations (Chapters 7, 8, and 

9). However, underlying these many methods, I adopt an overwhelmingly interpretivist orientation. Identity 

is complex, messy, socially constructed and historically meaningful, and thus, even when engaging with 

quantitative data, my approach to scientific “truth” is one that is multiply constructed and situationally 

meaningful. Specifically, I adopt a feminist epistemology focused on centering the socially meaningful and 

contextually situated “truths” of those most marginalized (E. Anderson, 1995). I take what Anderson calls 

a “value-laden inquiry” (E. Anderson, 1995), one which actively acknowledges and engages with both 

researcher and researched as significant actors in undercovering relevant and contextual truths.  

No researcher approaches a problem from nowhere, and thus my own positionality—just like that 

of my research subjects—has led me to specific questions, specific ways of interpreting, and specific 

conclusions. I will describe my methods as they pertain to individual studies throughout the rest of this 

dissertation. I describe my methods and positionality individually in Chapters 3, 4, and 5. Meanwhile, I 

describe my methods and positionality in Chapter 6 as it pertains to Chapters 7, 8, and 9. 

As Holloway suggests, good research involves good storytelling (Holloway & Biley, 2011). The 

work in this dissertation is not presented sequentially (either in terms of the order in which I conducted 

them or in the order in which development occurs), but rather, presented in the form of a “story.” I begin 

by presenting work on artifacts to ground readers in understanding how identity is actually represented in 

computer vision. I begin with datasets because understanding how identity is represented in the data 
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helps to understand how identity is represented in models. I present work on values in artifacts third 

because it begins to bridge the gaps between finished artifacts and development practices. 

I present work on development after work on artifacts because I desire readers to ask, much like I 

did: so how did we get here? Once readers understand the status quo of identity in artifacts, I then 

present work that uncovers how those artifacts were created, and the complexity of social practices that 

went into them. I showcase first how different workers shaped the artifacts presented in Chapters 3 

through 6. Then, I discuss how those workers aren’t equally represented in those constructions. 

My hope is that readers can understand the perspective, if not believe for themselves, that 

artifacts can be constructed differently, and that identity in computer vision is designed, not innate. In the 

following chapters, I will tease apart how identity is designed, and then consider how it can be designed 

radically differently. 
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2 
BACKGROUND 

 
The focus of this dissertation is on how the concept of “identity” becomes embedded into human-centric 

computer vision models and what those conceptualizations communicate about the values of industry 

practices. Given this focus, I present background on three broad areas of scholarship: (1) computer 

vision; (2) identity; and (3) values. 

In the background section on computer vision, I define computer vision technologies, including 

those specific to the analysis of human faces. In this section, I also briefly describe current concerns 

about issues of transparency and diversity in computer vision and how some scholars are attempting to 

address those concerns. The goal of this section is to provide the reader with a base understanding of the 

site of inquiry (computer vision) and why computer vision is a valuable domain for interrogating how 

identity becomes conceptualized and embedded into technical artifacts. 

A crucial aspect for how identity becomes embedded into computer vision is through the 

positionality of those developing it. Thus, in the following section on identity, I present three areas of 

scholarship for both explaining positionality and identity. The first is focused on social theories of identity, 

where scholars conceptualize the notion of human identity as something either invisible and internal or 

visible and external. Here, I describe how I approach identity in this dissertation, not as a search for some 

inherent source of identity but as a means of understanding how individuals enact positionality to classify 

the identities of others in computer vision work. Next, I describe how identity has been conceptualized in 

technical infrastructures, like databases for demography. The purpose of this subsection is to establish a 

background on current approaches in social computing to understanding identity. In the final subsection 

on identity, I describe how identity has been conceptualized in computer vision, specifically. I describe 

how computer vision technologies are currently conceptualizing human identity as visible and stable, and 

therefore classifiable. I also describe how FATE (fairness, accountability, transparency, and ethics) has 
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become a focus in computer vision due to differing perspectives and concerns about the current state of 

identity in computer vision. I use this subsection to provide a background of the current state of identity in 

computer vision and FATE, and also to highlight that my dissertation seeks to understand how the current 

state of identity shows up in computer vision. 

The final section focuses on values and how scientific practices and the resulting artifacts are 

laden with specific disciplinary values that reflect a specific sociocultural context. I describe how scholars 

have used documentation to understand scientific values in technical infrastructures, like databases, and 

how prior work on computer vision datasets have begun to unearth values around data collection and 

documentation practices. I use this section to surface the areas where values are embedded that I plan to 

focus on: in the artifacts themselves.  

Computer Vision 

Applications and Approaches 
Computer vision is a domain of machine learning focused on training computer systems to analyze 

patterns in visual data, like images and videos. Computer vision models might be trained to complete a 

variety of different tasks, such as recognizing specific objects (e.g., that there is a stop sign present in a 

live feed for autonomous vehicles), counting the number of objects (e.g., the number of plastic bottles in a 

garbage pile), or classifying types of objects (e.g., the type of clothing a person is wearing). Human-

centric computer vision refers to computer vision that centers humans, in terms of data and tasks. 

Human-centric computer vision might include data featuring whole human bodies, or portions of human 

bodies, such as the hands (e.g., for gesture recognition) or the face.  

The face is featured in the vast majority of human-centric computer vision systems and is often 

the site of inquiry and critique from those concerned about bias in computer vision. Computational facial 

analysis technologies, such as facial detection, recognition, and classification, first emerged in the 1960s 

but have rapidly advanced in the last decade (Bledsoe, 1964; Raviv, 2020). Such technologies are now 

embedded into everyday life in many countries across the globe. Facial recognition is commonly used in 

airports, by local police departments, and by government agencies, like the FBI and ICE in the United 
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States (Ghaffary & Molla, 2019). In everyday commercial activity, facial classification is often sold to 

businesses for determining demographic information about potential customers for targeted advertising 

(e.g., Kuligowski, 2019). Almost every large technology company in the United States—Google, 

Microsoft, IBM, Amazon—offers its customers access to a facial analysis service.  

Facial analysis technologies are built using a number of machine learning approaches (e.g., 

Gargesha & Panchanathan, 2002; Lien et al., 1998; Szlávik & Szirányi, 2004), generally to accomplish 

two goals: facial recognition and facial classification. Broadly, facial analysis systems work much like 

anthropometric measurements of facial features performed by human beings, but through automated, 

large-scale pattern recognition. Facial recognition, like other biometric technologies, attempts to match an 

individual’s identity to records in a database based on images of their face. Recognition is now used by 

social media platforms (e.g., Facebook’s tagging system (Narayanan, 2019), consumer electronics (e.g., 

iPhone’s Apple ID), and police departments (e.g., Valentino-DeVries, 2020). Facial classification, on the 

other hand, attempts to classify individuals according to categorical schemas. For example, the perceived 

gender (e.g., Ramey & Salichs, 2014; Rodríguez et al., 2017; Santarcangelo et al., 2015) or ethnicity 

(e.g., Gutta et al., 1998; Lu & Jain, 2004; Mansoor Roomi et al., 2011) of a face; whether the face is 

considered beautiful or not (e.g., Eisenthal et al., 2006; Whitehill & Movellan, 2008); and even what the 

face can tell us about a person’s criminality, sexuality, or intelligence (e.g., McFarland, 2016; Y. Wang & 

Kosinski, 2017; Wu & Zhang, 2016). Automated bodily analysis techniques work similarly but are focused 

on analyzing the entire body rather than solely the face. A simplified diagram of facial recognition and 

classification pipelines can be seen in Figure 1. 
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Figure 1. A diagram of facial analysis tasks: one branch represents facial recognition, the other facial 
classification. The diagram represents one simple approach; there are numerous other approaches 
developers might take, including using facial classification to aid facial recognition (e.g., Mahalingam & 
Kambhamettu, 2011). Figure originally published in Chapter 4 (Scheuerman et al., 2020). 

 
All automated analysis systems are premised on their data: the hundreds to thousands of images 

that are used to train the model to complete a specific task. For human-centric computer vision, this 

means data that features human beings. In the case of body detection tasks, these might be images of 

human beings annotated by bounding boxes or semantic polygons, highlighting the human shape to 

teach a system what a human looks like. In gesture recognition, this might be images of hands with joint 

annotations. In the case of facial detection tasks, images of faces are used to train a model to detect what 

sorts of patterns in an image equate to a human face. In the case of facial recognition tasks, the system is 

trained to distinguish an individual’s face from others in a database. The more diverse the images of a 

single individual available to the system to process, the more successful it should become at accurately 

recognizing that individual.  

Classification systems, on the other hand, are trained to recognize predefined features of a face 

or body. Such systems use these facial features to classify an individual in terms of specific demographic 

categories of interest, such as those associated with race or gender. To do so, (human) annotators 

assign categories to each image in the database, often with little explanation as to how they made their 

determination. More recently, however, efforts have been made in computer vision research to allow 

individuals in biometric datasets to self-identify their gender (Hazirbas et al., 2021). The model then reads 

those images to learn visual patterns in the data, such as what patterns are present in those images that 

are labeled as “female” by those annotators. A system then uses this information to classify new, 

previously unseen images.  
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Posterior to data collection, the images are often annotated, or labeled, with specific information 

that is then useful to facial analysis. Databases may be annotated differently depending on the task the 

database was intended to be used for. For example, some databases may be annotated with identifiable 

information for each individual person in an image, such as a name. Another may be annotated with 

characteristic information about an individual, such as their race or gender. Annotation may be done via a 

number of methods. Smaller databases may be annotated by the original creators, as can be seen in 

databases like Pilot Parliaments Benchmark (PPB) (Buolamwini & Gebru, 2018). Increasingly, databases 

are being annotated through crowdsourcing or by scraping associated image information on the web (Roh 

et al., 2019). 

I posit human-centric computer vision as a domain that offers unique insights into how identity is 

conceptualized and embedded into technical artifacts across a number of dimensions. Firstly, the 

artifacts—the datasets and the models—produced for human-centric computer vision tasks are inherently 

imbued with aspects of human identity, whether through explicit classification (e.g., demographics, 

emotions) or through efforts of diversification (e.g., collecting data from specific demographics). Secondly, 

given that these conceptualizations of identity are sociohistorical (as I will describe in more detail in 

Conceptualizing Identity), there is an opportunity to understand how they are conceptualized by the 

workers developing them. Thus, in this dissertation, human-centric computer vision is both an avenue for 

understanding identity in computer vision artifacts and the values those communicate and how the 

positionality of workers shapes those artifacts. 

Computer Vision Data Documentation 
Given the importance of computer vision datasets to model outputs, there has been increasing attention 

on the process of gathering and documenting computer vision data. A number of scholars have noted a 

lack of consistency in documenting data, which has also made it difficult to assess data gathering 

practices (e.g., Holland et al., 2018; Miceli et al., 2021; Paullada et al., 2021). Stemming in part from the 

lack of transparency of both the provenance and the contents of many machine learning datasets, several 

dataset documentation frameworks have been proposed in recent years. These different proposals have 

varied goals and stem from different academic communities, with many different monikers: datasheets, 



  

 

17 
 

data statements, dataset nutrition labels, and dataset requirement documents. However, they are united 

in understanding the different ways that dataset development can affect the outcomes of machine 

learning systems.  

Gebru et al. take the inspiration for their framework, datasheets for datasets, from datasheets in 

the electronics industry. The authors provide a long list of questions to ask of each dataset, including 

motivations, composition of the dataset, the data collection process, the preprocessing and labeling 

processes, and the use and distribution of the data (Gebru et al., 2021). Holland et al. remodel the 

nutritional label used to report information about the nutritional value of foods, and provide a web tool to 

facilitate the creation of data nutritional labels (Holland et al., 2018). Bender and Friedman propose a 

similar documentation method: data statements, which is documentation specifically geared towards 

natural language processing (NLP) datasets(Bender & Friedman, 2018). Drawing on value-sensitive 

design (Friedman, 1996), Bender and Friedman compel NLP data authors to include language variety, 

speaker and annotator characteristics (such as “presence of disordered speech,” “native language,” and 

“training in linguistics”), speech situation, text characteristics, and recording quality. Geiger et al., 

meanwhile, do not provide a formal diagnostic or checklist for the construction of dataset documentation 

but form one implicitly by analyzing a set of papers focused on social computing (Geiger et al., 2020). 

Coming from the tradition of structured content analysis from the social sciences (e.g., Krippendorff, 

2018), Geiger et al. code papers for several items, including whether the data used human annotation, if 

they had come from in-house or crowdsourced annotators, if the annotators were compensated, if they 

had training and if the instructions are available, if they used an interrater reliability metric, and if the 

dataset is available. They found that most of this information is not available for the datasets reported. 

Hutchinson et al. have proposed a data reporting framework that follows engineering principles of 

iteratively creating design, requirement, and maintenance documentation with the participation of many 

stakeholders across the data lifecycle (Hutchinson et al., 2021). Miceli et al. and Afzal et al. provide 

summarizations of different documentation frameworks’ defining characteristics (Afzal et al., 2021; Miceli 

et al., 2021).  

The above scholarship is primarily focused on improving the documentation practices for 

computer vision so that those practices can be replicated, understood, and scrutinized, ideally opening 
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doors to understanding data requirements and the technical components of collection and annotation. 

Scrutinizing the methods by which data was collected and annotated should help researchers better 

understand how the data being used might affect the outcomes of modeling decisions. However, the 

above scholarship is also largely focused on doing documentation, rather than studying how datasets, 

and other computer vision artifacts, are created. In its focus on producing documentation for computer 

vision artifacts, this approach to scholarship also focuses on specific types of documenting. Namely, facts 

about the process of creating artifacts, rather than the subjectivity of producing them. In this dissertation, I 

focus on human-centric computer vision as not only a set of artifacts—models and datasets—but as a set 

of value-laden practices shaped by the positionality of the tech workers developing them.  

Machine Learning in Industrial Contexts 
Building on the rich history of research on corporate settings in computing (e.g., Kogan & Muller, 2006; 

MacKay, 1999; Woolgar & Suchman, 1989), many scholars have begun to examine the practices of 

machine learning practitioners in corporate settings. For example, some have focused on current state-of-

the-art uses of machine learning in specific industries, like oil and gas (Pandey et al., 2020) and building 

(Hong et al., 2020). Paleyes et al. mapped the challenges to deploying machine learning products 

(Paleyes et al., 2022). Kumar et al. interviewed industry practitioners about practices for securing their 

machine learning assets, identifying a lack of established practices for dealing with security threats (R. S. 

S. Kumar et al., 2020). Such work focuses on the perspectives of industry stakeholders, to identify the 

barriers facing industrial machine learning and developing mechanisms and frameworks for improving 

development processes. As I will show in this dissertation, working directly with industry practitioners is a 

fruitful method for uncovering their practices and identifying unknown challenges. 

Given the power industry has over the AI landscape (L. Irani et al., 2019), it is unsurprising that 

scholars have also focused on the implications of corporate machine learning. Corporate models are not 

only more powerful than research models, given the economic power of big tech companies, they are 

also deployed in real world scenarios (e.g., Crawford & Schultz, 2019; Hawkins, 2017; Slota et al., 2020; 

Valentino-DeVries, 2020). Through examinations of these models, many researchers have discovered 

troubling outcomes. In particular, biases against certain groups have become a major area of concern. 
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For example, Buolamwini and Gebru famously uncovered bias against women with darker skin tones in 

corporate computer vision gender classification models (Buolamwini & Gebru, 2018). I similarly found 

biases against transgender and non-binary people in the same types of model (see Chapter 4). Noble 

critiqued Google’s search algorithm for reinforcing racist stereotypes in search results about Black girls 

and women (Noble, 2018). Chen et al. found that men had significantly improved results when it came to 

job rank in resume search engineers (Chen et al., 2018). Many other machine learning biases have also 

been discovered by users themselves, such as the notorious examples of Google Photos labeling Black 

faces as “gorillas” (Barr, 2015) and women’s resumes being passed over for men in Microsoft’s resume 

parsing system (Jeffrey Dastin, 2018). Beyond biased outcomes, issues of transparency (e.g., Ananny & 

Crawford, 2018), accountability (e.g., M. Khan & Hanna, 2022), and data rights (e.g., Contractor et al., 

2022) are at the forefront of conversations about industrial AI. 

In response to these concerns, companies have increased their focus on FATE (fairness, 

accountability, transparency, and ethics) for machine learning. Beyond simply building machine learning 

models and deploying them, companies have developed dedicated teams aimed at researching and 

developing fair machine learning methods. Representative of this trend are Google’s Responsible AI, 

Microsoft’s FATE, and IBM’s Trustworthy AI. As such, research on machine learning in corporate settings 

is also increasingly focused on the practices around ethics and fairness. For example, Holstein et al. 

identified the technical and organizational barriers preventing industry practitioners from effectively 

improving machine learning fairness (Holstein et al., 2019). Rakova et al. similarly identified constraints to 

enacting fairness initiatives, offering aspirational future processes to better enable effective initiatives 

(Rakova et al., 2021). Given the lack of trust in machine learning, Passi and Jackson conducted an 

ethnographic investigation of a large new media organization to understand how data scientists foster 

trust in applied data science in corporate settings (Passi & Jackson, 2018).  

However, perhaps due to issues of access to industry settings, particularly large company 

settings, research on fairness practices in companies is still sparse. The study at hand builds on the 

growing body of work focused on industrial level machine learning practices. However, rather than 

focusing solely on the concept of preventing bias or improving fairness in developed products, this work 
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focuses on how industry practitioners conceptualize identity characteristics for computer vision throughout 

the development lifecycle.  

Conceptualizing Identity 

Social Theories of Identity 
Identity is a complex phenomenon—so complex, that it has been theorized and re-theorized by scholars 

across a wide range of disciplines, from feminist theory (e.g., Butler, 1988) to philosophy (e.g., Alcoff, 

2006) to biomedical sciences (e.g., Repo, 2015). Scholars and theorists from diverse fields define identity 

in different, sometimes divergent ways. Identity can refer to an individual’s personal identity, their social 

identity, their professional identity, or their cultural identity. Governments often characterize identity as 

measurable, as in demography, the sociological study of populations (Veron et al., 2006)—though this too 

varies across different nations and cultures. Others focus on the multiplicity of ways complex human 

identities form, as seen in Erikson’s theory of psychosocial development (Erikson & Erikson, 1982) or in 

Marcia’s identity status theory (Marcia, 1966). Other theorists focus more acutely on the social 

constructions of identity defined through cultural discourse. For example, Judith Butler posits that gender 

exists as an inescapable yet socially constructed entity, upheld through discursive beliefs about how 

gender is and ought to be performed (Butler, 1988). Gender is not a fixed or biological category; rather, it 

is a performative act rooted in “social regulation and control” (Butler, 1988). Similarly, trans scholars such 

as Jack Halberstam have explored the nuances of masculinity and its construction in society, and how 

certain masculinities are socially and infrastructurally policed when they don’t ascribe to a gender binary 

(Halberstam, 1998). The multitude of theories, contrasting and overlapping, showcases that identity—

whether at the individual level of the self or the broader social level of communities and groups—cannot 

be collapsed into a single universal definition. Yet, as I will argue in Identity in Computer Vision and 

Machine Learning FATE, computer vision has largely attempted to collapse human identity into simplistic 

visual data representations. 

When considering identity in the context of computer vision, it is useful to consider how identity 

can be divided into two perspectives: the invisible and the visible. The invisible focuses on the individual 
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self in the form of the mind or human consciousness. Some scholars argue a mind-body dualism, often 

attributed to Descartes and called Cartesian dualism (Cunning, 2011). The mind-body dualism philosophy 

argues that the mind and body can be viewed as entirely separate and non-influential to one another. For 

example, early philosopher John Locke argued that one’s personal sense of self might belong to the 

“consciousness,” having nothing to do with visible physical embodiment (Locke, 1689). Modern 

philosophers have built off early theories of mind-body dualism to argue, for example, that human 

consciousness is so separate from the human body, that it is autonomous of physical properties 

(Chalmers, 1996). In contrast to those who argue for the mind-body dualism, is physicalism: the belief 

that human identity and consciousness is purely physical, although the processes are still invisible to the 

eye. The contrast in theories about the source of internal invisible identities showcase the difficulty, if not 

impossibility, of understanding the true essence of the self. However, even while the source of “invisible” 

human characteristics is debated, different theories showcase the importance of the internal 

characteristics of human identity that are otherwise viewed as unobservable: thoughts, feelings, opinions, 

logic, and so on are core to how humans navigate the world.  

In contrast to both early scholarship on individual identity and philosophical debates around mind-

body dualism, scholars such as Husserl, Butler, and Alcoff assert that the embodied self is central to the 

development of internal awareness and one’s relationship with the world (Alcoff, 2006; Butler, 1988; 

Monticelli, 2002). Unlike physicalists, they do not seek to argue that internal characteristics are inherently 

biological. Instead, they focus on the social meanings assigned to bodies and how those social meanings 

shape the invisible identities we hold. This realm of work focuses on the connection that the visible self 

has to the internal experience. Alcoff, in particular, embraces notions of visual embodiment, discussing 

the significance of visible markers of identity for race and gender in discussions of social identity, 

particularly in opposition to perspectives that seek to erase race and gender from political discussions 

(Alcoff, 2006). Like theorists focused on the source of invisible identity, theorists focused on embodiment 

also disagree about how divorced theory should be from the body. For example, Namaste critiques the 

overly philosophized perspective on gender, centering trans people’s lived and embodied experiences 

which are often erased, or made invisible, from gendered theory (Namaste, 2000). Namaste criticizes 

prominent Anglo-Saxon feminist theorists, including Butler, for using the transgender body as a tool to ask 
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epistemological questions about gender as a concept (Namaste, 2000). Scholars focused on the 

embodiment of identity consider how race and gender, as well as ability, sexuality, and other appearance-

based markers intersect with and shape the human experience. Both Alcoff and Namaste argue that 

embodiment—how the experience of living in a certain body—is fundamental to how we interpret and 

interact with the world. Feminist scholars have called this perspective positionality. Positionality is 

reflective of one’s sense of self and how their embodied form acts as a point of intersection between the 

self and the world (da Silva & Webster, 2018). One’s sense of identity, perspective, values, and reasoning 

are informed by a complex set of both the visible and the invisible. 

Stuart Hall assesses how anti-essentialist identity theories fail to provide any better theory for 

human identity (Hall, 2012). For example, many feminist theories, which often disagree with the theories I 

presented as “invisible identity,” still fall short of providing any reasonable explanation for human identity. 

However, Hall also argues that perhaps trying to understand human identity at its essence is not possible 

or useful to meaningfully engaging with the outcomes and experiences of identity (Hall, 2012). Other 

domains, such as demography—or computer vision—are not focused on understanding any essence of 

identity or the self, whether invisible or visible. Instead, they are focused on classifying identity for 

instrumental means. Hall thus gives us the lens of identification through which to problematize identity 

classifications (Hall, 2012). To Hall, identification signifies the “process of articulation, a suturing” (Hall, 

2012).. The suturing occurs between the discourse attempting to hail every individual into specific social 

practices (e.g., a specific gender group and expected gendered behaviors) and the processes which 

produce individuals as subjects (with consciousness and agency). It can mean an identification with (for 

example, a shared history) or an identification of (for example, an assigned sex). He describes the 

construction of identity categories within “specific modalities of power,” for which identities like race and 

gender are employed for discursive means. While the theories of identity presented above showcase the 

diversity of theories on identity, and thus the overlapping and contrasting perspectives from which identity 

can be defined, Hall’s identification provides a lens for understanding how positionality is embedded 

within computer vision for specific discursive means. We can use identification to understand how human 

actors define identity from a specific modality of power, or positionality. 
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The above theories are useful for understanding the overlapping and contradicting schools of 

thought on the essence of identity, if only to showcase how applied domains like computer vision simplify 

and conflate identity into simplistic instrumentations. The lens of identification opens interesting avenues 

for viewing perspectives of identity as it pertains to digital technologies. Specifically, how technologies are 

designed with the identification of human identity features in mind. Identification can be used to 

understand how identity is defined for specific uses in computer vision. Meanwhile, individual positionality 

might represent the suturing between the visible and invisible, how one’s experience embodying a 

specific identity group (e.g., a sociocultural group like gender or a professional group like engineer) might 

lead to that person seeing the world in specific ways (e.g., how they would classify a person’s gender for 

data annotation). In the development layer, an engineer might decide that classifying gender is useful for 

a computer vision application. The engineer then passes their conception of utility, informed by their 

positionality as an engineer, to an annotator, who labels a person in an image as male or female. The 

annotator, who assigns the label using their own conception of gender, engages in a moment of 

identification, suturing a person into a specific identity classification for the engineer’s use. However, 

unlike interpersonal means of identification, like perceiving a person as male or female on the street, this 

identification is then applied in large scale to a number of unknown strangers when computer vision is 

deployed. 

In this dissertation, like Hall, I am less concerned with the source of either invisible or visible 

identities. Instead, I focus on how individuals enact those identities within the workplace to classify the 

identities of others for technologies. In the context of individuals assigning meaning to human-centric 

computer vision, the invisible is relevant not only to how individual workers make subjective judgments 

and decisions (e.g., by deciding gender should look like a binary in a system), but how some identities 

which are otherwise invisible (e.g., gender as an internally held identity or emotion) are treated as visible 

when designing computer vision classifiers. The visible identities become an anchor point through which 

external actors—tech workers—enact their own positionality and assign an identity—what Hall calls “an 

identification of.” These identifications communicate a specific modality of power, where human identity is 

constructed and deployed for computational purposes and to meet specific, usually capital desires. Thus, 

rather than focus on uncovering any specific source of identity (a task that philosophers continue to 



  

 

24 
 

attempt) in computer vision, I turn attention to understanding how identity is conceptualized in computer 

vision artifacts and how those identifications are shaped by the positionalities of those developing them. 

Identity in Technology 
I am seeking to explore how classifications of identity, as seen in computer vision, coalesce in the 

development process. Specifically, I am interested in positionality—how identity affinities, like gender and 

race, but also their experiences in their work roles, their values, and their relationships with others and 

their companies, shape their approaches to identity classifications for computer vision systems. 

Understanding how human identity intersects with technologies has been central to explorations of 

experiences with a variety of digital technologies. Within social computing scholarship, two perspectives 

of socio-technical identity have emerged: social identity and technical identity. Social identity work has 

focused largely on the experiences users have when interacting with technologies. For example, Ammari 

et al. explored the performance of fatherhood in online do-it-yourself communities (Ammari et al., 2017). 

Haimson et al. examined the practices of disclosure trans users engaged in on Facebook, and the stress 

associated with it (Haimson et al., 2015). Similarly, I previously investigated how trans users navigate 

safe and unsafe social spaces online (Scheuerman et al., 2018). On the other hand, technical identity 

research concentrates on how identity is represented through system affordances—or, as Leavitt defines 

in (Leavitt, 2015), the “technical implementation of an individual’s presence within a sociotechnical 

platform.” Leavitt explored the concept of temporary technical identities by examining the practices of 

Reddit users who make temporary accounts for the explicit purpose of later abandoning them (Leavitt, 

2015). Brubaker and Hayes examined the different uses of persistent identities on Facebook vs. “single-

use” identities on Craigslist, documenting how system representations supported social interactions, 

representing user relationships through differing affordances (Brubaker & Hayes, 2011).  

At the center of both the social and the technical lenses adopted in social computing is the reality 

that, as we build technologies that intersect with humans, whether to be directly used by them or to output 

information to be used by them, the complexity of identity must be packaged into more simplified data. To 

make identity useful for accomplishing specific goals, identity requires classification. For example, birth 

certificates are generally issued with a gender based on the visual determination of gender from a doctor 



  

 

25 
 

when a baby is born. Alongside this is a long history of gender taxonomies in health defining gender 

categories by visible characteristics (Fausto-Sterling, 2000). Yet, as demonstrated by the theories about 

human identity presented in the prior section, categorizing, classifying, and databasing the complexity 

that is human identity into information systems is laborious and often muddled.  

Transforming identity into something interpretable is a suturing (Hall, 2012), or what Koopman 

refers to as a fastening (Koopman, 2019). Koopman argues that human beings are now inherently 

informational persons, as we are all “inscribed, processed, and reproduced as subjects of data” 

(Koopman, 2019). Human identity is so tied to data that the loss of data means the loss of access to 

human rights. In their work, Bowker and Star similarly highlight the cultural, political, and historical 

decisions underlying the creation of classifications and standards, showing how political agendas have 

allowed governments to deny rights to certain classifications, like Black South Africans during Apartheid. 

They describe the process of fitting complex human identity into simplistic databases as torquing (Bowker 

& Star, 2000). Torque describes how classification systems introduce tension into the lives of the 

individuals being classified—when “the ‘time’ of the body and of [its] multiple identities cannot be aligned 

with the ‘time’ of the classification system (page 190)” (Bowker & Star, 2000). As humans are fastened to 

databases, becoming tied in integral ways to their data, their identity is torqued, simplified and forced to fit 

into political agendas made technical in uncomfortable and often painful ways.  

Numerous social computing researchers have inspected the experiential results of classification 

in computing architectures. For example, Blackwell et al. describe the marginalization of users whose 

experiences with harassment are invalidated when they meet rigid classifications (Blackwell et al., 2017). 

Harrell similarly examined how stereotypes and stigmas are reified in games and social media websites 

(Harrell, 2009). Phillips connected past physiognomic practices to shaping racial models in video games 

(A. Phillips, 2020). These social computing studies highlight how suturing identity to computational 

systems minoritizes specific experiences and results in torque. In an attempt to flip the power of the 

majority often imbued in technical infrastructures, Feinberg et al. employed a critical design perspective to 

privilege the “others” that fall between categories in database infrastructures (Feinberg et al., 2014). Yet 

even such critical designs, in their attempt to undermine classical identity infrastructuring, reinforce the 

power embedded in classifying human identity at all.  
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Even while human identity needs to be simplified and made stable for technical infrastructures, 

institutional classifications of identity are constantly shifting; they are not solidified remnants of singular 

past decisions that we continuously utilize. For example, in the United States, previous United States 

president, Donald Trump, issued an executive order to extend racial and ethnic classification to those with 

Jewish ancestry in an effort to curb anti-Israel protests on college campuses under Title IX (Dias et al., 

2019). Similarly, Rodríguez discuss the fluid history of race/ethnicity classification of Latinx people in the 

United States census (Rodriguez, 2001). Furthermore, classification systems are often implemented 

unevenly, differing across jurisdictions. For example, while some states in the United States allow for non-

binary genders on birth certificates (e.g., Savage, 2019) and driver’s licenses (e.g., Dance, 2019; 

Schmelzer, 2018), it remains impossible to change gender markers on any identifications in other states. 

One might be able to change their gender marker on their birth certificate if they were born in Colorado 

but be unable to change their gender marker on their birth certificate if they were born in Tennessee.  

Computer vision, like other digital technologies, has become a site of critical analysis in regard to 

human identity. Concern about computer vision largely stems from the degree to which computer vision 

technologies intersect with human identity, at the level of the individual and larger sociocultural groups. 

Beyond other digital technologies, like social media websites or video games, computer vision is of 

particular concern, given its fundamental reliance on vast amounts of historical data, the difficulty of 

interpreting blackbox inferences, the ability to deploy it opaquely, and the attempt to deploy general 

models across multiple contexts. Identity in computer vision technology has largely focused on one level 

of the infrastructural layers proposed in this dissertation: the artifact layer. Specifically, researchers are 

concerned with issues of individual privacy and fairness for different visible sociocultural identity groups, 

like race and gender. In the next section, I discuss current approaches to identity in computer vision and 

attempts to make it fairer, and how those approaches might be extended to include examinations of how 

positional subjects fasten specific identities to computer vision infrastructures. 

Identity in Computer Vision and Machine Learning FATE 
Human-centric computer vision focuses on making visual data about humans interpretable to 

computational models. Identity in computer vision, like in other technical infrastructures, is portrayed as 



  

 

27 
 

static and immutable. While computer vision learns from new examples, it only learns how those new 

examples fit into a set schema. Given that computer vision uses visual data, like images and videos, 

identity in human-centric computer vision largely focuses on the visible. For example, facial recognition is 

designed to recognize an individual person from their facial images, indicating a tie between a person’s 

facial structure and their identity, in terms of their name and, in some cases, like those of police 

surveillance, associated records. In other cases, computer vision systems are designed to make the 

invisible visible. Some commercial facial analysis companies have adopted notions of physiognomy, such 

as Faception, which attempts to tell internal characteristics, like IQ and criminality, from facial morphology 

(McFarland, 2016).  

Different perspectives on certain social identities have also emerged which highlight the tension 

between the visible and the invisible. For example, gender in computer vision is often binary, male and 

female, and built on the assumption that gender is a visible characteristic. Such a view aligns with how 

gender has been portrayed historically, in sexology (Fausto-Sterling, 2000) and even second-wave 

feminism (Repo, 2015). However, gender is often, and increasingly, theorized as an internally held 

concept, which is tied to embodiment in that it is enforced as a visible construct which certain bodies are 

hailed to perform (Butler, 1988). Race, also, is operationalized in computer vision as visually obvious, but 

has historically been difficult to classify, even during regimes of oppressive classification (Bowker & Star, 

2000).  

An increasing focus on FATE (fairness, accountability, transparency, and ethics) in machine 

learning has led scholars to critique certain approaches to identity in computer vision. In some cases, the 

focus is still on the visible, accepting that identity can be classified from visual data but ensuring that 

systems work fairly for every classification. Fairness research, in particular, is concerned with 

classification parity and mitigating bias in human-centric computer vision. Bias has been conceptualized 

in various ways by researchers—for example, statistical bias that leads to skewed results (Das et al., 

2019; Jacobs & Wallach, 2019) and representation bias stemming from historical prejudice (Howard & 

Borenstein, 2018; Mehrabi et al., 2019).  

Bias in algorithmic contexts can cause widespread, real-world harm. The Future Privacy Forum 

released a report categorizing the numerous harms that can result from algorithmic bias, grouped by 
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individual-level harms (e.g., employment discrimination) and societal-level harms (e.g., differential access 

to job opportunities (Future of Privacy Forum, 2017)). Already, much research has been done to uncover 

bias in facial analysis systems. NIST conducted an evaluation of face recognition in 2019, finding that 

recognition systems tend to perform better on men and older people, than on women and younger people 

(Ngan & Grother, 2015). Klare et al. similarly discovered that models performed worse on women, as well 

as people who are Black (Klare et al., 2012). Buolamwini and Gebru found that facial analysis services, 

like those provided by Microsoft and IBM, had significantly higher gender misclassification rates for 

women with dark skin tones (Buolamwini & Gebru, 2018). Stereotype aligned correlations between 

gender and the activities being depicted in images have also been identified in several computer vision 

datasets (e.g., overrepresenting women in images depicting cooking and shopping (M. L. Hendricks & 

Testa, 2012; Zhao et al., 2017)). A recent audit of ImageNet found the dataset contained significant 

gender biases, and even the inclusion of non-consensual pornographic imagery, depicting predominantly 

women (Birhane & Prabhu, 2021). The American Civil Liberties Union (ACLU) exposed Amazon’s 

Rekognition algorithm for incorrectly matched Black members of the U.S. Congress with mugshots of 

people who had committed a crime (Snow, 2018). The long list of examples of representation and 

performance bias in computer vision showcases that, when adopting a visible approach to classifying 

identities into discrete categories, how the data is organized to represent those categories is still crucial to 

ensuring equitable system performance. 

To address issues of performance disparity for certain classificatory groups, solutionist 

approaches to bias such as bias auditing and bias mitigation have become more common. Machine 

learning researchers have proposed numerous statistical approaches (e.g., Das et al., 2019) and toolkits 

(e.g., Bellamy et al., 2019) for mitigating bias. As bias can manifest in numerous ways and in numerous 

places within a machine learning system, many scholars have begun considering its consequences. For 

example, Danks and London present a taxonomy of where algorithmic bias might appear in the pipeline 

(Danks & London, 2017): in the training data, in the focus of the algorithm, in the processing of 

information, and in the use of a single algorithm from one context to another. Such tools provide 

researchers and practitioners with clear steps to improve systems within the confines of the existing 

infrastructure. 
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Those concerned with fairness for different identity categories focus acutely on the 

representations of sociocultural groups in the data used to train and evaluate computer vision. In 

particular, they seek to increase the diversity of data across identity groups. One method that researchers 

use to assess whether the data being fed into automated systems is sufficiently diverse is to measure 

variation in facial landmarks: features of the face that are believed to be commonly associated with 

particular racial and gender categories. For example, IBM’s Diversity in Faces dataset, which was created 

as a response to the lack of diversity in prior datasets, employs what researchers call “craniofacial 

science:” “[T]he measurement of the face in terms of distances, sizes and ratios between specific points 

such as the tip of the nose, corner of the eyes, lips, chin, and so on” (Merler et al., 2019). Such facial 

landmarks are not generated by facial analysis technologies themselves but rather are identified and 

used by human researchers to compare facial variation across categories of age, race, ethnicity, and 

gender. In doing so, researchers imply that certain craniofacial distances and shapes are objectively 

associated with specific races and genders, and that this diversity has thus been adequately accounted 

for by the model. 

Other scholarship in the FATE space critiques computer vision not for identity bias between the 

classified groups, but for the method of classifying identity in the first place. Certain examples of 

classifications clearly showcase the subjective decisions being made about human identity. In an 

examination of the “person” categories within ImageNet—derived from the WordNet hierarchy (Fellbaum, 

2012)—Crawford and Paglen found the inclusion of misogynistic terms, racial slurs, and otherwise 

offensive labels (Crawford & Paglen, 2019).4 Birhane and Prabhu extended this analysis to other image 

datasets that have derived their categorical structure from WordNet, and found the TinyImages dataset 

also contained slurs and other offensive labels (Birhane & Prabhu, 2021).5 Offensive labels, such as 

racial epithets and sexist denigrations reflect how socially constructed power structures can easily 

become embedded in technical infrastructures.  

 
4 Following the release of Crawford and Paglen’s article, the ImageNet creators removed a subset of the person 
categories from the dataset. 
 
5 TinyImages has since been removed from the web. 
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Intentionally using computer vision to denigrate and harm marginalized groups has actually been 

put into practice. In China, Uyghur Muslim minorities, who are increasingly being detained in re-education 

camps, are subject to government surveillance by facial classification and recognition, trained explicitly to 

attempt to classify and track people who appear Uyghur (Mozur, 2019). Hamidi et al. also interviewed 

transgender individuals and found their participants were largely concerned about how facial analysis 

could be used for discrimination, due to known histories and contemporary political agendas that seek to 

discriminate against transgender communities, particularly trans communities of color (Hamidi et al., 

2018). 

The examples of race and gender, portrayed as inflexible and obvious from visual data, highlight 

how the very worldviews on identity in computer vision have become contentious. Scholars and 

practitioners are questioning the underlying social and moral judgments being made when detecting and 

classifying core human identities. Benthall and Haynes critique machine learning researchers and 

practitioners for approaching race as an “inherent property of a person,” rather than as a social or political 

category (Benthall & Haynes, 2019). They argue that racial bias is likely to come from subjective human 

decisions during the collection and labeling process (Benthall & Haynes, 2019). Hanna et al. similarly 

critique current approaches to classify race in machine learning datasets for not accounting for the 

“socially constructed nature of race,” also arguing that current fairness approaches fail to account for 

contextual and complicated social categories like race (Hanna et al., 2019)). Keyes, focusing on gender 

classification, states that computer vision that purports to read gender visually inherently erases the 

existence of transgender and non-binary people, given the conception of gender as immutable, visual, 

and situated wholly in the body sits in opposition with trans realities (Keyes, 2018). I argue in prior work 

that current constructions of gender in computer vision are reliant on discriminatory colonialist histories 

that reify racist and transphobic worldviews (Scheuerman et al., 2021). At the level of data classifications 

more broadly, Sen et al. problematize the broad use of so-called “universal gold standards” in benchmark 

datasets at all (Sen et al., 2015). In other words, there is no such thing as a universal and objective 

classification system.  

To reiterate, identity in computer vision artifacts is only able to communicate via visuality, relying 

on visible aspects of identity that have been historically mapped to certain visible features, and, in some 
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cases, making claims about what parts of identity are visible at all. The epistemologies of computer vision 

and FATE are often in contention. Whether FATE approaches sometimes embrace the visuality of identity 

to improve representation and diversity or oppose the essentializing of identity and view identity as 

incompatible with computer vision systems, FATE researchers disagree with the treatment of identity in 

computer vision as technical rather than social. Critiques about the lack of social context and variability in 

identity classifications map to identity theories that position identity as an embodied positional experience; 

identity is neither always visible nor can it be separated from larger sociocultural power structures.  

In alignment with the perspective that identity is sociocultural, this dissertation focuses on the 

social context of identity in computer vision. In extending prior FATE research on artifacts, I focus on the 

worldviews about identity that computer vision practitioners have embedded into models and datasets. I 

examine artifacts not only as a source for understanding biases around identity attributes, but also as a 

reflection of the identities held by their creators. Thus, I also steer away from focusing solely on the 

visuality of identity, like in both computer vision research and many FATE approaches. I also examine the 

invisible aspects of identity, how the positionality of computer vision workers indicate how their underlying 

values about identity become embedded into computer vision systems. In the next and final section, I 

explicate the scholarship describing the role of values in artifact creation, highlighting examples of prior 

work on the values embedded in computer vision artifacts specifically.  

Values and Positionality Instilled into Artifacts 

Values in (Machine Learning) Artifacts 
Scientific disciplines are encultured with their own specific practices and values. Philosophers of science 

have examined the relationship between practices and values of certain scientific disciplines for some 

time (Becher, 1987; Breeze, 2011; Cooper & Bowers, 1995), as well as how those values are shaped by 

and shape social life (Goldman, 2000; Salter & Martin, 2001; R. Smith, 2001; Winner, 1986). In this 

section, I first describe how science, broadly, has been philosophized as value-laden, often imbued with 

the specific agendas of those in a relevant discipline. I then describe how researchers have applied this 

lens to specific artifacts, like data structures, to demonstrate how artifacts can communicate deeper 
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subjective values beyond what is presented. The purpose of this section is to present the perspective on 

disciplines from which I am conducting the work of this dissertation, and to showcase how prior 

researchers have adopted this perspective to analyze values in disciplines. I also highlight some work on 

computer vision artifacts focused on excavating values.  

Philosopher Michel Foucault defined knowledge as a practice imbued with discursive power, in 

which a scientific “truth” is constructed through classificatory practices (Powell, 2015). He argued that the 

boundaries of truth, including language and thought, were confined to the specific cultural and temporal 

contexts (Foucault, 1970). Through complex social processes, scientific discourse might evolve, to allow 

for new accepted truths—what Kuhn calls a “paradigm shift” (Kuhn, 1962). Foucault would argue that 

paradigm shifts support the claim that every historical period—or perhaps, more granularly, sociocultural 

context—has an underlying “episteme,” an acceptable form of discourse and truth. 

Foucault’s perspective is not universally accepted by all philosophers and theorists. For example, 

Foucault was focused on discursive power, rather than any analysis of the inherent improvement of 

science and might disagree that knowledge is always inherently improving, while Kuhn took a more 

positivist stance that science is inherently improved through paradigm shifts. However, Foucault’s 

perspective underlines an oft shared worldview: that science is not inherently objective, but also shaped 

by and interpreted through human subjectivity (e.g., Kuhn, Polanyi, Habermas, Heidegger, etc.). The 

intricate webs connecting science with social and political institutions shape how we see and interact with 

the world, and what we accept as truth. In some cases, science has been used as a tool of social and 

political intervention with profound consequences. Foucault’s analysis of sexuality (Foucault, 1976), 

Repo’s analysis of gender (Repo, 2015), and Stoler’s analysis of race (Stoler, 2014) reveal historical 

genealogies in which science has intervened to shape how certain groups of people are viewed, treated, 

and interacted with—in everything from academic theory to family life to medicine. Whether basic or 

applied, scientific and technological production is necessarily an exercise of judgment that reflects a 

specific episteme of the time, requiring a series of value judgments on what should be made visible and 

invisible, documented and undocumented.  

Given that scientific disciplines have their own epistemes, science and technology studies are 

rich with analysis of the underlying values embedded in different technical infrastructures. Documentation 
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has been viewed as a source of understanding these underlying values, through an analysis of both what 

is and what is not documented. Data, the categories used to organize the data, and how those categories 

are then applied all communicate the worldviews and values of those who constructed them.  

At the level of data, Bowker examined how the data considered most interesting and classifiable 

by scientists shapes how data is then stored, and how data deemed uninteresting or difficult to classify 

can become underspecified or entirely lost in larger data catalogs (Bowker, 2006). Bowker argues that 

some data entities are overlooked “because they do not lead to spectacular science or good funding 

opportunities” (pg. 146). For example, in biodiversity, there are “charismatic” species that appeal to the 

public and scientific funding agencies, like the koala being more appealing to funders than a species of 

seaweed. The type of data collected for knowledge production is shaped by a number of social factors—

from disciplinary interest to funding availability—situated within a specific context, such as whether the 

animal to collect data about is endangered in the Anthropocene.  

  At the level of categories, Ásta describes the process of categorizing social groups as inherently 

reliant on specific social contexts where “individual agents create and maintain social categories by the 

conferral actions of classifying and placing people in the contexts they travel” (Ásta, 2018). Categories 

are bestowed upon people, or data, and those categories then constrain the available actions or uses of 

those people, or data. In the context of system design, Edwards et al. argue that the categories upholding 

technical infrastructures constrain the available uses of those infrastructures (Edwards et al., 2010). Once 

more, the construction of categories, even for applied use, reflects a specific worldview of what the 

constructors deem relevant and important.  

Finally, at the level of application of categories, Suchman argued that categorical decisions in 

system design had the potential to hold up specific social orders (Suchman, 1993). For example, Bowker 

and Star discussed the politics imbued in technical classification systems, like those of the International 

Classification of Diseases (ICD) and identity documentation employed in Apartheid South Africa (Bowker 

& Star, 2000). Through these two examples, they discuss how the categories chosen and utilized reflect 

specific epistemes. For example, the racial classifications used during Apartheid reflected sociohistorical 

and culturally situated beliefs about the racial superiority of whites. “Data” in the form of visual 

assessments of race, socioeconomic status, and family ancestry determined how individuals were 
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classified and documented. Both the classifications and the underlying sociopolitical beliefs about race 

were predicated by scientific racism, previously accepted as scientifically valid.  

While the above examples are not exhaustive, they show how prior researchers have approached 

understanding the underlying values and social contexts of research and development through 

documentation, and what those values and contexts might communicate about the episteme of the fields 

or disciplines specific documentation is situated within. Computer vision, as a data-driven field, is rife with 

opportunities to understand the underlying values of the discipline being communicated through 

documentation of the data and practices of researchers and engineers. For example, examinations of the 

practices of dataset development have exposed the widespread devaluation of data work. Sambasivan et 

al. found high-quality dataset development to be one of the most undervalued components of machine 

learning practice (Sambasivan et al., 2021). Dataset development is often omitted entirely from machine 

learning curriculums and textbooks (e.g., Goodfellow et al., 2016), upholding disciplinary norms that 

devalue dataset work, which is reflected in peer review processes that make it difficult to publish work 

focusing exclusively on datasets (Heinzerling, 2019). Jo and Gebru characterize the resulting culture of 

dataset development as one that embodies a laissez-faire attitude, which they contrast with the careful 

and critical curatorial practices of archivists (Jo & Gebru, 2020). Paullada et al. discuss how dataset 

culture within machine learning prioritizes speed for the achievement  of algorithmic performance on a 

fixed set of benchmarks with little regard to the implications of data reuse, data management, and legal 

issues (Paullada et al., 2021).  

Given the critiques of current computer vision documentation practices for being opaque, 

underspecified, and focused solely on algorithmic development, it could be argued that computer vision is 

undergoing its own paradigm shift. Technical researchers who have been focused on creating new 

methods for accomplishing computer vision tasks and improving the state-of-the-art of models through 

statistical approaches are coming up against increasingly constructivist and critical analyses of computer 

vision artifacts, practices, and impacts, which are now shifting the field away from purely technical to more 

interdisciplinary focus on real world implications (e.g., Ashurst et al., 2021). For example, Agre criticized 

approaches to artificial intelligence for undervaluing critical social theories (Agre, 1997). In some cases, 

this disciplinary shift has caused division amongst the old (technical) and the new (interdisciplinary) (e.g., 
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Soper, 2020). Of course, even FATE approaches propose specific worldviews that impose specific values 

in designing computer vision artifacts. The earlier example in Computer Vision Data Documentation 

describing Holland et al.’s decision to reappropriate nutrition labels for machine learning documentation 

(Holland et al., 2018) are rooted in documentation that prioritizes a specific viewpoint and value judgment 

about health and dieting. Such disagreements about the role of human values in shaping the social 

machine learning systems, rather than simply technical ones, indicate a fundamental value misalignment 

between traditional computer vision and FATE-focused researchers.  

Given the necessity of data to modern computer vision research and applications, this 

dissertation work focuses specifically on examining the underlying values of computer vision datasets—

the practices of collecting, classifying (often, through annotating), and disseminating data to be used by 

researchers and practitioners for building and evaluating computer vision models. Vertesi and Dourish 

argue that the values in data arise in the nature of data production itself, and that such values are often 

only available through understanding the context of production (Vertesi & Dourish, 2011). Values reflect 

the positionality of those who are instilling them; in the case of this dissertation, values reflect decisions 

people make about how to represent identity. Computer vision practitioners might approach identity as 

objective, visually evident, drawing on positivist notions of observation as reflective of reality. In contrast, I 

adopt the theoretical perspective that scientific disciplines, researchers, and artifacts are imbued with 

specific subjective values. As such, I focus on both the artifacts to understand the values communicated 

through documentation and how the workers involved in creating those artifacts conceptualize those 

values.  
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Positional Values in (Machine Learning) Artifacts 
Positionality refers to how an individual’s “position” in the world shaped their outlook—how the complex 

web of identities like race, gender, nationality, location, sexuality, class, and more influence their 

experiences and thus beliefs, values, and relationships (da Silva & Webster, 2018). Such positions are 

not static or necessarily chosen, but mutually constituted through one’s relationship with others and also 

themselves (Collins, 1990; Crenshaw, 1991). As described by Iris Marion Young, “one finds oneself as a 

member of a group, which one experiences as always already having been” (Young, 1990) (emphasis in 

original). From positionality comes a specific epistemic standpoint, a socially situated way of viewing the 

world (Haraway, 1988; Harding, 2004; Rolin, 2009).   

From positionality comes a specific epistemic vantagepoint, a socially-situated way of viewing the 

world (Collins, 1998; Haraway, 1988; Harding, 2004; G. Rose, 1997). Such epistemic vantage points are 

theorized through feminist standpoint theories, the theory that all views come from somewhere and no 

view stems from nowhere (da Silva & Webster, 2018; Rolin, 2006). Standpoint theorists argue that those 

occupying some positions may be more knowledgeable on certain subjects than those occupying different 

positions. As Wylie writes, some individuals “may know different things, or know some things better than 

those who are comparatively privileged (socially, politically), by virtue of what they typically experience 

and how they understand their experience” (Wylie, 2003). Generally, standpoint theorists approach 

situated knowledge through power. Women understand misogyny in ways that men cannot; Black women 

understand misogynoir in ways that white women and Black men cannot (Collins, 1998; Crenshaw, 

1991). In contrast, a view from nowhere would posit some objective and observable truth about the 

world—and human identity—that can be captured in an unbiased manner.  

Linda McDowell argues that “we must recognize and take account of our own position, as well as 

that of our research participants, and write this into our research practice” (McDowell, 1992). Feminist 

scholar Rose posits a “reflexivity that aims, even if only ideally, at a full understanding of the researcher, 

the researched and the research context” (G. Rose, 1997). Rose highlights the uncertainties in this goal—

to fully account for the positionalities of all actors in a research project—are not deficits, but rather 

opportunities for more transparently understanding the limitations of research and why they might occur 

(G. Rose, 1997). 
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When it is attended to in computing research, positionality is largely attended to through 

reflexivity—a methodological process of self-reflection on how researcher and research mutually 

construct one another. Positionality statements have become increasingly commonplace in social 

computing (Liang et al., 2021). Understanding how research subjects express their positionalities is often 

implicit. In the realm of machine learning, many scholars have examined how human values have 

become embedded in and shape data categories. For example, I document the types of values driving 

the creation of datasets for computer vision (see Chapter 5). Hanley et al. interrogate the normative 

dilemmas when describing identity categories in alt text for people who are blind (Hanley et al., 2021). 

Metcalf et al. found that many practitioners at the forefront of ethics in industry tolerated corporate values, 

like market fundamentalism and technological solutionism, for the sake of minimal ethical impact (Metcalf 

et al., 2019). 

Numerous scholars have also critiqued the underlying values governing identity characteristics in 

machine learning. Much like Suchman argues (Suchman, 1993), language categories are explicitly 

designed to maintain current status quo social orders, not challenge them or provide space for social 

action. As I explicated in Chapter 3, how the construction of race and gender categories for computer 

vision datasets reflects normative beliefs that identity is “insignificant, indisputable, and apolitical.” Hanna 

et al. similarly argue that the treatment of race as categorical erases the reality that race is socially 

constructed and meaningful (Hanna et al., 2019). Such expressions of values are reflective of the larger 

positional standpoints occupied by the designers of machine learning artifacts, like datasets.  

As Davis writes, a “dataset is a worldview” (H. Davis, 2020). The worldview that a dataset holds is 

the result of the worldviews of the humans working to produce it. In the case of computer vision datasets, 

how an identity like gender is represented reflects how the humans working with the data think about 

gender. The presence of identity characteristics in computer vision—like gender classifications, labels 

applied to images, inferred racial demographics from textual data—indicates that, at some point, identity 

characteristics are developed for machine learning. Going beyond Davis’s statement, the humans 

instilling worldviews into datasets are also not a homogenous group; they bring different perspectives and 

privileges to the table during their work. Thus, beyond building on studies of industrial practice, I also 

contribute to burgeoning research on how different stakeholders structure and define identity categories 
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for machine learning. Specifically, I extend this area of inquiry by examining how industry practitioners 

embed their own perspectives about identity in the process of defining it.  

Many scholars have examined the role of human subjectivity in shaping data (e.g., Cheng & 

Cosley, 2013; Feinberg, 2017; Hanna et al., 2019; Muller et al., 2021). For example, Vertesi and Dourish 

propose a data economy framework for CSCW aimed at exposing how the context of dataset production 

instills datasets with specific values and meaning (Vertesi & Dourish, 2011). They examine how social 

relationships between organizations are shaped by the ways data is produced. In Chapter 5, I describe 

how computer vision dataset authors in research contexts sacrifice data work in the name of model work, 

prioritizing efficiency over care and erasing contextuality and positionality in data practices. In Chapter 3, I 

also argue that the lack of engagement with documenting how identity-based labeling decisions are made 

during data work makes datasets less trustworthy and promotes an unbiased worldview about social 

categories like race and gender. Denton et al. propose a genealogical methodology for researching 

machine learning datasets, “for investigating how and why these datasets have been created, what and 

whose values influence the choices of data to collect, the contextual and contingent conditions of their 

creation” (Denton et al., 2020). Promoting reflexivity among machine learning researchers and 

practitioners, a core tenant of this genealogical methodology is focusing on the role of human values in 

the creation of datasets.  

Other scholars have focused on understanding the role of data worker subjectivity on datasets, 

specifically. For example, Hube et al. found that workers with “strong opinions” tended to produce biased 

annotations (Hube et al., 2019). Patton et al. examined the differences between domain experts and 

graduate students who annotated Twitter data from African American and Latino youth and young adults; 

they argue that disagreements between the two annotator groups emphasize the importance of annotator 

background, particularly “nuances in culture, language, and local concepts” (Patton et al., 2019). Sen et 

al. conducted a survey study to see whether Amazon Mechanical Turk workers from different cultural 

communities produced different ratings on the same data (Sen et al., 2015). Beyond finding that different 

communities produce different rating labels, they also found that algorithms trained on datasets sourced 

from different communities perform dramatically differently. Similarly, Dong et al. compared how Chinese 

and American participants apply image tags to movies and found distinct differences between these two 
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nationalities (Dong et al., 2021). While Americans largely applied what the authors refer to as “factual 

tags” relevant to describing the films, Chinese participants preferred to apply “subjective tags” more 

relevant to personal opinion. Participants were also more likely to choose tags sourced from their own 

culture in the survey design. The authors use their results to suggest that designers attend to the cultural 

“deficits” introduced by culturally contingent taggers. Litman et al. found that lower compensation rates for 

platform tasks led to lower quality data work, particularly in India (Litman et al., 2015), showcasing that 

the geolocation context and economic conditions of data workers is highly influential on their data 

production. These studies on datasets engage with how the worldviews of dataset authors and annotators 

shape dataset outcomes, even if they don’t explicitly label these worldviews as positional. Data, no matter 

how simple it appears, does not simply exist—it is designed.  

Positional perspective is generally bound up in tacit knowledge. In contrast to explicit knowledge, 

tacit knowledge makes up the skills and ideas we gain from our experiences yet have difficulty articulating 

or formalizing (Polanyi, 2009). Despite the importance of tacit knowledge in work practices, it is often 

difficult to capture. Understanding the role of tacit knowledge in work practice has thus been a major 

focus of CSCW (e.g., Mtsweni & Mavetera, 2018; Reeves & Shipman, 1996; Tavanti et al., 2006). In this 

work, I attend to the explicit and tacit knowledge that workers had of their own positionalities and the role 

it played in conducting their work. I align with Rolin’s perspective on positional standpoints (Rolin, 2009), 

rejecting that knowledge of a subject is neither biased or unbiased, correct or incorrect, but instead 

operates from a specific social position that influences how they view the world in the data and models 

they are working with.  
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PART ONE: 

ARTIFACTS 
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The work presented in this section is focused on how identity is represented in artifacts and how artifacts 

can communicate the underlying values of their creators. Here, I present three studies: 

1. In Chapter 3, I show how identity is embedded into computer vision datasets. Specifically, I 

present work that I conducted on how race and gender are defined and explained in datasets. I 

show that authors rarely engage with underlying sources for defining identity categories, justify 

their use, or explain how they went about labeling each image. I critique how dataset authors 

ignore the sociohistorical context and fluidity of race and gender, and instead present race and 

gender as obvious, static, and apolitical. 

2. In Chapter 4, I show how identity is embedded into computer vision models. Specifically, I present 

work that I conducted on how diverse genders are classified by commercial computer vision 

models. I examined gender in both the gender classification outputs of these models, but also in 

the image labeling outputs. I show that: (1) transgender individuals are disproportionately 

misclassified in commercial computer vision; (2) non-binary individuals can never be accurately 

classified due to an underlying gender binary in all commercial computer vision models; and (3) 

that a binary and reductive gender perspective also shows up in image labeling.  

3. Finally, in Chapter 5, I examine how technical artifacts communicate the values of their human 

creators. I present work that I conducted on how computer vision dataset documentation 

showcases the implicit values of the authors who created them. I argue that computer vision 

dataset documentation communicates the values of efficiency, universality, impartiality, and 

model work. I argue that the oppositional values of care, contextuality, positionality, and data 

work are thus silenced.  
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3 
HOW IDENTITY HAS BEEN 
EMBEDDED IN DATASETS  

 
Image detection and classification represents a pertinent domain where I see a tight coupling of human 

identity and computation. Perhaps the most salient example is automated facial analysis technology (FA) 

(Buolamwini & Gebru, 2018), an umbrella term for computer vision methods that use machine learning 

(ML) techniques to automate problems related to reading the human face (S. Z. Li & Jain, 2011). FA is 

often discussed in the context of two specific tasks: facial detection and facial recognition. Both use 

computational methods to measure the human face, whether simply to detect that a face is present (i.e., 

facial detection) or to detect a specific individual’s face (i.e., facial recognition).  

Facial analysis technology—the machine learning (ML) approach to determining information 

about human faces—is just the latest tool in a long history of tools used for classifying human identity. 

Facial classification is used to target marketing campaigns at specific demographics (e.g., Pomranz, 

2017; Robitzki, 2019; Sharma et al., 2007) and to track physical consumer behavior inside stores (e.g., 

(e.g., Clarifai, 2019; Huang et al., 2006; A. Lin, 2017). In this chapter, I have chosen to focus specifically 

on facial analysis systems in the broader realm of computer vision because race and gender are regularly 

embedded into these systems. 

Race and gender have become two of the largest concerns regarding bias in machine learning 

fairness literature—particularly, how systems are biased against certain races and genders (Abdurrahim 

et al., 2018; Grother et al., 2018; Klare et al., 2012) and how to mitigate those biases (Buolamwini & 

Gebru, 2018; Gong et al., 2019; T. Wang et al., 2019). These concerns include bias in the databases 

used to train and evaluate machine learning algorithms (e.g., Danks & London, 2017; Mehrabi et al., 

2019; Tommasi et al., 2017) and the very morality of facial analysis use cases (e.g., Bacchini & Lorusso, 

2019; Marciano, 2019; Wevers, 2018). Sample selection bias—bias resulting from what subjects are 
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included in a database—is a known issue in machine learning databases (e.g., Mehrabi et al., 2019; 

Torralba & Efros, 2011), leading computer scientists to try to mitigate for it using various methods. For 

example, algorithms for exploiting database bias to improve those databases (e.g., Khosla et al., 2012) 

and for creating “unbiased” models from known biased data (e.g., Kamiran & Calders, 2009).  

Such attempts to mitigate bias and build more diverse databases are invaluable to creating fairer 

outcomes. However, despite increasing attempts to diversify databases, approaches remain simplistic 

and lacking in critical and social theories. ML and human-computer interaction (HCI) communities do not 

have an agreed upon approach to how diversity is being operationalized in training and evaluation 

databases. New databases are seeking to fill gaps with more images without a deeper engagement of the 

categories of race and gender themselves or the ethics of collecting that information (e.g., Google 

contractors targeting homeless people of color for face images (Hollister, 2019)). While some scholars are 

questioning the politics of identity representations in facial analysis classification infrastructures (e.g., 

Keyes, 2018) and myself (Chapter 4)), there has been little inquiry into the assumptions authors of facial 

analysis databases have made when collecting and annotating data. This is a major obstacle in 

meaningfully representing race and gender in databases, resulting in databases that are opaque and 

inconsistent. To truly understand the available outcomes of facial analysis models, it is imperative to 

understand the underlying decisions embedded into the construction of training and evaluation 

databases.  

Like Benthall and Hayes (Benthall & Haynes, 2019), I examine race—and gender—as socially 

constructed categories machine learning has failed to critically engage with. I approach my analysis from 

a critical discursive perspective. Specifically, I investigate how race and gender are codified into image 

databases. To do this, I analyze how race and gender are represented in image databases and how 

those representations are derived. I focus on answering the following research questions: 

 What purposes do the authors of image databases intend their databases to be used for and how 

does that shape their use of race and gender? 

 What information about race and/or gender are implicit (i.e., the authors describe the 

demographic distribution in a database, but each image is not annotated with race and/or gender) 
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and what information is explicit (i.e., each image in a database is annotated with race and/or 

gender information)? What are the categories being used to define race and gender? 

 What sources are being used to derive race and/or gender in both implicit and explicit databases?  

 How are database authors describing the annotation procedures for explicitly annotated race 

and/or gender categories? 

To identify relevant databases for analysis, colleagues and I6 created a corpus of machine 

learning literature on facial analysis technologies and manually coded them for which databases are 

referenced. We used this corpus to identify a sample of 92 image databases, whose documentation we 

examined to answer the outlined research questions. We started by analyzing the database 

documentation to identify the motivations authors provided for the use of each database—in other words, 

what each database was created for. Understanding these motivations provided context for the intended 

uses of race and gender in facial analysis systems. I found three database use cases: (1) individual face 

recognition and verification; (2) image labeling and classification; and (3) providing diversity for model 

training and evaluation. I then surveyed both (1) implicit race and gender information; and (2) explicit race 

and gender annotations. I chose to analyze both implicit and explicit descriptions as both have 

implications for database use, value, and potential bias.  

Within both implicit and explicit race and gender categories, I found two diverging themes. For 

race, I observed no consistent classification schema; the classification of race and the way race is 

discussed by authors varies greatly. For gender, I observed numerous instantiations of the same “male” 

and “female” binary categories. I found that the vast majority of image databases (1) do not utilize 

sources (e.g., make use of existing resources, like prior literature) for defining race and gender 

categories; and (2) do not document the process of annotating images for race and gender categories.  

Given that image databases are used as a resource on which facial analysis systems are built 

and evaluated, I argue that the field of computer vision needs to adopt more standardized methods for 

using and documenting race and gender. I posit facial analysis as a digital form of otherwise familiar 

classification technologies to critique current approaches in image databases for their lack of critical 

 
6 My colleagues in this work were Kandrea Wade, Caitlin Lustig, and Jed R. Brubaker. 
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engagement with racial and gender histories. I discuss race and gender categories in technical databases 

through a multidisciplinary lens, synthesizing theory from critical race studies, gender studies, 

infrastructural studies, and identity scholarship. I build on previous fairness scholarship to specify options 

for the field of computer vision, and machine learning more broadly, to evolve its approach to human 

identity and embrace new lines of research. My findings highlight opportunities for more human-centered 

methods that will improve both the representation of race and gender and the validity of annotations in 

image databases. 

Methods 

Researcher Positionality 
Reflexivity in research practice establishes the researcher as a lens through which research is conducted; 

what Attia and Edge call an “on-going mutual shaping between researcher and research” (Attia & Edge, 

2017). In other words, the research is shaped by the positionality—the social and political context—of the 

researcher. In alignment with the feminist practice of reflexively examining one’s relationship to one’s 

research, I want to highlight how the positionality of myself and my colleagues may have shaped this 

work. 

Our approaches to examining both gender and race are informed by our collective experience—

and many other experiences that make up our perspectives as researchers. The second author is Black, 

while the remaining three authors are white. Every author has a different gender. All of the authors are 

based in the United States. As such, our experiences are rooted in a Western-centric point of view. Each 

author comes from a multidisciplinary background, including HCI, computer science, psychology, gender 

studies, communication, and the arts. Our synthesized experiences with critical theory, race studies, and 

gender studies are shaped by education (both formal and informal) related to our U.S. nationalities. Our 

decision to examine computer vision practice with a critical lens stems from our scholarly upbringings. 

Our privilege as academics awarded us access to the resources to conduct this work, while our power as 

differentially marginalized individuals gave us the perspective to develop our research questions and 

interpret our data.  
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Defining the Language of Analysis 
Colleagues and I discovered that different terms were being used interchangeably to describe race. This 

was true for gender as well. For that reason, I will outline how colleagues and I have decided to define our 

use of the terms “race” and “gender” in the context of this chapter. I return to practices of defining race 

and gender in more depth in Design Considerations. 

Defining “Race” 

Documentation of image databases often used both “ethnicity” and “race” to refer to a single concept: an 

annotation based on phenotypic attributes like skin tone and facial features perceived to be relevant to 

differing ancestral histories. Critical race theory and histories of racial stratification have outlined the use 

of “marked difference” for making visual determinations of racial categories (Hirschman, 2004; Lewis, 

2003; Raengo, 2013), rather than traceable ancestral history. In other words, I suppose these annotations 

are linked to notions of visuality of making racial determinations, rather than determinations of ethnic 

origin. While critical race theory is primarily rooted in Western discourse, born of the desire to dismantle 

racism and white supremacy in the United States (Brown & Jackson, 2013), I believe it offers a lens for 

critiquing the structural issues of race in globally-sourced facial analysis databases. Thus, in this chapter, 

I chose to embrace the focus of “race,” as defined by critical race scholarship, in the analysis and 

discussion of image databases. With this in mind, I use the terms “race” and “racial.” 

Defining “Gender” 

Database documentation also used both “gender” and “sex” to refer to the singular concept of an 

externalized gendered appearance. In this chapter, I chose to use the term “gender” to refer to the 

analysis and discussion of gendered presentation in image databases, aligning ourselves both with trans 

scholars and concerns that the sex/gender dichotomy is often used to disavow trans identities (Chase, 

1998; Fausto-Sterling, 2000; Serano, 2017).  

Data Collection and Cleaning 
I identified relevant facial analysis databases by examining which databases are being used in recent 

academic papers. I chose to identify databases used in academic papers because I could then assume 
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they are viewed as useful databases in facial analysis research. To do this, I first created a corpus of 277 

research papers that have studied facial analysis. To create this corpus, I started by identifying relevant 

papers in both the Association for Computing Machinery Digital Library (ACM DL) and Institute of 

Electrical and Electronics Engineers (IEEE). I chose to use papers published in the ACM and IEEE as 

they are both two of the largest associations of computing research, and thus contain a great deal of 

technical research on facial analysis. I scraped 18,661 manuscripts from the ACM DL for papers using 

the keyword “facial recognition” using Selenium WebDriver (OpenQA, 2016) on 12/12/2019.  

I also downloaded 4,000 manuscripts from IEEE’s Xplore library using the using search terms 

“facial recognition” and “facial classification” using IEEE’s export functionality (12/12/2019)7. I aggregated 

the two datasets from the ACM and IEEE, removing all duplicates, resulting in 16,505 unique 

manuscripts.  

Next, I filtered the manuscripts by “author keywords” for “facial recognition,” “face recognition,” 

and “face classification” to ensure the papers were directly relevant to facial analysis research. This 

resulted in 781 manuscripts. I decided to narrow the corpus to papers published within the last five years, 

between 2014 and 2019, to ensure both the manageability of the corpus and the modern relevance of the 

research. This left me with 277 manuscripts from which to manually identify the use of facial analysis 

databases. 

Identifying Image Databases 
Colleagues and I manually coded the remaining 277 manuscripts for referenced databases. Colleagues 

and I coded any mention of databases, including database creation, use for training, use for evaluation, 

and databases referenced in literature reviews. Through this process, we identified 160 different 

databases. We then manually coded each of these 160 databases for what types of media were included 

in each. This process revealed 15 different types of databases: Image; Video; 3D Model; Image and 

Video; Image and Sketch; Image, Audio, and Video; Video and 3D Model; Image (Eyes); 

 
7 The “export” feature can be found on the upper right-hand side of the search result page of 
https://ieeexplore.ieee.org/xplore/ 
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Electrocardiogram (ECG); Audio; Image and Eyes; Image and Audio; Video and Audio; Image and 3D 

Model; and Image, Sketch, and 3D Model. 

Image databases were the most common media type, referenced about five times as often than 

the next most popular media type, video. Accordingly, I chose to focus on image databases in the 

analysis of race and gender in databases.  

As colleagues and I analyzed each database, we also eliminated those that did not contain 

human subjects (e.g., Common Objects in Context (COCO) (T. Y. Lin et al., 2014)). We also eliminated 

two databases for which we could not find explanatory documentation: 5NJJ-YN63 and PCSO_LS 

Mugshot. Finally, we chose to combine multiple versions of databases together for analysis, treating them 

as one database (e.g., Yale and Extended Yale B (Belhumeur et al., 1997); faces94, faces95, faces96, 

and grimace (Face Recognition Data, n.d.)) unless there were significant differences between versions 

(e.g., the introduction of new race and gender categories). This resulted in a final corpus of 92 image 

databases. For each entry in the corpus, we analyzed original sources such as research papers, 

websites, and additional supporting documentation.  

Codebook for Analysis 
I sought to understand what purpose race and gender were meant to serve for facial analysis systems; 

which, if any, sources race and gender were built on; and what processes were used to annotate race 

and gender information. In an initial review of the database sources, colleagues and I noticed the 

presence of this information was sporadic, at best. Thus, I developed a simple codebook that was 

iteratively updated in phases to capture four aspects of the databases: 

1. Whether the database included information about race and/or gender 

2. If race/gender was defined 

3. Whether race/gender was either (1) only provided in the form a summary for the entire 

database or (2) race and/or gender was annotated at the level of individual images 

4. How race/gender was annotated (when annotations were provided) 

I developed this codebook to quantify trends across the databases and to focus my qualitative 

investigation. I coded the databases using the available documentation about them. Documentation 
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included original research publications, auxiliary materials, websites, posted slide decks, and the 

databases themselves. The first author developed a codebook by first open-coding the types of identities 

present in the corpus of databases (Forman & Damschroder, 2007). Through regular discussion between 

the first author and the fourth author, the first author went back to develop tighter codes for the how race 

and gender showed up in the databases (what I refer to as “database types”) and how those identities 

were explained (what I refer to as “sources” and “annotation processes”). After finalizing this codebook, 

the first, second, and third authors then coded all database materials using the codebook. All coders 

regularly discussed their thought processes when coding, at the end of which the first author verified the 

coding of each codebook entry. 
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Codebook 

Concept Code Description Example 

Attributes 
Present 

Race Race, ethnicity, or skin color Asian, white, dark skin  

Gender Gender or sex Man, female 

Database 
Type 

Implicit The database includes race and/or gender 
information in the form of demographic 

distributions 

56% female and 44% male  

Explicit Every image in the database is annotated with 
race and/or gender information  

Images of men are marked with an 
`M’  

Source 

Present An explanation for how race/gender was 
defined or derived 

A formal citation defining the selected 
race classification  

Absent No sources were used to explain the definition 
of race/gender 

 

Annotation 
Process 

Present An explanation for how explicit annotations 
were conducted 

A description of how race categories 
were annotated by crowdworkers   

Absent No explanation describing the annotation 
process 

 

 
Table 2. A table showing the codebook. Every database was marked as either Implicit, Explicit, or Neither. 
All databases were coded with either a 0 (absent) or 1 (present) for both gender and race. 

I break down the codebook in Table 2 in the following sections. For clarity, I provide a number of 

examples of coded documentation to highlight both the diversity of ways that information was represented 

across these databases, and how that information was coded. 

Race and Gender 

For each database, colleagues and I coded the presence and absence of race and gender. We coded 

“present” if the database contained race and/or gender. We coded “absent” if it did not. 

Race: We coded race as any mention of racial categories, ethnicity, or skin color. The following 

example represents a snippet I would code as containing race: 

“We also manually annotated the basic attributes (gender, age (5 ranges) and race) of 
all RAF faces. ... For racial distribution, there are 77% Caucasian, 8% African-
American, and 15% Asian.” —Real-World Affective Faces Database (RAF-DB) (S. Li & 
Deng, 2019) 

Gender: Colleagues and I coded gender as any mention of gender or sex categories (e.g., 

gender, sex, men, male, etc.). We also coded proxies of gender, such as familial relationships like mother 

and daughter. For example, AR Database was coded as including gender based on the following text: 
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“Men’s image names start with an `M’ symbol and women’s images start with an `W’.” 
—AR Database (Martinez, 1998) 

Some databases discussed race and gender, but only in so far as to explicitly state race/gender were not 

accounted for. For example: 

“Some questions were raised about the age, racial, and sexual distribution of the 
database. However, at this stage of the program, the key issue was algorithm 
performance on a database of a large number of individuals.” —FERET (Jonathon 
Phillips et al., 2000) 

In these instances, I did not code the database as including race and/or gender. 

Implicit and Explicit 

I identified two ways human race and gender are included in databases. Some databases explicitly 

annotate every image with race and/or gender information. Others, however, only provide race and/or 

gender information in high-level descriptive statistics for the dataset as a whole. I coded these databases 

as “explicit” and “implicit” respectively.  

Source for Definition of Race/Gender 

After identifying which databases included race and gender, colleagues and I coded each for whether the 

database provided a source for how race and/or gender were defined. I accepted both formal citations 

and claimed reflexive expertise. I required the source justify the definitions of race and gender categories. 

For example:  

“As prior work has pointed out, skin color alone is not a strong predictor of race, and 
other features such as facial proportions are important (Goldstein, 1979; Karras et al., 
2018; Porcheron et al., 2017; Porter & Olson, 2001). Face morphology is also relevant 
for attributes such as age and gender (Ramanathan & Chellappa, 2006). We 
incorporated multiple facial coding schemes aimed at capturing facial morphology using 
craniofacial features (Farkas, 1994; Farkas et al., 2005; Ramanathan & Chellappa, 
2006).” —IBM Diversity in Faces (DiF) (Merler et al., 2019)8 

Annotation Practices 

Finally, colleagues and I coded each explicit database for explanations of how the authors conducted 

annotations. My criteria was some form of explanation to how race and/or gender was explicitly 

 
8  Note: Citations in quotes throughout this chapter have been altered to map to the correct references in the quoted 
paper. 
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annotated. For example, if the authors explained that they visually evaluated each image to make a 

determination about a race classification: 

“Demographics for the 10k US Adult Faces Database were determined by an Amazon 
Mechanical Turk demographics study involving 12 workers per face. Amazon 
Mechanical Turk worker demographics were assembled from demographics surveys 
attached to the main tasks of Experiments 1 and 2.” —10k US Adult Faces (Bainbridge 
et al., 2013) 

Based on an analysis of the coded databases, I present findings in three sections: (1) the 

purpose and intended use of databases (see Contextualizing Race and Gender by Understanding the 

Intended Purpose of Databases); (2) the implicit race and gender features found in databases (see 

Implicit Features); and (3) the explicit annotations of race and gender found in databases (see Explicit 

Features). 

Public Availability of My Dataset 
Given that the image databases are publicly available for academic use, I felt it was ethically responsible 

to publish the corpus of databases examined in this study for the benefit of other researchers, engineers, 

and the public. I have created an open access spreadsheet of the 92 databases (and associated 

versions) examined in this paper. This spreadsheet contains the codebook, including tabs for databases I 

classified as “implicit” and “explicit.” I included the titles of original research papers, links to their Google 

Scholar entries, and the number of citations at the time of data collection. I also included quotes relevant 

to how race/gender are defined, sourced, and annotated, when available.  

I encourage other researchers to use the dataset for additional research and to add new 

database entries. The dataset is available for download using the following DOI: 

10.5281/zenodo.3735400   

Contextualizing Race and Gender by Understanding 
the Intended Purpose of Databases 
Image databases serve as an important resource for facial analysis research. Each time a new database 

is released, the authors are looking to fulfill some need within this community. I observed numerous 

justifications for the creation of new databases. For example, many databases were looking to 
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continuously expand the number of individual faces available within a single database. I observed three 

major categories for which image databases were intended to be used for: (1) individual face recognition 

and verification; (2) image labeling and classification; and (3) for diverse training and evaluation. In these 

three categories, race and gender were included—or not included—for different reasons. Understanding 

these reasons contextualizes why I see race and gender manifest in both implicit and explicit ways. 

Face Recognition and Verification 
A great deal of database authors described the utility of their database for individual face recognition and 

verification tasks—that is, tasks meant to match a single individual to a database of images. Race and 

gender were often implicit in these recognition databases. It is likely that many database authors did not 

view explicitly annotated information as relevant to the task of face recognition. Matching a single face to 

a single identity is often viewed as an individual-level task, not requiring additional labels beyond a unique 

identifier (e.g., a subject’s name, a number ID). However, some databases did include race and gender 

information—typically, along with other attributes like age and facial expressions. These often described 

the inclusion of such information for the sake of more expansive, more various data. Motivations for 

variety, however, are not necessarily the same as improving demographic diversity. Databases which 

sought to increase variety did not mention diversity as a motivation for identity information.  

Image Labeling and Classification 
Some databases were meant to aid with image labeling and classification—the assignment of labels to an 

image based on a database of images with annotations. Explicit race and gender annotations were 

common in such databases and were used to train a system to classify those annotated race and gender 

categories. While race and gender classification literature did not make up the majority of the original 

corpus, databases like Cohn-Kanade (CK) (Kanade et al., 2000) (which did not have explicit annotations) 

were still used for identity classification tasks (e.g., Anusha et al., 2017), suggesting a gap between the 

intended and actual use of this database. 
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Diverse Training and Evaluation 
A number of image databases were created to improve the diversity of available faces for training and 

evaluation, and thus, ideally, mitigate potential representation biases within facial analysis models (e.g., 

DiF (Merler et al., 2019), PPB (Buolamwini & Gebru, 2018)). Such databases were looking to improve 

conditions for both face recognition and image labeling tasks, but their explicit contribution to the field is 

motivated by addressing known biases and underrepresentation, allowing for systems to recognize a 

wider variety of human faces and identity attributes. I saw that most databases utilized gender as a 

means to “balance” racial diversity—that is, to ensure there are a comparative number of women of a 

certain race to the number of men of a certain race. Explicit race and gender annotations may or may not 

be present in databases created for diversity—some chose to provide implicit demographic distribution 

information instead. Implicit demographic distributions still described the diversity of people represented 

in a database, while explicit annotations of that diversity could also allow for improved image 

classifications. 

Implicit Features 
Approximately 64% (n=59) of the 92 image databases colleagues and I coded did not contain explicit 

annotations. About 37% (n=34) contained no information about race or gender whatsoever (see Table 3). 

Approximately 27% (n=25) databases contained implicit information about race and/or gender in the form 

of demographic distributions. These implicit databases contained descriptive statistics about the race 

and/or gender of the people featured in the database but did not annotate that information for each image 

in the database. Only 4% (n=1) of databases with implicit data included source information for where 

demographic categories came from. The other 96% (n=24) databases did not contain any source 

information underlying demographic descriptions; I generally assumed that the database authors 

gathered this information directly from subjects or determined subject race/gender themselves. 

  



  

 

55 
 

 

Race and Gender Representation in Image Database Corpus 

Explicit Annotations Implicit Data Neither 

35.9% (33) 27.2% (25) 36.9% (34) 

Race Gender Both 
  

45.5% (15 of 33) 100% (33 of 33) Both (45.5%) 15 of 33   

 
Table 3. The number of databases that contained (1) explicit annotations; (2) implicit demographic 
information; or (3) neither explicit or implicit race and gender information. Each count is out of 92 total image 
databases. 

Types of Race and Gender Categories 
Demographic descriptions manifested semantically in numerous ways. I observed both “gender” (e.g., 

CASIA-WEBFACE (Yi et al., 2014)) and “sex” (e.g., NUAA Photograph Imposter Database (Tan et al., 

2010)), as well as both being used interchangeably to refer to the same concept (e.g., HRT Transgender 

Face Database (Mahalingam & Ricanek, 2013)). Similarly, I observed “race” (e.g., Sheffield (previously 

UMIST) (D. B. Graham & Allinson, 1998)) and “ethnicity” (e.g., VGGFace2 (Cao et al., 2018)), as well as 

both being used interchangeably (e.g., CMU Pose, Illumination, and Expression (CMU PIE) (Sim et al., 

2002)), Compound Facial Expressions of Emotion (CFEE) (Du et al., 2014)). Underlying these concepts, I 

also observed numerous instances of categorical labels. For example, CFEE stated: 

“A total of 230 human subjects (130 females; mean age 23; SD 6) were recruited from 
the university area, receiving a small monetary reward for participating. Most ethnicities 
and races were included, and Caucasian, Asian, African American, and Hispanic are 
represented in the database.” —CFEE (Du et al., 2014) 
 

In this instance, “female” is used as a default gender, implying there must be another gender 

accounted for in the demographic distribution (most likely “male,” given binary trends). “Most ethnicities 

and races” also similarly insinuates some races are not accounted for, but the authors believe their 

subject pool accounts for “most” of them. I also found some troubling descriptions, which relied on 

otherwise criticized or contentious terminology. One of these was in the documentation of the now 

unavailable Microsoft Celeb (MS-CELEB-1M) (Guo et al., 2016), which employed the categories 

“Caucasian,” “Mongoloid,” and “Negroid.” The authors refer to these terms as encompassing “all the 
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major races in the world” (Guo et al., 2016). It is possible the use of such terms is tied to historic scientific 

uses of the term to describe physiological differences between races; however, this was the only facial 

analysis database I saw use this term, indicating it is likely uncommon in computer vision literature. Such 

descriptions imply author determinations tied to cultural notions about race. Further, MS-CELEB-1M did 

not provide detailed distributions of these categories, stating: 

“The diversity (gender, age, profession, race, nationality) of our celebrity list is 
guaranteed by the large scale of our dataset.” —MS-CELEB-1M (Guo et al., 2016) 
 

Other databases also claimed to include different genders and races but did not describe what 

terms or categories they used. For example, the authors of NUAA wrote in their publication, “Note that 

[the database] contains various appearance changes commonly encountered by a face recognition 

system (e.g., sex, illumination, with/without glasses)” (Tan et al., 2010). However, they did not describe 

what “sex” looked like in the database.  

Sources for Race and Gender Categories 
The only database to contain source material for implicit demographic information was VGGFace2. The 

authors describe using Freebase knowledge graph to determine the “attribute information such as 

ethnicity” for the images of IMDB celebrities in their database (Cao et al., 2018).  

Other databases, which I might expect to contain source material based on the outlined 

methodology, did not. For example, although the Facial Expression Recognition 2013 (FER-2013) 

Database described using Google search with keywords, they did not describe the process they 

undertook to define the keywords (Moreno & Sánchez, 2004). So although they stated that “keywords 

were combined with words related to gender, age or ethnicity” (Moreno & Sánchez, 2004), it is impossible 

to tell how the keywords were determined. Similarly, the HRT Database contained no source material on 

trans people in their definition of transgender as “someone who under goes a gender transformation via 

hormone replacement therapy; that is, a male becomes a female by suppressing natural testosterone 

production and exogenously increasing estrogen” (Mahalingam & Ricanek, 2013). 



  

 

57 
 

Choosing Implicit Demographics over Explicit Annotations 
As I reported in Contextualizing Race and Gender by Understanding the Intended Purpose of Databases, 

databases meant for facial recognition and verification often do not need explicit race or gender 

annotations to function for their intended purpose, even when they sought to improve diversity. Even 

databases, which were built specifically in response to human characteristics, did not contain annotations. 

For example, the HRT Database, which was created for the purpose of identifying individuals across 

gender transition, was not annotated with gender information about individuals. The HRT Database was 

particularly unique in comparison to other databases in its treatment of “gender” and “sex.” It was also the 

only database which discussed transgender identities: 

“Gender transformation occurs by down selecting the natural sex hormone of a person 
in replacement for its opposite. This is known medically as hormone replacement 
therapy; however, more broadly this can be described as hormone alteration or medical 
alteration.” —HRT Database (Mahalingam & Ricanek, 2013) 
 

In the HRT Database, transgender faces are problematized for recognition and verification tasks. 

Gender presentation is thus described not as an identity, but rather a challenge to facial analysis 

systems. 

Often, individual subjects in the database were documented by race and gender to such a degree 

that descriptive statistics were possible, yet that documentation was never translated into explicit 

annotations. The NimStim Set of Facial Expressions Database, which also did not explicitly annotate 

race, but included demographic information in its documentation, stated: 

“A number of features of the set are advantageous for researchers who study face 
expression processing. Perhaps the most important is the racial diversity of the actors. 
Studies often show that the race or ethnicity of a model impacts face processing both 
behaviorally and in terms of the underlying neurobiology of face processing. This 
modulation by race or ethnicity is not identified for all populations and may be driven by 
experience and bias.” —NimStim (Tottenham et al., 2009) 
 

The above snippet outlines the reasoning for why NimStim authors intentionally included 

individuals of multiple racial categories into their database, despite not annotating those features: to 

improve accuracy and precision for facial recognition tasks. It is possible racial categories were not 

explicitly annotated, because the authors did not find that information relevant to recognition. FERET, one 
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of the oldest databases, dated to 1993, was the only database I found to provide reasoning for the lack of 

annotations. On their website, they wrote: 

“Some questions were raised about the age, racial, and sexual distribution of the 
database. However, at this stage of the program, the key issue was algorithm 
performance on a database of a large number of individuals.” —FERET (“Face 
Recognition Technology (FERET),” 2017) 
 

I also witnessed an interesting example of identity-specific licensing agreements in the Iranian 

Face Database (IFDB), which prohibited the use of women’s images in publication. They stated: 

“Some female’s images are also provided in this database. These images will never 
appear in any document of any form.” —IFDB (Nik et al., 2007) 
 

IFDB was interesting in this regard, as they displayed some concern over the misuse of women’s 

images by third-party researchers and commercial interests. However, their approach to choosing implicit 

demographic labels of gender also leaves the gender of each image up to interpretation from those same 

third parties. I return to the concept of identity-specific licensing in the Design Considerations. 

Some databases would include explicit annotations for one feature but not another. For CMU PIE, 

which included “sex” but did not include race, they also stated: “At the time of writing, we have not 

decided whether or not to include the “race” or “ethnicity” of the subjects in the personal attributes” (Sim 

et al., 2002). The authors did not detail why they had not decided to include race in their annotations. I 

rarely found explanations about why demographics were included, or not included, annotated, or not 

annotated. 

I did observe instances of third-party researchers annotating databases which originally did not 

contain explicitly annotated features. For example, Afifi et al. annotated gender for Labelled Faces in the 

Wild (LFW) (Afifi & Abdelhamed, 2019). While I did not include third-party annotations of databases in the 

official analysis, I return to them in the Design Considerations.  

Explicit Features 
As shown in Table 3, approximately 36% (n=33) of the 92 databases colleagues and I analyzed included 

explicit annotations—either of race or of gender, or of both. About 45% (n=15) of the 33 databases with 
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explicit features included explicit race annotations, while 100% of the 33 databases with explicit 

annotations included explicit gender annotations.  

Of the databases annotated explicitly with racial features, none of the databases with race 

annotations contained only sources (with no annotation information) for how racial determinations were 

made; 20% (n=3 of all databases with race annotations) contained explanations for how annotation 

practices were conducted, but no sources; and 20% (n=3) contained both sources and annotation 

documentation (see Table 4). 

Similarly, no databases contained sources without descriptions of the annotation process for 

gender (of all databases with gender annotations); 6% (n=2) contained descriptions of the annotation 

process by which images were labeled with gender; 6% (n=2) contained both a source and a description 

of the annotation process: IBM DiF and PPB. For both race and gender, the databases which provided 

sources and/or descriptions of the annotation processes did so with varying levels of rigor. I further 

illustrate the observed source material and annotation documentation in the database corpus in the 

following sections.  
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Sources and Annotation Descriptions in Explicit Databases 

 
Race Gender 

Source 0% 0% 

Annotation Description 20% (3 of 15) 6% (2 of 33) 

Both Source & Annotation Description 20% (3 of 15) 6% (2 of 33) 

Total # Databases with Source/Annotation Description 40% (6 of 15) 12% (4 of 33) 

 
Table 4. The above table shows a count of sources and annotation descriptions in explicitly annotated 
databases.  Databases marked as containing sources do not contain annotation information, and vice versa. 
Only databases marked as including both source and annotation information contain both. Only 2 
databases—DiF and PPB—contained both sources and annotation explanations for both race and gender. 

Explicit Race Annotations 

Types of Race Categories  

Like I found in implicit demographic descriptions, race varied widely across the image databases I 

analyzed. Once more the concept of race was visually described using numerous concepts, like “race” 

(e.g., MORPH (I & II) (Ricanek & Tesafaye, 2006), Sheffield) and “ethnicity” (e.g., Annotated Facial 

Landmarks in the Wild (AFLW) (Köstinger et al., 2011), FER-2013) and “skin type” (e.g., PPB) or “skin 

color” (e.g., IBM DiF). Also like with implicit results, I once more observed numerous instances of 

categorical labels. For example, Radboud Faces Database (RAFD) contained only two racial categories: 

“Caucasian” and “Moroccan” (Langner et al., 2010). Such categories seem more explicitly tied to origin, 

than visual characteristics of race; yet their annotations imply visually determinable information. PUBFIG 

employed four categories: “White,” “Asian,” “Black,” and “Indian” (N. Kumar et al., 2009). PUBFIG’s 

categories seem to be determined by visual racial categories, like white, as well as notions of origin, like 

Indian. I also found that “other” was sometimes utilized as a category (n=3; MORPH-II, KINFACEW, 10K 

US Adult Faces). 

Sources and Annotation Processes for Race Categories 

The authors of the 10K US Adult Faces Database defined their racial categories as “White,” “Black,” 

“Hispanic,” “East Asian,” “South Asian,” “Middle Eastern,” and “other.” They explain that they sourced 
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these categories from “common” Amazon Mechanical Turk demographics found in experiments they 

conducted with Mechanical Turk workers. They compare the demographics of the workers and their 

database to the United States Census:  

“Demographics for the 10k US Adult Faces Database were determined by an Amazon 
Mechanical Turk demographics study involving 12 workers per face. Amazon 
Mechanical Turk worker demographics were assembled from demographics surveys 
attached to the main tasks of Experiments 1 and 2 ... The 1990 U.S. Census asks about 
Hispanic origin as a separate question from race, so there is likely overlap with other 
races.” —10K US Adult Faces (Bainbridge et al., 2013) 
 

The U.S. Census categories and the selected 10K US Adult Faces Categories do not perfectly 

align in the paper, making it difficult for readers to discern what decisions were made in collapsing “East 

Asian,” “South Asian,” and “Middle Eastern” into simpler categories. Presumably, these categories were 

used to pre-define their annotation guidelines, which were also conducted using Mechanical Turk. The 

authors describe the process for which workers were asked to annotate relevant facial attributes: 

“To collect the facial attributes, we conducted a separate AMT survey similar to (N. 
Kumar et al., 2009), where each of the 2222 face photographs was annotated by twelve 
different workers on 19 demographic and facial attributes of relevance for face 
memorability and face modification. We collected a variety of attributes including 
demographics such as gender, race and age, physical attributes such as attractiveness, 
facial hair and make up, and social attributes such as emotional magnitude and 
friendliness.” —10K US Adult Faces (Khosla et al., 2013) 
 

  The PPB database was the first database to explicitly annotate skin tone as a proxy for race, 

annotating images with two different skin tones: darker and lighter. They explain their decision to use skin 

tone due to the instability of racial categories: 

“Since race and ethnic labels are unstable, we decided to use skin type as a more 
visually precise label to measure dataset diversity. Skin type is one phenotypic attribute 
that can be used to more objectively characterize datasets along with eye and nose 
shapes. Furthermore, skin type was chosen as a phenotypic factor of interest because 
default camera settings are calibrated to expose lighter-skinned individuals (Roth, 
2009)... By labeling faces with skin type, we can increase our understanding of 
performance on this important phenotypic attribute.” —PPB (Buolamwini & Gebru, 
2018) 

PPB uses the Fitzpatrick skin type scale as both a source of categorizing and a guide for 

annotation (Buolamwini & Gebru, 2018). In their annotation practice, they apply the Fitzpatrick scale to 

each image in their database. The authors write: 
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“For the new parliamentarian benchmark, 3 annotators including the authors provided 
gender and Fitzpatrick labels. A board-certified surgical dermatologist provided the 
definitive labels for the Fitzpatrick skin type.”  —PPB (Buolamwini & Gebru, 2018) 
 

IBM DiF was the only database which attempted to conceptualize race using multiple phenotypic 

categories. They employed both skin color and numerous facial coding schemes to determine racial 

annotations. They derive diverse racial categories from multiple sources: skin tone from Chardon et al. 

(Chardon et al., 1991); craniofacial distance from Farkas et al. (Farkas et al., 2005); and craniofacial 

ratios from (Ling et al., 2010). Like PPB, these different sources also drove the annotation process: 

“As prior work has pointed out, skin color alone is not a strong predictor of race, and 
other features such as facial proportions are important (Fu et al., 2014; Goldstein, 1979; 
Porcheron et al., 2017; Porter & Olson, 2001). Face morphology is also relevant for 
attributes such as age and gender (Ramanathan & Chellappa, 2006). We incorporated 
multiple facial coding schemes aimed at capturing facial morphology using craniofacial 
features (Farkas, 1994; Farkas et al., 2005; Ramanathan & Chellappa, 2006).” —IBM 
DiF (Merler et al., 2019) 
 

Not all databases which provided annotation information also provided source information. The 

photos making up MORPH are taken from public records, but they do not describe where they source 

their concepts of race from. The authors of the MORPH database described their race annotation process 

in auxiliary materials. The authors, who conducted the annotation, evaluated images of those determined 

to have “inconsistent race” on a case-by-case basis: 

“Each of the 33 people with inconsistent race was evaluated on a case by case basis. A 
final decision was made according to one of the following criteria: 

 Simple Majority: All images for a given person were assigned the race that 
appeared at least 50% of the time.  

 Visual Estimation: Each person’s images were inspected one at a time. We 
decided the race only if there was a wide consensus among our team 
members. 

 Other: For some people (e.g. [sic] those of mixed race) it was difficult to guess 
their race from the photos, and there was substantial variation in the original 
dataset. We set the race of all images to Other.” —MORPH (Bingham & Yip, 
2017) 
 

From this description, I can only assume the MORPH authors made subjective decisions about 

each “inconsistent race” image based on their own perceptions about what race should look like. While 
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this approach is presumably true for many databases with annotated race characteristics, it is made 

apparent through MORPH’s description of their consensus-driven approach. 

Explicit Gender Annotations 

Types of Gender Categories  

In all gender annotations, gender was only categorized in two ways: “gender” (e.g., LFW, CMU PIE) and 

“sex” (e.g., NUAA). Similarly, categorical variables took two variations: “male/female” or “man/woman.” 

The majority of the databases used the same schema as CAS-PEAL: “male” and “female” (Gao et al., 

2008). AR Database annotated each image with an “M” to indicate men and a “W” to indicate woman 

(Martinez, 1998). I also determined proxies for gender to be explicit gender labels. For example, 

FAMILY101 used the labels “son,” “daughter,” “father,” “mother,” “wife,” and “husband” (Fang et al., 

2013). These annotations could also easily be used for gender classification tasks; thus, I determined 

them to be gender annotations. 

A particularly interesting example was PUBFIG, which had two gendered annotations: “male” and 

“attractive woman,” of which there was no associated “female” (N. Kumar et al., 2009). The absence of 

annotations for “female” or “attractive man,” however, highlights the culturally situated values around 

gender that can emerge within an annotation schema (see Chapter 4).  

Given previous literature documenting that automated gender classification only exists as a 

binary (See Chapter 4 and (Keyes, 2018)), I was not surprised to find almost all databases used only two 

categories that equated to “male” and “female.” The only outlier in this regard was RAF-DB, which 

contained “5% remains unsure” in their description of gender annotations (S. Li & Deng, 2019). While 

“unsure” still insinuates the individuals in the database should fit into the gender binary, it showcases 

something beyond “male” and “female.” Overall, the following section focuses primarily on how gender 

categories were determined and how the process of labeling them was discussed. 

Sources and Annotation Processes for Gender Categories 

Two databases described the annotation process they used to apply gender labels. PUBFIG, which used 

the labels “man” and “attractive woman,” used Amazon Mechanical Turk to crowdsource gender labels: 
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“Each job was submitted to 3 different workers and only labels where all 3 people 
agreed were used. In this way, we collected over 125,000 confirmed labels over the 
course of a month…” —PUBFIG (N. Kumar et al., 2009) 
 

FAMILY101, which uses gendered labels to describe family members (e.g., “son,” “daughter”), 

used a similar process. The authors selected pre-determined celebrity families, then asked the 

crowdworkers to find specific images of those families (Fang et al., 2013). Other databases used web-

based information to determine gender labels. For example, Indian Movie Face Database used IMBD to 

annotate for the gender of different actors and actresses (Setty et al., 2013). However, it is notable that 

none of the above databases provided sources for how they defined gender for the purposes of 

annotation.  

Only two databases included source information justifying their gender annotation categories: 

PPB and IBM DiF. These databases also happened to be the only two detailing their gender annotation 

process. PPB, employed binary “male” and “female” labels, explained their choice (Buolamwini & Gebru, 

2018). The authors wrote: “In this work we use the sex labels of `male’ and `female’ to define gender 

classes since the evaluated benchmarks and classification systems use these binary labels” (Buolamwini 

& Gebru, 2018). PPB used existing database literature to source their binary gender category selection. 

The authors describe using a combination of “the name of the parliamentarian, gendered title, prefixes 

such as Mr [sic] or Ms [sic], and the appearance of the photo” to label gender for each image (Buolamwini 

& Gebru, 2018). 

IBM DiF happened to be the only database which incorporated gender into a “facial coding 

schema” based on sourced craniological features. They reference Rothe et al. (Rothe et al., 2018) as 

driving their coding scheme for gender. They also describe multiple approaches for annotating gender. In 

one step, they used automated gender estimation as described by Rothe et al. (Rothe et al., 2018). In 

another step, they employed human labelers using the crowdsourcing platform Figure Eight. All of the 

coding schemes, including both automated gender classification and human labeling, are available for 

each image. 

Both PPB and DiF explicitly describe the binary gender annotations in their respective databases 

as a limitation. The authors of IBM DiF wrote: 
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“Note also that the gender categorization in Table 3, as in much of the prior work, uses 
a binary system for gender classification that corresponds to biological sex – male and 
female. However, different interpretations of gender in practice can include biological 
gender, psychological gender and social gender roles. As with race and ethnicity, over-
simplification of gender by imposing an incomplete system of categorization can result 
in face recognition technologies that do not work fairly for all of us.” —IBM DiF (Merler 
et al., 2019) 

DiF tried to mitigate the binary effect by using an average score of 0 to 1 for each image to “to 

predict a continuous value score for gender between 0 and 1, and not just report a binary output” (Merler 

et al., 2019). However, they also used a “male” versus “female” scale for subjective human-labeled 

annotations. 

Discussion 

Moments of Identification: A Machine Learning Approach to Human 
Identity 
Human identity characteristics have become increasingly operationalized and scrutinized within machine 

learning literature. On one hand, there are attempts to classify attributes like ethnicity (Gutta et al., 1998; 

Lu & Jain, 2004; Mansoor Roomi et al., 2011) and gender (Ramey & Salichs, 2014; Rodríguez et al., 

2017; Santarcangelo et al., 2015). On the other, there are growing concerns about how identity is being 

represented (Benthall & Haynes, 2019; Keyes, 2018), whether it is fair (Grother et al., 2018; Mehrabi et 

al., 2019; Raji & Buolamwini, 2019), and what the outcomes are when it is not (Bacchini & Lorusso, 2019; 

Noble, 2018; Suresh & Guttag, 2019). Underlying these concerns are the massive amounts of data that 

machine learning models require for their training and evaluation. For facial analysis models, in particular, 

this data must contain visual information about human faces. Thus, I see database authors primarily 

relying on moments of identification (Hall, 2012), using the visible, external appearances of faces to make 

determinations about race and gender. Yet, the nature of identity is shaped by both cultural and historical 

factors; it is sociohistorical. This nature reveals challenges to assumptions that racial and gender 

categories throughout these databases are objective in the first place. Given the lack of engagement with 

sociohistorical theory or deeper notions of invisible, internal race and gender identities, I thus observed 
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race and gender categories—that are socially and historically complex—portrayed as obvious, static, and 

apolitical. 

Underlying the three purposes of image databases—recognition, classification, and image 

diversity—is the utility, reliability, and accuracy of the ground truth data provided. I observed very few 

instances where database authors documented how they determined information about race and gender 

in facial images. However, I observed extensive documentation by database authors on the mechanics of 

lighting, image quality, and camera angles. Such mechanics are generally rooted in agreed upon 

standards. For example, no one is disputing that angles exist on a 360-degree plane. The lack of similar 

engagement with ground truth race and gender data undermined the very purpose of image databases to 

be usable, reliable, and accurate.  

Yet, considering the sociohistorical nature of these categories, standardization and benchmarking 

remains challenging, if not impossible. Race on the one hand demonstrates the challenges when there is 

a lack of agreed upon standards. However, in contrast, gender shows how even when there is an agreed 

upon standard, it can be problematic for sociohistorical identity attributes. Instead of aiming for objective 

standards for classifying race and gender, clear documentation of the tradeoffs and decisions would be a 

more reasonable and effective approach. 

When I examined race, I quickly saw the notion of objectivity degrade. I observed inconsistent 

practices for identifying race categories, which were otherwise portrayed as objective or obvious. When it 

came to race, I saw disparate schemas for classifying race and ethnicity. I observed notions of visible 

race markers (e.g., “Black”) and notions of origin (e.g., “Moroccan”), as seen in RAFD (Langner et al., 

2010)). Such inconsistency actually revealed the inherently subjective nature of identifying race from 

images, and therefore the apparent lack of a benchmark standard as seen in measuring camera angles.  

Gender was somewhat opposite compared to race. There is a longstanding practice in database 

construction to adopt a physiological binary perspective of “male” and “female.” I did observe a small 

number of recent and emerging efforts to address documentation of race and gender in image 

databases—in particular, with PPB (Buolamwini & Gebru, 2018) and IBM DiF (Merler et al., 2019). Both 

databases justified their decisions about the race and gender categories they chose and provided 

explanations about how they went about annotating them. They also weighed the benefits and tradeoffs 
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of various approaches, as seen in their discussions on the limitations of binary gender categories. 

However, their different schemas highlight the lack of a shared standard for (in this case) race. The 

complexity they detail in arriving at their classification, however, further highlights the situatedness of 

sociohistorical attributes, and the need for better guidelines around how to produce such datasets, and 

what contextual constraints (e.g., cultural context, time, etc.) should be considered when using them. Yet, 

authors of newer databases (i.e., DiF and PPB) have begun to question how gender is typically viewed in 

machine learning, even if they have not figured out ways to annotate images beyond it. HCI researchers 

have also criticized its erasure of trans experiences, as seen in my prior work (Hamidi et al., 2018), in 

Chapter 4, and in work by other scholars (e.g., Keyes, 2018). These criticisms highlight a gap between 

facial analysis databases and the social realities they are attempting to capture. It may not be possible, or 

desirable, to develop a shared standard. 

When the nature of identity attributes is approached as “common sense,” this may also lead to 

their portrayal as something neutral, objective, obvious, or even irrelevant. As the classifications of race 

and gender in these databases become folded into actual facial analysis systems, potentials for 

assessing the impact of classification decisions become increasingly opaque. As other scholars have 

noted, continuing to embed such limited perspectives into technical systems has the potential to reinforce 

harmful historical practices of exclusion (Bacchini & Lorusso, 2019; Keyes, 2018) and even fortify 

pseudoscientific practices of asserting invisible internal characteristics from visible identifications, like 

physiognomy (Agüera y Arcas et al., 2017; Valla et al., 2011). 

While the sociohistorical nature of race and gender make straightforward and universal database 

construction unreasonable, these limitations highlight the importance of entirely new lines of scholarship 

in computer vision addressing how race and gender are encoded into our systems. Specifically, I suggest 

that facial analysis researchers embrace two practices for situating their databases: (1) embracing 

positionality; and (2) adopting a sociohistorical perspective when making decisions around classifications 

of race and gender. In the rest of this section, I provide more details specific to race and gender and then 

concrete examples as to how researchers may adopt these practices in the Design Considerations. 
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Positionality: Author and Annotator Classifications of Race and Gender 
When annotating image databases, identification was often conducted through an analysis of the visible 

characteristics of a subject—usually by an author or a crowdworker. Of the databases which did not 

provide this information, I can assume that race and gender categories are also assigned primarily by 

visually assessing each image or subject in a database. Through the work of Stuart Hall, I see these as 

moments of identification, the situated construction of identity categories, to include or exclude specific 

groups of people (Hall, 2012). Importantly, identifications of race and gender is conducted through the 

lens of the person doing the identifying and is situated with “specific modalities of power” (Hall, 2012). 

Identification is colored by one’s experiences, interpretations, and perspectives. Without a doubt, the 

differing perspectives of database authors are why I observed such a wide variety of taxonomies in the 

data—”gender” versus “sex,” and “ethnicity” versus “race.” 

These categories are “constructed within, not outside, discourse... in specific historical and 

institutional sites within specific discursive formations and practices” (Hall, 2012). We see in current 

database practices the collapsing of human identity—which consists of both visible external and invisible 

internal aspects—into solely the visible. For example, visible gender expression is being used as a proxy 

for internal gender identity. Beyond the general lack of source material and annotation descriptions in 

databases, I also observed a lack of acknowledgment of external identification as a subjective process, 

informed by one’s own position and perspective in shaping race and gender categories. Without 

understanding the position of the author or annotator, the collapse of subject identity is made to appear 

neutral or objective. Statements like “most ethnicities and races were included” (CFEE (Du et al., 2014)) 

and “the diversity ... is guaranteed by the large scale of our dataset” (MS-CELEB-1M (Guo et al., 2016)) 

are written into database documentation as if the comprehensive diversity of race is objectively possible.  

Due to vague documentation, it was also not apparent what visible markers were most salient 

when authors or annotators were making race and gender determinations. The physical embodiment of 

identity manifests in numerous ways, both physiological—like skin color, face shape, body type—and 

expression—like clothing, makeup, and mannerisms. Such visible embodiment is crucial to identity, but it 

is also not always as simple and static as portrayed in the neutral and unexplained language of most 

database documentation. It is intertwined with social, cultural, and historical aspects of gender and race—
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the otherwise invisible aspects of identity. Prior scholars have critiqued the collapse of both the visible 

and the invisible. For example, I assessed the binary output of commercial gender classification systems, 

noting that, in facial analysis software, “presentation equals gender” (see Chapter 4). I saw the “objective” 

portrayal of visible identifications fall apart in cases like MORPH, where the authors described the 

difficulty “to guess [some subjects’] race from the photos” (Bingham & Yip, 2017). As facial technologies 

are often deployed beyond the locale they were initially developed in—often even globally—they enact 

forms of identification that do not necessarily align with the cultural reality of race and gender of other 

cultures and histories. Further, they do provide any methods for ensuring that they do align with localized 

cultures and histories. 

The practice of embracing positionality and acknowledging one’s perspective as a researcher has 

been a longstanding practice in feminist epistemologies (e.g., Attia & Edge, 2017; England, 1994; G. 

Rose, 1997). Positioning race and gender classifications within a discipline, a theory, a history, or oneself 

would increase the transparency and utility of the database itself. The practice is meant to inform others 

of the context the research was conducted in and instill trust in the researcher’s perspective. In detailing 

the subjective perspective of identifying race and gender features in images, database authors would 

make their decisions more transparent to potential users of their databases. This would also allow third 

parties to better understand how the database might fit their specific use case. I discuss one approach for 

doing this in Embrace . 

Sociohistorical Sourcing: Tying Historical Approaches of Race and Gender 
Identification to Database Documentation  
Identification in technical systems has spanned centuries and geographies. Race and gender have 

largely been defined by visible markers of difference. These differences have then been encoded into 

numerous technical systems of identification. Given that the premise of facial analysis databases is to 

enact moments of identification based on the visible features of people, it is imperative that we 

understand how race and gender have been operationalized in technical infrastructures that predate 

machine learning. After all, categories like “Negroid,” “Black,” and “African American” hail from historically 

evolving notions of both the physicality of race and countries of origin (Hirschman, 2004; Takezawa, 



  

 

70 
 

2012); categories like “male” and “female” have largely been derived from historically entrenched notions 

of biological sex that erase trans realities while producing normative cisgender ones (Butler, 1988). This 

is particularly important given the necessity of incorporating race and gender into system design for 

mitigating bias and ensuring equal representation of marginalized groups (Corbett-Davies & Goel, 2018; 

Lambrecht & Tucker, 2016; Obermeyer et al., 2019).  

In order to understand the potential misuse of classifications in facial analysis technologies, I 

review how race and gender identifications have been used to enact discriminatory political actions. For 

race, I discuss the evolution of the Census in the United States (M. M. Smith, 2006) and the sordid 

practice of physiognomy (Krüger, 2010). For gender, I observe an ongoing battle with gender 

classification schemas in the trans rights movement (Kunzel, 2014; Namaste, 2000). I review these 

examples, connecting them with what I observed in the identification practices in image databases. My 

goal in drawing these connections is to ensure facial analysis research avoids replicating problematic 

practices and mitigates the creation of technical systems that repeat unjust histories. 

Histories of Race Identification Embedded into Databases 

Some databases in the findings utilized U.S. Census categories for their definitions of race; however, 

none engaged with how Census categories have been used to count and erase certain people from 

political participation. This history is crucial to the evolution of the Census categories in the first place. 

The initial classification of race only had two distinctions—free or slave—which then evolved into the first 

census groups: European, African, and Native American (Prewitt, 2005). Even now, the Census is 

constantly evolving alongside shifting political agendas and social change. Who gets recognized on the 

Census determines who is literally counted. Alongside Census-informed categories, I also observed 

classifications for “Other,” which otherwise erase the racial identities of non-classifiable subjects. 

Embedding terms like “Negroid” and “Mongoloid” into database documentation, which have 

associations with histories of scientific racism based on such visible differences (Mukhopadhyay, 2018; 

Takezawa, 2012), insinuates a lack of understanding of categorical oppression. I observed some 

databases attempting to move away from politicized racial categories, as found in the census, to more 

static notions of racial affinity: visible skin tone and facial morphology. This form of identification 
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potentially allows for more accurate categorizations of people than subjective racial categories. However, 

there are tensions between more accurate measurements and the historical practice of physiognomy: the 

procedure of asserting one’s internal character from visible racial and ethnic characteristics. For example, 

both the segregation in Apartheid South Africa (Bowker & Star, 2000) and the extermination of Tutsi 

people in the Rwandan genocide were based on racial difference through the selected codification of 

cranial features (Krüger, 2010). Such tensions—between attempts to more objectively increase image 

diversity and histories of scientific racism—are problematic to actually address. Explanation for choosing 

to rely on visible difference would help make author intent visible to third parties. 

Beyond critically rethinking when and how to incorporate race categories into databases, I further 

encourage critical questions as to how those categories may be used in working facial analysis 

technologies. As I discussed in the related work, annotations of race and gender can aid the classification 

of minorities, making it easier to track them using facial analysis.  

While I encourage thoughtful inclusion of racial diversity into databases, I caution database 

authors to consider potential physiognomic ties and oppressive outcomes that might result from 

operationalizing race; I discuss opportunities for mitigating such uses in the Design Considerations. 

Histories of Gender Identification Embedded into Databases 

As I discuss in Chapter 4, the identification of gender in image databases can reify notions of gender as 

binary, visible, and obvious. I also observed notions of gender tied to archaic notions of women’s 

appearances. Categories like “attractive woman” (PUBFIG) places additional weight on the visibility of 

images of women subjects, emphasizing beauty standards that are more often applied to women than 

men (Ponterotto, 2016). Such perspectives sit in direct opposition of trans activists, as well as feminist 

scholarship that seeks to imagine gender as an internal, social, and cultural phenomenon (Butler, 1988). 

Trans rights movements have been built on fighting restrictive gender markers on government 

documentation. Mismatches between identity documents can restrict movement between countries 

(Currah & Mulqueen, 2011; James et al., 2016); result in differential healthcare access, particularly due to 

gendered insurance restrictions (L. Khan, 2011); and may result in concerning and risky encounters with 

police and other officials (Muth, 2018; National Center for Transgender Equality, 2015). Yet legal 
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documentation has changed in response to trans movements. For example, non-binary options are 

becoming increasingly available in certain U.S. states (e.g., Colorado driver’s licenses (Schmelzer, 

2018)). 

Much like with race, such shifts also showcase the fluid and political nature of gender 

identification. Moreover, they show the mismatch between the standards being employed for gender in 

databases with the changing standards of gender in other technical systems. The choices authors 

embrace when making gender identifications necessitate a thoughtful questioning of the role a database 

will play when incorporated into working facial analysis systems. Like race, gender should be handled 

with care when operationalized into databases; in particular, I encourage more nuanced ways of 

representing gender that neither exclude trans identities nor put them at risk. 

Given the replication of historical race and gender categories in databases, and their 

generalizability for uses in unforeseeable large-scale systems, researchers must critically imagine 

potential misuses. Such imagination is necessary; research has shown that the omission of explicit 

consideration of race and gender results in disparities (e.g., Corbett-Davies & Goel, 2018; Lambrecht & 

Tucker, 2016; Obermeyer et al., 2019), and thus, race is still a necessary construct to consider when 

building databases for machine learning systems. Examining sociohistorical identifications gives 

researchers the tools to do just that. Given the historical mistreatment of race and gender reviewed in this 

section, I encourage computer vision researchers to begin incorporating historical perspectives into their 

documentation. The status quo of database construction and annotation disservices computer vision 

research. I seek to envision new, human-centered lines of scholarship aimed at capturing the invisible, 

internal aspects of identity.  

Design Considerations 
I found that there is a general lack of documentation for how race and gender categories are designed 

and annotated in training and evaluation databases for facial analysis technologies. This finding exposes 

numerous opportunities. Specifically, there are abundant opportunities to address the two main issues in 

the previous sections: to provide clear documentation that addresses both (1) the positionality of the 
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authors and annotations and (2) the sociohistorical context of race and gender categories. I then provide 

three additional design considerations: (1) revisit, revise, or retract existing image databases; (2) 

creatively incorporate “invisible” aspects of identity; and (3) explicitly define identity-specific limitations of 

use. In this section, I detail these five interventions towards promoting growth in the field of computer 

vision, and machine learning broadly. 

Provide clear and transparent documentation of race and gender that 
includes positionality and sociohistorical context 
I urge database authors to provide more rigorous documentation about their database creation 

processes. First, they should expound on the decisions they make to include and exclude certain races 

and genders in their databases. Second, they should describe how they are defining race and gender. 

Third, they should write rich descriptions of how they annotate race and gender information. For example, 

whether they annotated images based on participant self-identification or based on appearance. They 

should also provide any guidelines they follow for conducting annotations. For example, what features 

made an annotator label an image with “woman.” Providing documentation on these decision-making 

processes would make databases more transparent, and thus more usable to third parties. 

Embrace positionality 
As race and gender are sociohistorically situated, so too are the perceptions authors and annotators 

introduce into databases. Including the perspectives, training, and identities authors and annotators bring 

to image databases would increase the level of transparency currently absent in decision-making 

processes. Knowing the demographic distribution of authors and annotators is just as useful as knowing 

the demographic distribution of subjects in the database. There is detailed precedent in other fields for 

including positionality statements in research. Sociology, anthropology, and increasingly HCI introduce 

positionality (or reflexivity) into research to ground the choices researchers make when defining research 

questions, methods, and findings (e.g., Attia & Edge, 2017; Dombrowski et al., 2016; Rode, 2011). 

Database authors can include small statements on positionality in their work. Beyond positionality 

statements, database authors might also consider weaving in smaller nods of positionality into 
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descriptions of the methods used to define and annotate classifications. To accomplish this, database 

authors might explain their relevant expertise to the task of identity classification. They might also 

explicitly ask annotators to describe their own race and gender identities, for the sake of understanding 

how that might shape their annotations. Ogbonnaya-Ogburu, Smith, To, and Toyama also suggest that in 

addition to these endeavors, researchers ought to be “other-conscious” (Ogbonnaya-ogburu et al., 2020); 

in other words, to consider how their work will be viewed by people in other groups than their own, 

particularly racial minority groups. 

It is important to note I am not advocating for the compulsory disclosure of sensitive experiences 

or marginalized identities. I acknowledge the increased burden of researchers from marginalized 

identities in self-disclosure, which may risk their personal and professional lives (LaSala et al., 2008). 

There is also the valid concern that work conducted by marginalized individuals on topics of identity will 

be viewed as less scientific and less valid (Honeychurch, 1996; Serrant-Green, 2002). Rather, I am 

advocating for increased context setting around the decisions researchers make when constructing and 

documenting databases, and a deeper attention to documenting the identities of annotators as seen in 

more research practice (e.g., the reporting of participant demographics). 

Incorporate sociohistorical context 
Documentation is crucial to understanding the sociohistorical context in which databases are created and 

annotated. Database authors should explicitly detail the decisions they have made in defining race and 

gender, as well as the categories they have chosen to represent. As I have demonstrated through my 

discussion in Sociohistorical Sourcing: Tying Historical Approaches of Race and Gender Identification to 

Database Documentation, not only do cultural definitions of race and gender change over time, but they 

are linked to sociohistorical modalities of power. How race and gender concepts are distinguished is 

contextual to how such categories are being used. Race is often seen as having shared physical traits, 

whereas ethnicity is seen as shared cultural traits; furthermore, nationality is sometimes is conflated with 

both (Morning, 2008). Such classificatory distinctions can also disguise heterogeneity within both “race” 

and “ethnicity” (Gordon, 2007). Similarly, “gender” and “sex” are often distinguished as two separate 

concepts. Furthermore, sexologists and activists have criticized the distinction between “sex” and 
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“gender” for erasing intersex bodies (Chase, 1998; Fausto-Sterling, 2000). Many trans and gender 

scholars have since rebutted the gender and sex distinction altogether (e.g., Butler, 1988; Cealey 

Harrison & Hood-Williams, 2002).  

When making distinctions, database authors should review theories of race and gender as part of 

their literature review, and discuss the limitations and tradeoffs of their decisions in their documentation. 

Revisit, revise, or retract existing image databases 
During analysis, I came across databases which third-party researchers had subsequently annotated. For 

example, although the original LFW database did not have explicit gender annotations, Affi et al. have 

subsequently annotated this database with gender annotations (Afifi & Abdelhamed, 2019) on their official 

website. This is a creative way to extend existing databases, which may not contain race and gender 

information, and improve them. Given the difficulty in accessing the original subjects for most existing 

databases, it’s likely third parties would still need to adopt methods for external identification of race and 

gender. In this case, Affi et al. adopted a binary approach to gender in their adaptation of LFW. However, 

I encourage third parties to embrace opportunities to introduce alternative, more inclusive annotations. 

Much like I recommended in Chapter 4, third-party annotators might instead choose to annotate varieties 

of gender expression (e.g., feminine, masculine; long hair, short hair; makeup, no makeup), rather than 

perceived gender identity. They might also embed feminist theories into empirical methods. For example, 

by introducing Standpoint Theory (Rolin, 2009) into crowdworking annotations, purposefully recruiting 

crowdworkers of diverse races and genders to label images, and situating those identities within 

annotation reports. 

I also encourage the research community to revisit and question the utility and inclusivity of 

previously published databases. For example, I saw that both the MS-Celeb-1M and the HRT 

Transgender Faces database had been retracted from their websites. They are no longer available for 

download. It is likely this is due to critical commentary from both researchers (e.g., Keyes, 2018) and the 

media (e.g., Murgia, 2019; J. Vincent, 2017). Reassessing the validity of databases should be 

encouraged by the research community, through encouraging both original authors and third parties to 
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publish work evaluating existing databases. The retraction of databases should not be seen as a failure, 

but instead a contribution to improving computer vision. 

Creatively engage “invisible” aspects of identity 
I believe that a true representation of race or gender cannot be ascertained without explicitly coupling 

both the visible—physical embodiment—and the invisible---social and historical realities that shape the 

internal sense of self. Yet, it is extremely difficult to incorporate the invisible aspects of identity into such a 

visual medium as computer vision. Those few databases that attempted to fold in the social and internal 

aspects of gender (PPB and DiF) did so only insofar as to say their databases were limited by being 

unable to capture this complexity.  

Moving forward, I encourage database authors to re-imagine how identity in image databases can 

also embrace the invisible characteristics of racial and gender identities. Already, there have been 

attempts to incorporate self-identification into image databases. For example, as described in Chapter 4, I 

built an image database using self-annotated gender. This work attempts to encapsulate the invisible in 

visible images using self-identification of the subjects. Database authors might also consider 

methodologies for collecting self-identification directly from subjects—in studio or by survey. We might 

also consider looking beyond prevailing one-sided moments of identification—where facial analysis 

systems classify or verify an individual without consent—to interactive systems which allow individuals 

agency over identification. Such techniques could greatly improve the depth and accuracy of the 

representations of the identity of the subject. 

I acknowledge such approaches are also faced with a large number of limitations. It may be 

technically infeasible to gather enough images this way; it may also be technically infeasible to use self-

annotated annotations, which may be too complex or varied for computer vision systems. As 

demonstrated by other researchers, the ethical critiques of facial analysis technologies highlighted in this 

work cues can be extended to other “invisible” aspects of human identity, like personality traits and 

emotions (e.g., Wouters et al., 2019)—many of which were also present in the databases I analyzed. 

Using invisible characteristics, whether that is gender identity or emotion, may still enable problematic 

applications of facial analysis and must always be critically examined. 
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Explicitly define identity-specific limitations of use 
I encourage authors to think through the potential implications of their databases being used in facial 

analysis technologies—in particular, the misuses. One way of taking caution against oppressive uses of 

race and gender categories in databases, as demonstrated through the discussion in Sociohistorical 

Sourcing: Tying Historical Approaches of Race and Gender Identification to Database Documentation, is 

to create licensing agreements that delimit what kinds of uses are acceptable. Many of the databases I 

examined in this study had licensing agreements for the type of use (e.g., commercial) that were allowed. 

In some cases, people who want to use these databases must contact the creators before they are given 

permission to use it. 

However, database authors could go further. Specifically, licensing agreements should address 

acceptable and unacceptable identity-specific uses of databases. I saw this in one database which I 

examined, the Iranian Face Database (IFDB), which detailed terms of use for the images of women 

included in the database (Nik et al., 2007). While I acknowledge it is not possible to predict all problematic 

uses of a database, licensing agreements present a first step to protecting both the subjects in the 

database and the potential targets of facial analysis systems. A significant benefit of licensing agreements 

is that authors will more easily be able to identify who is using their database and can inform them of 

changes or even retractions. When it is unclear how much or whether to restrict use of a database, 

authors should engage with community groups and advocates to determine what uses are appropriate 

(e.g., as seen in my own prior work (Hamidi et al., 2018) and in (Woodruff et al., 2018)). 

Limitations and Future Work  
I acknowledge the limitations of my methods. When database authors did not clearly state how race and 

gender were derived or how they were annotated, I was left no choice but to read between the lines. 

Deeper understanding of the motivations and decisions being made by database authors requires an 

insider perspective; future work would benefit from interviews with database authors, both in academia 

and in industry contexts. Furthermore, given the propensity of utilizing crowdworking solutions for large 

scale database annotations, there are immense opportunities for new research on crowdsourced 
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annotation practices. I seek to conduct future work on the positionality of diverse crowdworkers as 

annotators of race and gender features.  

Furthermore, given the sociohistorical power structures that impact groups at the intersection of 

both race and gender, more work is needed to address theories of intersectionality in facial analysis 

databases. I observed race and gender being treated as highly disparate identities; they were not 

addressed as relevant to one another, except when gender was used to balance out racial categories. 

Future work on more theory-driven approaches to addressing intersectionality (Crenshaw, 1991; Hill 

Collins & Bilge, 2016; Rankin & Thomas, 2019) in image databases could help alleviate the lack of 

sociohistorical context I observed in this study. This work should also consider less U.S. and Westernized 

views of identity and structural inequality, as the theories used to examine databases in this paper are 

largely based on Western theories of gender and race.  

Additionally, the classification of subjects through computer vision, whether the labels are derived 

from subjects themselves or otherwise, may simply be viewed as morally objectionable in many 

circumstances. In particular, when we consider the historical—and contemporary—operationalization of 

race and gender classification for political means. As such, even in attempts to fold in complex and self-

held invisible identities, we must always consider how those databases may be appropriated to 

accomplish the types of oppression I discussed in this study. 

Conclusion 
Emerging research in the realm of FATE (fairness, accountability, transparency, and ethics) has yielded 

unique insights in improving equity in facial analysis technologies. Specifically, researchers have called 

for increased engagement with critical scholarship (Hanna et al., 2019) and complex realities of identity 

(Benthall & Haynes, 2019). This study embraces these calls, adopting a critical sociohistorical perspective 

of race and gender classification to analyze current identity documentation practices in image databases. 

I examined (1) for what purposes are race and gender included in image databases; (2) what information 

about race and gender is implicit and what is explicit; (3) what sources are being used to define 
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categories of race and gender; and (4) what annotation practices are being used to identify race and 

gender in images. 

To accomplish this, colleagues and I analyzed 92 image databases popularly cited in facial 

analysis literature. I developed a codebook to examine how database authors described their definitions 

and annotation practices of race and gender. I found that the majority of database authors neither 

provided sources for which gender and/or race were derived, nor described the annotation practice of 

identifying race and/or gender in database images. While a small subset of newer image databases are 

aimed at increasing, in particular, racial diversity and engage more deeply with literature on race and 

gender identities, they still rely on moments of visible identification that could be used to augment 

sociohistorical practices of oppression if adopted inappropriately.  

I discussed the current state of the art in database construction: apolitical and obvious 

approaches that erase the subjective reality of external identifications. I highlighted the politicized history 

of race and gender identifications, including how facial analysis systems are being adapted to expand 

harmful and oppressive agendas. Throughout this discussion, I highlighted the role of visible difference, 

that otherwise erases the internal experiences of race and gender. I concluded with recommendations for 

improving approaches to database construction and documentation, including opportunities for authors to 

mitigate harm to subjects of facial analysis. 
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4 
HOW IDENTITY HAS BEEN 

EMBEDDED IN MODELS  
 

In the previous chapter, I showed how race and gender are built into image datasets for training 

facial analysis (FA) models, a subset of computer vision. This chapter now drills down into a specific 

subset of FA models: automatic gender recognition (AGR), a facial analysis (FA) task for classifying the 

gender of human subjects (for overviews see my prior (Hamidi et al., 2018)). Focusing so acutely on AGR 

allows me to actively evaluate how an identity like gender is represented in existing models. 

Evaluation studies are increasingly common. For example, Buolamwini and Gebru evaluated FA 

services from Microsoft, IBM, and Face++ and found higher gender classification error rates for dark-

skinned women than for white men (Buolamwini & Gebru, 2018). Muthukumar et al. sought to isolate the 

reason that facial analysis systems often worked disproportionately worse on women of color than other 

groups, highlighting lip, eye, and cheek structure as a primary predictor for gender in FA systems 

(Muthukumar et al., 2018). Within CSCW and HCI, one major thread of scholarship addresses concerns 

over how gender is conceptualized. In Chapter 3, I discussed the potential harms when gender is 

collapsed into a single gender binary—“male” or “female”—rather than approaching gender as socially 

constructed, non-binary, or even fluid. Colleagues and I also conducted a qualitative examination of 

transgender and/or non-binary9 (which I abbreviate to “trans” from here on (H. F. Davis, 2017)) users’ 

expectations and impressions of AGR systems, uncovering widespread concern about the ramifications 

of AGR (Hamidi et al., 2018). This prior work highlights an opportunity to understand how gender is 

represented in specific facial analysis models, rather than solely in datasets. 

 
9  We use the term “trans and/or non-binary” to acknowledge and respect both non-binary individuals who do identify 
as trans and non-binary individuals who do not identify as trans. We acknowledge this difference in our shortened 
umbrella use of “trans” as well. 
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In this chapter, I speak to these concerns by studying how computers see gender. I intentionally 

focused my attention on cloud-based providers of computer vision services, focusing on how these 

services operationalize gender and presented as a feature to third-party developers. Specifically, I 

focused on answering the following research questions:  

1. How do commercial FA services codify gender characteristics (through facial classification and 

labels)? 

2. How accurate are commercial FA services at classifying images of diverse genders (including 

binary and non-binary genders)? 

3. How do individuals self-describe internal gender identity and how does this compare with the 

descriptions FA infrastructures provide?  

To answer these research questions, I present results from a two-phase study. I share results 

from a technical analysis of commercial facial analysis and image labeling services, focusing on how 

gender is embedded and operationalized in these services. Building on my technical analysis, I then 

present my evaluation study of five services. Using a manually constructed image dataset of 2450 faces 

with diverse genders from Instagram, colleagues and I10 conducted a performance evaluation to 

determine the success rate of commercial classifiers across multiple genders. I then share my analysis of 

image labeling services, focused on how gender is detected by labeling services and embedded in the 

labels they provide. Finally, I compared these services with the content Instagram users provided in their 

own captions and hashtags, revealing clashes between social and technical perspectives about gender 

identity.  

I reflect on my findings in relationship to three different perspectives of gender: internal self-held 

gender, gender performativity, and systematic demographic gender. I discuss how these three different 

perspectives emerge and are omitted through layers of infrastructure and third-party applications, 

resulting in people experiencing what Bowker and Star call torque, especially when they reside in the 

residual spaces that are unrecognizable to these systems (Bowker & Star, 2000). 

 
10 Colleagues in this chapter included Jacob M Paul and Jed R. Brubaker. 
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If researchers are going to propose design and policy recommendations, it is critical to 

understand how gender is currently classified in available commercial services. My findings build on 

previous scholarship to provide an empirical analysis of FA services. Where prior work on AGR and 

gender diversity has focused on academic AGR literature, I provide an in-depth analysis of the 

infrastructure that supports existing commercial systems already widely available for third party use. My 

research demonstrates how gender is conceptualized throughout multiple layers of FA systems, including 

an analysis of both classification and labeling functionality. I enumerate what options are currently 

available to third party clients, providing insight into the implications of the underlying infrastructure. 

Finally, I detail ethical decisions I made that may be of benefit to scholars conducting similar research—

particularly as it pertains to minimizing misuse of user data when working with cloud-based services. The 

findings presented in this paper can lower barriers for stakeholders evaluating blackbox systems, support 

current approaches to fairness research, and open doors to more creative ways of imagining gender in 

algorithmic classification systems. 
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Phase I: Technical Analysis of Facial Analysis and 
Image Labeling 

Facial Analysis and Image Labeling Services 

Name Service Name HQ Gender Class. Terms Prob. Score 

Amazon Rekognition United States Male/Female Incl. 

Baseapp DeepSight Germany Male/Female Not Incl. 

Betaface Betaface API India Male/Female Incl. 

Clarifai 
 

United States Masculine/Feminine Incl. 

Face++ 
 

China Male/Female Not Incl. 

Google Cloud Vision United States N/A N/A 

IBM Watson Visual Recognition United States Male/Female Incl. 

Imagga 
 

Bulgaria N/A N/A 

Kairos 
 

United States M/F Incl. 

Microsoft Azure United States Male/Female Not Incl. 

 
Table 5. The set of facial analysis and image labeling companies (and their service name, if it is different) 
whose documentation I analyzed. The “Gender Classifier Terms” column represents the language used to 
describe gender classification in the service. The “Probability Score” column indicates whether the gender 
classifier includes a probability score. Bolded names represent the services I studied during Phase II: 
Evaluating Five Facial Analysis and Image Labeling Services. 

My investigation began with an in-depth technical analysis of commercially available computer vision 

services that included facial analysis and image labeling functionality. I start by detailing how these 

services function, paying close attention to what forms of data are provided and how they are organized. 

In line with Edwards et al. (Edwards et al., 2010), I argue that these services provide an infrastructure that 

empowers system designers and developers that make use of said infrastructure, but also constrains the 

possibilities for their designs. Specifically, Edwards et al. call attention to interjected abstractions—the risk 

of low-level infrastructural concepts becoming part of the interface presented to end-users (Edwards et 

al., 2010). I argue that this can occur, but that these abstractions can also be uncritically adopted by 

developers of third-party applications as well. Developers working with computer vision services may 

accept the APIs and data produced by these services as representative of the actual world (cf. (Brubaker 
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& Hayes, 2011; Woolgar & Suchman, 1989)). Even as computer vision services provide tools that 

empower designers and developers to create new applications, the data provided by these services also 

represent a set of affordances that designers can use, naturalizing categories and specific data values. 

To select a set of services to study, I reviewed several dozen commercially available computer 

vision services. I initially identified services to review based on my existing knowledge, previous 

scholarship on these services, and online articles comparing providers. I compared these services using 

information from their public facing websites, including advertising and promotional content, technical 

documentation, tutorials, and demos. I eliminated services that (1) did not classify attributes about a 

human face or body and (2) did not have publicly available demos to test. This process helped me narrow 

the list down to the ten services I studied during this phase (see Table 5). 

Functionality of Facial Analysis and Image Labeling Services 
The computer vision services I analyzed bundled their features in different ways, but the features I 

analyzed can be broadly understood as falling into two categories—facial analysis and image labeling. 

 Facial analysis employs specific feature detection functionality trained for faces. Notable for the 

current analysis, most services bundled a predetermined set of classifiers that were not solely 

focused on facial recognition. Services typically classified and categorized the image relative to 

other concepts (e.g., gender, age, etc.).  

 Image labeling (or “tagging” on some platforms) provides a set of labels for objects detected in 

the image (e.g., young lady (heroine), soul patch facial hair). In contrast to the consistent data 

schema provided by FA, the specific labels and how many are included varies, depending on 

what was detected in the image.  

To better understand the features of each of these ten services, I used free stock images 

including people, animals, inanimate objects, and scenery. I included images other than people at this 

stage to identify differences in the data returned for human versus non-human images. My analysis of the 

data returned from each service focused on two levels: the schema of the response and the range of 

values contained in that schema. To this end, I analyzed technical documentation, marketing materials, 

and the results from my own tests with these services.  
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The Schema of a “Face” 
The schemas for facial analysis services were elaborate (see Figs. 3-5), but highly varied. Some services 

provide robust detection of the location of facial “landmarks” (e.g., eyes, nose, mouth, etc.) and 

orientation of the face within the image (i.e., roll, yaw, and pitch). While facial features may be indicative 

of gender (e.g., facial morphology (Mahalingam & Ricanek, 2013; Ramey & Salichs, 2014)), in this 

analysis, I focus on the classification data that would most commonly be used by third-party developers 

making use of these services.  

All services, save for Google’s, included gender and age classification in their facial analysis. I 

found that services from large tech companies in the United States (such as Amazon Rekognition, 

Google Cloud Vision, and IBM Watson Visual Recognition) omitted ethnicity and race. However, smaller, 

independent companies (such as Clarifai and Kairos) and non-US companies (like Chinese-based 

Face++ and German-based Beta Face) included ethnicity and race. 

Finally, some form of “safe search” classification was common across FA services. These 

classifiers included ratings for attributes like “raciness” or “nsfw.” IBM’s Watson, for example, includes 

classification results for explicit. Microsoft Azure has two classifiers for adult and racy content. 

When returning classifier results, some services also included a probability score for the result. 

This was variously referred to as a “score,” “confidence score,” “accuracy,” and so on, but represented the 

likelihood of the returned value being accurate. 

Returning to gender classification, the range of values I observed is important. Gender was 

defined as a binary—and never a spectrum—with only two categories. Despite often being called 

“gender,” the categories always used the biologically essentialist11 terms “male” and “female” (as opposed 

to actual gender identities like “man” and “woman”). One interesting exception was Clarifai, whose gender 

classifier is specifically termed “gender appearance” and returns the values “masculine” and “feminine.” 

These terms insinuate a potential shift in gender classification from a biologically associated category that 

someone is assigned to a perceived quality someone could define. 

 

 

 
11  Focusing on specific, fixed biological features to differentiate men from women. 
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Figure 2. An example of an #agender Instagram post. 
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Figure 3. An example of the gender 

classification portion of the result from IBM 
Watson’s facial analysis service.  

 
Figure 4. An example of the image labeling 

portion of the result from IBM Watson’s 
computer vision service. 

During analysis I also noted that probability scores (when included) never fell below 0.5 for the classified 

gender. Some services, like Kairos, provided two probability scores that total to 1.0 (e.g., 

“femaleConfidence”: 0.00001, “maleConfidence”: 0.99999, type: “M”), clearly exposing a binary classifier 

for which male and female are opposites.  

In my initial exploration, I found that the results of gender classification were inconsistent across 

platforms. However, it was often difficult to determine why. In one instance, for example, a photo of a man 

dressed in drag from the dataset was classified as female (Watson) and male (Azure). These 

inconsistencies demonstrate the differences in how gender is operationalized across these services. 

However, it is unclear whether this is a result of differences in training data and the creation of models, or 

if there are more fundamental things at play. I return to this concern in section Phase II: Evaluating Five 

Facial Analysis and Image Labeling Services with a more rigorous evaluation. 

The uniform simplification of gender across most services was surprising, but also prompted me 

to consider other places in which gender might exist but be less structured. With this in mind, I also 

analyzed the more open-ended image labeling features. 
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Labeling 
In contrast with the consistent set of classifier data accompanying FA results, the data returned for image 

labeling is far more open-ended. As previously mentioned, labeling requests produced a list of the objects 

detected—but the range of labels provided is extensive. While I could not find exact numbers, Google and 

IBM both claim that they have classification for “thousands” of “classes.” As with facial analysis, some 

services provided probability scores for their results, while others did not. 

The absence of an explicit gender classifier, however, does not mean that gender was absent 

from labeling results. In fact, gender was evident throughout labels, including terms like “woman,” “man,” 

“boy,” and “aunt,” to name a few. Moreover, unlike the binary gender classification, labels are not mutually 

exclusive. As a result, I frequently saw images labeled with multiple and seemingly contradictory terms. 

For example, a set of labels including “person,” “boy,” “daughter,” and “son” was not unusual. 

Independence in Classification Tasks 
Given FA and labeling were offered by the same provider, I expected there to be consistencies across 

gender classification in both FA and the gendered labels. If anything, I found the opposite. As evidenced 

by the prevalence of multiple gender labels being assigned to a single image, gendered labels were 

decoupled from the gender classifications in FA. Probability scores for FA gender classifications and label 

classifications would often differ, sometimes greatly. For example, Amazon assigned the label “female” 

(.612) to an image, yet the probability score for this label was much lower than the probability for its 

female gender classification (.992). This suggests that the gender classifiers in FA services are 

decoupled from the classifiers used to label images. 

These inconsistencies provide insights into how I might better understand probability scores. 

Clarifai, in particular, provided a unique glimpse into how it discretely classifies gender into two categories 

by showing the probability scores for both male and female classification. For some of the images 

colleagues and I tested, the probability scores were close to one another on both sides of the binary, 

showcasing a lack of confidence in its gender classification. For example, an image of a young woman 

standing next to a statue was viewed as only .500002 likely to be female, and .49997 likely to be male, 

tipping the scales towards female just slightly. However, this image was labeled with a series of 



 

89 
 

seemingly contrasting binaries: “child” (.986) and “adult” (.893), “boy” (.91) and “girl” (.904). As evidenced 

by the independent probability scores for these labels, classification is based on the detection of the label 

or not (e.g., “woman” or “not woman”) rather than the either-or binaries (e.g., “female” or “male”) I 

observed with gender classification in facial analysis. 

Takeaways from Phase I 
During my initial analysis, I found inconsistencies across services in how gender was classified. Despite 

these inconsistencies, however, both facial analysis and image labeling used binary language to describe 

gender. Moreover, the inconsistencies between how gender and labels were classified, even within the 

same service, suggests that classifiers are developed independently from each other and, subsequently, 

gender is being operationalized in a piecemeal fashion. 

Examining the APIs associated with these services, as if I was a third-party developer, impressed 

the important role of data schemas. The structure of the data returned by gender classifiers to third-party 

developers presents gender as a property that can be easily incorporated into the design of their 

applications. In the process, however, much of the context around gender, or even a classifier’s certainty, 

can be lost. Established literature on algorithmic fairness has noted how biased training data can result in 

biased classification and recommendations. What I see here is how these systems can also produce bias 

in how they framed their results—in this case, through the schemas around which services and their APIs 

are constructed. 

What my initial study did not tell me is how image classification performed on a diverse set of 

images. Moreover, my analysis of image labels was not exhaustive. In the next phase of this research, I 

sought to quantify the performance of gender classification across a diverse set of genders and analyze a 

larger and more diverse set of image labels. 
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Phase II: Evaluating Five Facial Analysis and Image 
Labeling Services 
Having detailed how FA and image labeling services function, and the affordances that they provide to 

third-party developers, I analyzed how a subset of these services performed with a dataset of gender 

diverse images. Specifically, I: 

1.  Performed a system analysis to understand the affordances of these systems. 

2. Manually determined the performance of the gender classifiers found in facial analysis services 

using a dataset of diverse gender images. 

3. Conducted a qualitative error analysis to understand how the gendered language of the system 

compares with the gender expressions of the Instagram dataset authors. 

I start by describing how I narrowed the services studied. I then outline the construction of the 

dataset, including how I selected the genders studied and the inclusion criteria used for images. For both 

of these, I discuss how ethical considerations impacted the methodological choices made. 

Facial Analysis Services 
To conduct a more in-depth analysis, I selected five services based on two criteria: (1) a diversity of 

classification and labeling affordances (in other words, the types of information returned about images) 

and (2) their presence in the market and size of their user base. Specifically, Amazon (Amazon 

Rekognition – Video and Image - AWS, 2019), Google (Vision API - Image Content Analysis | Cloud 

Vision API | Google Cloud, 2019), IBM (Watson Visual Recognition, 2019), and Microsoft (Face API - 

Facial Recognition Software | Microsoft Azure, 2019) have been notably active this past year in their 

investments and involvements in the state of facial recognition technology (e.g. (Makena Kelly, 2019; R. 

Metz, 2019; Natalia Drozdiak, 2019)). I also included Clarifai (Clarifai, 2019), a small startup company 

known in AI and facial recognition markets for its involvement in government contracts (C. Metz, 2019). 

These five services each included gender information in either their facial analysis feature, their labeling 

feature, or both. 
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Ethical Considerations for Service Selection 
Following my technical analysis of ten services (see Phase I: Technical Analysis of Facial Analysis and 

Image Labeling), I also decided to eliminate several services from the dataset evaluation on ethical 

grounds. It is common for service providers to make use of the data provided to them for product 

development. However, such data use and retention policies present ethical concerns in the context of 

this study. Face++, for example, retains the right to use analyzed photos for internal research and to 

improve their products. I decided against using these services because I was unsure what unethical or 

potentially harmful use cases these services might then use the data for. I reviewed the terms of service 

(TOS) for each service to ensure that the service I used did not store images for any purpose or use the 

images to further train models, or alternately, allowed me to opt out of data storage and training. 

 

Folksonomies Turned Hashtag 

 
Instagram # 

 
Instagram # 

AFAB 28,191 Man 36,466,751 

Agender 1,864,879 Neutrois 28,060 

AMAB 20,332 Non-Binary 2,780,477 

Androgyne 223,125 Pangender 156,596 

Bigender 855,370 Polygender 103,620 

Cisgender 97,971 Third Gender 12,592 

Demiboy 597,320 Trans 5,933,800 

Demigirl 592,703 Trans Feminine 26,060 

Female 6,379,367 Trans Man 843,139 

Femme 3,132,240 Trans Masculine 132,380 

Gender Nonconforming 84,780 Trans Woman 452,743 

Genderless 236,082 Transgender 7,849,435 

Genderqueer 1,990,117 Trigender 171,539 

Male 6,884,437 Woman 41,269,789 

 
Table 6. The folksonomies generated by the seven author contacts. The Instagram Posts column indicates 
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the number of posts under the associated hashtag. The bolded gender labels indicate which genders I 
chose to use for the final dataset. 

Dataset 
Next, colleagues and I constructed a dataset of gender diverse images. After sampling and cleaning the 

data, the dataset comprised of 2450 photos that included a face, were posted publicly on Instagram, and 

were labeled with a gender hashtag by their author. The dataset contained seven different genders, with 

350 images for each.  

To identify a diverse set of gender hashtags, I crowd-sourced gender labels from seven author 

contacts, all of whom were queer, trans, and/or non-binary individuals. This method was especially useful 

for generating a list of genders beyond cisgender and binary ones, as trans communities often develop 

and employ folksonomies to self-identify (Dame, 2016). 

Contacts provided a total of 24 unique gender folksonomies. From these, I selected seven diverse 

genders, weighing what was most commonly used on Instagram, while also excluding folksonomies that 

could have multiple meanings (e.g., androgynous, queer, transgender). The final folksonomies-turned-

hashtags were #man, #woman, #nonbinary, #genderqueer, #transman, #transwoman, and #agender (see 

Table 6). 

Having selected a set of gender hashtags, colleagues and I then used an open-source Python tool12 

to collect a sample of photos and their associated metadata for each hashtag. To ensure a diversity of 

images, colleagues and I collected images from Instagram’s Recent feed rather than Instagram’s Top 

feed. (The Top feed is algorithmically curated to showcase popular content and is biased towards 

celebrities, influencers, and other popular accounts.) Examining the photos returned, I discovered that a 

number of the images were irrelevant for analysis, such as memes or illustrations, or not suitable for 

simple facial analysis (e.g., images which are pixelated, low-quality, distorted by filters, etc.). As such, I 

adopted the following three inclusion criteria for photos: 

 
12 https://github.com/rarcega/instagram-scraper  
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1. A single human face must be present. Images without a face, or with multiple faces, were 

excluded. Including images with multiple faces would make it difficult to differentiate which data is 

associated with which face in the image. 

2. 75% or more of the face must be visible. I eliminated faces that were cropped out of the photo or 

hidden behind an object, hand, or hair. 

3. The image must be clear and not visibly altered or filtered. I eliminated photos where an 

individual’s face was unclear or heavily distorted with filters; I also eliminated images that were 

low-quality or pixelated. 

Knowing that facial analysis technologies are not 100% accurate (Grother et al., 2018), removing 

these photos allowed me to focus on gender presentation in ideal circumstances and better isolate how 

these services classify and label gender in each individual image.  

The final dataset consisted of 2450 total photos associated with the seven hashtags, with 350 

images each (a breakdown can be seen in Table 6). After finalizing the dataset, colleagues and I 

processed all images through the five selected services. I used the results in three ways. First, I 

performed a quantitative evaluation of the gender classification returned by face analysis. Next, I 

qualitatively analyzed results from labeling requests. Finally, to understand how self-held gender aligns 

with computer vision classifications, I conducted a content analysis of a subset of Instagram captions to 

compare with the face classification and labels.  

Gender Hashtag Nuances 

The fluid and imbricated nature of gender makes it difficult to divvy it up into neatly divided hashtags. In 

fact, many of the posts I collected used two or more of these hashtags. For this reason, explaining the 

nuanced meaning behind these labels and the way I employ them for this study is necessary. 

Foremost, even the gender binary is not easily split into simple cisgender or transgender 

categories. For example, #man and #transman could easily represent the same person: like cis men, 

many trans men identify with the label “man” without the trans prefix. The same is true with trans women. 

Thus, I cannot assume that the men in #man and the women in #woman are cisgender. In the same way, 

I cannot assume that the trans men in #transman and the trans women in #transwoman identify solely 
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with the binary. For example, some trans women may identify with the label trans women, but not women. 

Non-binary, meanwhile, is often used as an umbrella term. #agender and #genderqueer may fall under 

#nonbinary; individuals who tag with #transwoman and #transman may also be non-binary.  

For the quantitative analysis (see Phase II: Evaluating Five Facial Analysis and Image Labeling 

Services), I collapsed gender into binary categories for the purpose of assessing performance of binary 

gender classifiers. #man and #transman became ground truth for “male” and #woman and #transwoman 

became ground truth for “female.” This allowed me to understand how binary gender classification 

performed on binary genders, whether cisgender or trans. 

While I acknowledge the issues with collapsing genders in this way, doing so allowed me to 

assess and compare the true positive rates for each gender category. However, for the qualitative 

analysis, I examine the nuance of gender in comparison to the binary outputs of facial analysis services. I 

engage with how users self-describe their own genders in their Instagram photos and compare these with 

how facial analysis and image labeling services classify gender. This surfaces how classification binaries 

fail to capture the full range of gender. 

Ethical Considerations for Data Collection and Dataset Construction 

I recognize the sensitive nature of collecting public user data for research purposes. Thus, I considered 

what the benefits and the risks were to choosing this method (Fiesler & Proferes, 2018). I feel that this 

work is important in highlighting the current limitations, and potentially negative implications, that FA and 

image labeling technologies have for individuals of diverse genders. Due to the lack of available ground 

truth image data of trans individuals, I felt it was important to work with a ground truth dataset that did not 

contradict users’ self-held gender autonomy. I did not collect or store Instagram usernames. Furthermore, 

I destroyed all of the files containing the images and posts after the completion of analysis. The dataset 

constructed will not be published, to both protect user identity and to ensure user images are not 

appropriated for unethical or harmful research.   

To further protect the identities of the Instagram users in the dataset, the images I include 

throughout this paper are not part of the dataset and serve only as exemplars. Exemplars are images 

from Unsplash, a stock website that provides license for unlimited image use for commercial and 
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noncommercial purposes—they do not represent true ground-truth data. I also paraphrased or created 

composites of user quotes, rather than directly quoting users, so that the identities of users cannot be 

identified through search (Markham, 2012). I believe that the steps colleagues and I have taken mitigate 

the possibility of harm to users to such a degree that the benefits outweigh the risks. 

Performance of Facial Analysis Services on a Diverse Gender Dataset 
After completing the system analysis (see Phase II: Evaluating Five Facial Analysis and Image Labeling 

Services), I sought to understand how FA and image labeling services performed on an image dataset of 

people with diverse self-identified genders. In this section, I specifically focus on the gender classification 

provided in the results of facial classification requests.  

Using the gender hashtag provided by individuals in their Instagram post as ground-truth data, I 

calculated the accuracy of gender classification results from four services across 2450 images. For this 

analysis, I examined results from Amazon, Clarifai, IBM, and Microsoft. I excluded Google as its Vision 

service does not provide gender classification. 

I calculated the True Positive Rate (TPR) (also called recall) for each gender hashtag across 

each service. For the purposes of this study, I refer to this as “accuracy”—the accuracy at which the 

classification correctly identified the ground truth gender of the person in the image. Finally, it is important 

to note that I analytically calculated the accuracy rate for #agender, #genderqueer, and #nonbinary as 

0%. As noted in Phase I: Technical Analysis of Facial Analysis and Image Labeling, FA services with 

gender classification only return binary gender labels. Given that these three genders do not fit into binary 

gender labels, it is not possible for any of the services I evaluated to return a correct classification.  

TPR Performance Per Gender Hashtag 

Hashtag Amazon Clarifai IBM Microsoft All 
  T F TPR T F TPR T F TPR T F TPR Avg 
#woman 348 2 99.4% 333 17 95.1% 345 5 98.6% 100 0 100.0% 98.3% 
#man 334 16 95.4% 344 6 98.35 341 9 97.4% 348 2 99.4% 97.6% 
#transwoman 317 33 90.6% 271 79 77.4% 330 20 94.3% 305 45 87.1% 87.3% 
#transman 216 134 61.7% 266 84 76.0% 250 100 71.4% 255 95 72.8% 70.5% 
#agender, 
#genderqueer, 
#nonbinary 

- - - - - - - - - - - - - 

 
Table 7. The True Positive Rate (TPR) for each gender across the face calls of each of the facial analysis 
services analyzed.  
 



 

96 
 

My analysis reveals differences across both genders and FA services (see Table 7). Differences 

in true positive accuracy likely indicate how these models are trained to recognize contrasting “female” 

and “male” features (e.g., lips and cheekbones (Muthukumar et al., 2018)). Due to the stark differences in 

accuracy between cisnormative13 images (#man and #woman) and trans images (#transwoman and 

#transman), it is likely that the training data used to train FA services does not include transgender 

individuals—at least those who do not perform gender in a cisnormative manner. Differences between 

services make it evident that each service not only employs different training data to classify gender, but 

potentially different requirements for the underlying infrastructure driving the task of gender classification. 

These differences result in subjective notions about what male and female actually are to the respective 

system.  

As seen in Table 7, #woman images had the highest TPR rate across all services, with the 

exception of Clarifai, which classified men more accurately than women. #woman was classified correctly, 

on average, 98.3% of the time, with Microsoft providing the highest TPR rate and Clarifai the lowest. 

#man had the second highest TPR rate, also with the exception of Clarifai. The average correct 

classification rate for #man was 97.6%. Microsoft, again, correctly classified the greatest number of 

images and Amazon correctly classified the least number of images. These high rates of true positive 

accuracy suggest that the training data used to train “male” and “female” classification aligned with 

cisnormative gender presentation. By extension, it may be the case that service providers considered 

cisnormative images best suited to the task of gender recognition when creating training datasets, 

technologically reproducing gender binaries in these systems. 

When comparing #transwoman and #transman with female and male classification, respectively, 

true positive accuracy decreased—particularly for #transman. Images from the #transwoman dataset had 

the second lowest TPR rates across all services, averaging at 87.3%. IBM had the highest accuracy of 

#transwoman images, while Clarifai had the lowest accuracy; the difference between the two was 16.9%. 

These differences in classification accuracy suggest that these services are using different training data 

to classify what “female” looks like. The #transman dataset had the lowest true positive accuracy, 

 
13 The assumption that all individuals are cisgender, and thus cisgender is the expected norm. 
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averaging at 70.5%. Microsoft had the highest accuracy (72.8%), while Amazon had the lowest (61.7%). 

The difference between these two services was 11.1%. While, in general, accuracy rates for #transman 

were poor, the difference in accuracy across services similarly suggests differences in the range of 

images being used to train classifiers as to what constitutes “male.” The training data selected likely 

excluded non-normative gender presentation to a higher degree than that found in “female.” In other 

words, cisnormative masculine presentation was likely less varied and diverse in the training data. TPR 

differences—for men and trans men, and for women and trans women—suggest a subjective view, on the 

part of computer vision services, as to what “male” and “female” is.  

In comparing the two trans datasets, I illustrate the differences across binary trans accuracy 

rates. #transwoman images had a higher accuracy rate across all services than #transman images. The 

most stark difference between #transwoman and #transman rates was within Amazon, with a difference 

of 28.9%. The lower TPR for #transman across all services suggests that variance of images for “male” is 

smaller, resulting in services that understand “male” as something more specific and bounded than 

“female.” The two genders with the greatest TPR rate difference were #woman and #transman. The high 

TPR of #woman further suggests either a greater range of “female” gender presentations in the training 

data used by these providers or a more normative gender presentation on the part of the trans women in 

the dataset. The greatest difference here was again found on Amazon, which classified #woman 

accurately 37.7% more frequently than #transman. This also suggests that models trained to recognize 

“female” images are recognizing images of trans men as female as well. 

To understand the different range of images classified as male or female, I qualitatively examined 

misclassified images. As suggested by the differences in classification rates, the specific images that 

services misclassified varied. Clarifai misclassified the greatest number of #woman images. For instance, 

it was the only service to misclassify an image of a woman with a ponytail wearing a leather jacket, yet it 

was highly confident in its classification (.951). Discrepancies between what images were misclassified 

across services again suggest differences between datasets used to train these systems. However, 

underlying all of these systems is a design choice about how to operationalize gender in the first place, 

and thus what data should be used to train these classifiers. 
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These findings led to more questions about how gender is metaphorically “seen” and classified by 

computer vision services, prompting me to conduct a qualitative analysis of the labeling assigned across 

diverse genders. 

How Gender is Labeled, How Labels are Gendered 
While most computer vision services include gender classification in their facial analysis results, many 

also include image labeling. While standard practices in computer vision and machine learning suggest 

that gender classification and image labeling are algorithmically distinct, I felt that studying the labels was 

important in presenting a holistic view of how gender was understood within these services. I qualitatively 

analyzed the labels assigned to Instagram posts across the five services. I examined the associated 

computer vision labels using a subset of 100 Instagram posts per gender hashtag from the full dataset. 

Colleagues and I hand-coded these labels for gender-specific concepts, including explicit gender labels 

(e.g., “woman”) and implicit gendered concepts (e.g., clothing types, aesthetic qualities).   

My analysis cannot identify how these labels were derived. However, typical industry practices 

involve creating lists of thousands of concepts that these systems can detect in a fairly haphazard 

fashion. When approached as a technical problem, designers may choose to focus on the ability to 

accurately detect the given object without considering the social meaning of such objects or the 

potentially harmful implications. 

In this section, I outline how images were labeled within and across services. I demonstrate the 

relationships between these outputs and the Instagram posts by describing the people in the images. I 

also present the probability scores associated with each label in the presentation of these findings, when 

services made them available. 

The “Cultural” Language of Labels: What is Feminine and What is Masculine 

Many images were unanimously associated with explicitly gendered labels. For example, a photo of a 

blonde woman in a gown was labeled “woman,” “girl,” and “lady” by Microsoft. Labels were often 

redundant in this way, assigning many different variations of “woman” to single images. It was also 

common for labels to be feminized versions of otherwise gender-neutral words, like “actress” and “starlet.” 
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This was rare for male-classified photos. The only examples I found were from IBM: “muscle man” and 

“male person.” 

Gender was often implicitly manifest in the labels as well. For example, a portrait of a woman with 

long dark hair and heavy makeup was labeled by Microsoft as “beautiful” and “pretty,” concepts often 

associated with feminine women. Like Microsoft, Clarifai also labeled this image with the traditionally 

feminine label “beautiful” (.937). In contrast, labels like “beauty” and “pretty” were rarely assigned to male-

classified images. Likewise, it was uncommon for traditionally masculine labels to be assigned to women. 

For example, none of the labels contained concepts like “handsome” or “rugged.” 

Gendered labels extended to specific physical features and clothing as well. Services recognized 

traditionally masculine facial features, like beards, mustaches, and stubble. In my analysis, I did not see 

traditionally female equivalents. However, feminine gender was assigned to garments quite often. For 

example, IBM returned labels that explicitly included femininity: “halter (women’s top),” “women’s shorts” 

and “decolletage (of women’s dress),” for example. 

The implicit and explicit gender in the labels I observed showcases how the services I studied 

conceptualize binary genders—what is female and what is male, what is feminine and what is masculine. 

Masculinity was often portrayed as the “neutral” position—it was rarely used as a modifier. Femininity 

was, however, used to further describe otherwise neutral terms. Labels like “actress,” “heroine,” “starlet,” 

and “women’s apparel” invoked an explicit femininity not present in masculine labels. 

A Black Box of Gender Labeling 

My analysis is unable to determine why services assign the labels they do to any given image. However, 

when labels are gendered, it can be assumed that those annotations are based on cultural gender norms, 

as found in previous facial analysis literature (Muthukumar et al., 2018; P. J. Phillips et al., 2011). For 

example, that women wear makeup and men do not. Connections like this may be responsible for the 

labels assigned to an image of a #transman with long wavy hair, winged eyeliner, and red lipstick: 

Microsoft labeled this image with “woman” and Google with “lady” (.864).  

On the other hand, gender classification did not always seem tied to binary standards of gender 

performance. In one case, a thin blonde “#femme” trans woman with fuchsia lipstick was labeled “boy” by 
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Microsoft. This seems to contradict the notion that cultural constructs of gender performance, such as 

makeup being feminine leads to “female” labeling. These examples demonstrate that it is actually 

impossible for human beings to determine how these services are making labeling decisions and what 

specific objects in an image these labels are tied to. While the cause may be self-evident with a label like 

“toy”, it is less clear with labels such as “pretty.” 

Increasing the complexity, image labeling does not necessarily consider the person in isolation. 

Instead, myriad labels are typically produced based on whatever is detected in the image. As a result, 

there were often seemingly divergent gender labels assigned to the same photograph. As one example, 

Microsoft labeled an image of a woman with long dark hair and a low-cut red dress with “woman,” “girl,” 

“lady,” as well as “man.” Likewise, after accurately classifying the gender of a muscular trans man with 

glasses, Microsoft provided both “man” and “woman” as labels. While these divergent labels still reinforce 

a gender binary, they also suggest a lack of clarity on what about these images results in the rather 

general labels of “man” and “woman.” Typical industry practices involve creating lists of thousands of 

concepts that these systems can detect in a fairly haphazard fashion. Given the breadth and variety of 

concepts that may be included on such a list, designers may focus on accuracy of detection and not the 

social meaning of such objects. 

Self-Identified Gender versus Computer-Classified Gender 
After analyzing computer vision services, their facial classification, and their labeling, I wanted to 

understand how gender was presented by people in the larger context of their image captions. I 

performed a content analysis of these captions, specifically focused on how users discussed gender in 

their original Instagram posts. While #man and #woman users typically did not comment extensively on 

gender, when analyzing trans hashtags, I identified three categories: personal narratives, gender 

declarations, and critical commentaries of the relationship between self-presentation and gender. While 

the results of classification and labeling may be presented to end users in different ways in third-party 

applications, and some of these results may be entirely invisible to them, I present each of these in more 

detail as a way of illustrating the potential impact gender classification infrastructure could have on real 
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people. By doing this, I explicitly build on prior work examining the potential harms FA might cause in 

real-world scenarios (see my own prior work (Hamidi et al., 2018) or (Keyes, 2018)). 

Personal Narratives Highlight Potentials for Affirmation and for Harm 

It is possible that facial analysis technologies could be affirming to trans users with binary genders, as 

has also been discussed by participants in my prior work (Hamidi et al., 2018). Many users expressed 

struggling with feelings of gender dysphoria, the emotional distress associated with an individual’s 

experience with their gendered body or social experiences. In another photo, a #transwoman user posted 

a smiling selfie. This user also wrote that she was having a hard day because “dysphoria is driving [her] 

nuts.”14 The services assigned this image female-centric labels, like Microsoft’s “lady” and Clarifai’s “girl” 

(.981). In these cases, classifiers categorizing her as female might be affirming.  

Of course, while labeling might be affirming to some binary trans individuals experiencing 

dysphoria, the high rates of misclassification also presents the potential for increased harm. The impact of 

these misclassifications can also be connoted when comparing them with user statements about gender 

dysphoria and misgendering. For example, Microsoft, IBM, and Clarifai misgendered a #transwoman who 

lamented on her post: “I spent an hour getting ready just to be addressed as ‘sir’ at the store.” In another 

example, a #transman expressing “severe dysphoria” was misclassified as female by all of the services. 

Effectively, system misclassification could have the same negative impact as human misclassification, or 

even compound everyday experiences of misgendering. 

Multiple gender labels could also be problematic when classifying binary trans individuals. A trans 

woman who wrote “I’ve felt dysphoric the past few days,” was also gendered female by all of the services, 

but was labeled “woman,” “girl,” and “man” (Microsoft). The presence of a “male” gender label, which 

cannot be associated with specific characteristics, might also hold negative connotations for those dealing 

with gender dysphoria. 

 
14 As described in Ethical Considerations for Data Collection and Dataset Construction, this quote is paraphrased to 
protect user identity. 
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Classifications Can Never See Non-Binary Genders 

The impact of incorrect classification for non-binary people is evident in many of the captions I examined. 

For example, a #genderqueer user wrote in all caps: “THIS IS A NON-BINARY ZONE. DO NOT USE 

GIRL/SHE/HER/HERS.” This user was then classified as female by every service. As described in Phase 

I: Technical Analysis of Facial Analysis and Image Labeling and Phase II: Evaluating Five Facial Analysis 

and Image Labeling Services, there were no classifications outside of male or female. While gender-

neutral labels were provided for some images (e.g., “person,” “human”), gender was always present in the 

facial analysis services that used gender classification (every service besides Google)—and also when 

other explicitly gendered labels were provided.   

These binaries also reinforced concerns about gender presentation in non-binary individuals. For 

example, a #nonbinary user posted a photo of themselves wearing heavy winged eyeliner but discussed 

in their post the “dysphoria” and “inner turmoil” they experience “when wearing makeup as a non-binary 

person” due to makeup’s association with femininity. All of the services classified this person as female. 

Descriptions of “inner turmoil” at being associated with the incorrect gender offer insight into the potential 

emotional and systemic harms facial analysis and image labeling systems might have when classifying 

nonbinary genders in real-time. 

Declarations of Gender that Cannot be Seen by Computer Vision 

These systems lacked the ability to contextualize implicit and explicit visual markers of gender identity, 

particularly in the context of trans images. For example, Microsoft misclassified an image of a bearded 

#transman holding up a syringe, presumably for testosterone injection based on the Instagram caption 

which read: “I’m back on T (testosterone) after months so hopefully I’ll be back to myself.” This is 

considered a definitive marker of hormone replacement therapy and trans identity and includes “insider” 

markers contextual to trans communities. Another photo was of a shirtless #transman with top surgery15 

scars, a visual marker of his trans identity. This image was classified as female by Amazon (though male 

by every other service). 

 
15 A term used to describe a gender confirmation procedure resulting in the removal of breasts (S. C. Wilson et al., 
2018) 



 

103 
 

As evidenced through these services’ abilities to only recognize “male” and “female,” they also 

have the inability to recognize whether someone is transgender, binary or not. So, while some users 

expressed pride in their identities, the systems are unable to affirm this. One example was of an 

#agender person wearing a t-shirt that read “not cis.” The underlying infrastructure would not have the 

ability to recognize trans from this declaration. Instead, this image was classified as male by Clarifai, IBM, 

and Microsoft, but female by Amazon. While gender labels that align with user gender expressions could 

be affirming to their journeys, these services are still unable to recognize their identities as trans. 

User Commentary Critiquing Gender Binary 

Many users also critiqued the notion of gender being tied to performance or external appearance. When 

examined alongside the classification infrastructures highlighted in previous sections, these critiques 

could be viewed as a point of contention aimed at the premise of technologies like facial analysis and 

gendered image labeling. For example, a #genderqueer user expressed frustration with the normalization 

and authority of cisnormative binary gender, writing a series of statements that read: “Down with 

cissexism. Down with cisnormativity. Down with cis privilege.” 

Another agender user critiqued the historical representation of gender as solely binary in Western 

cultures. They wrote that “some transphobics say that people are inventing new genders ... but they aren’t 

new.” They wrote a commentary in their caption outlining the history of two-spirit and transgender roles in 

Native American life (cf., (Towle, 2005)). As presented in the previous section, the classification and 

labeling schemas, as well as the higher performance rate on binary genders, privileges the cisnormativity 

these users are critiquing. 

Discussion 
What is gender? A simple question with no single answer. Gender can be understood through a multitude 

of perspectives: a subjectively held self-identity (Stryker et al., 2006), a self-presentation to others 

(Goffman, 1956), a social construct defined and maintained through performative acts (Butler, 1988), and 

a demographic imposed by society (Rubin, 2013; Valentine, 2016). In the context of computer vision, I 
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have shown how the design and use of facial analysis and image labeling systems collapse these 

perspectives into a singular worldview: presentation equals gender.  

Forms of self-presentation are encoded into computational models used to classify these 

presentations. When classifying gender, designers of the systems I studied chose to use only two 

predefined demographic gender categories: male and female. As a result, these presentations are 

recorded, measured, classified, labeled, and databased for future iterations of binary gender 

classification. These gender classification models are then bundled up for commercial use, often in the 

form of cloud-based services, providing an infrastructure that third parties can use to create or augment 

their own services. In the process, these services propagate a reductionist view of gender provided by the 

underlying infrastructure. Self-identity is not used by computer vision systems. After all, it cannot be seen. 

In order to illustrate how gender is used by computer vision services and experienced by gender 

diverse individuals, I synthesize the findings through an engagement with Butler’s notions of gender 

performativity (Butler, 1988) and Bowker and Star’s notions of residuality and torque (Bowker & Star, 

2000)). I map my discussion to Edwards et al.’s problem of infrastructure (Edwards et al., 2010), 

discussing how the perspectives of identity outlined above interact across three layers: the infrastructure, 

the third-party applications that make use of that infrastructure, and people. Through this discussion, I 

highlight the layers of translation gender is sifted through as it moves from human being to infrastructure, 

and then back again.  

Classifying Human Gender Performativity through Infrastructure 
Literature on gender classification has highlighted numerous methods for identifying gender (e.g. 

periocular regions (Mahalingam & Ricanek, 2013); facial morphology (Ramey & Salichs, 2014); lips, eyes, 

and cheeks (Muthukumar et al., 2018)), but how, when, and by whom gender is embedded into the 

pipeline of data, labels, and models is opaque to outsiders (e.g., Kemper & Kolkman, 2018; Raji & 

Buolamwini, 2019). However, in examining the commercially available affordances and infrastructure, the 

findings shed light on how the visible presentation of an individual and their performative expressions of 

gender, through grooming and style, are used by computer vision systems in two ways. 
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First, through gender classification in facial analysis services, I see binary gender categories 

applied to individuals. Second, through image labeling, specific aspects of an image are detected and 

assigned a descriptive label (e.g., “beard”). The services I studied adopt a particular cultural view of 

gender that privileges self-presentation and gender performance. However, the manner in which this 

cultural view relies on presentation can be seen as archaic and normative, adopting systematic 

demographic gender categories that embrace the binary. I expound on this perspective by unpacking the 

infrastructure underlying both facial analysis and labeling. 

Facial analysis makes use of the most rigid gender categorizations within commercial computer 

vision services. Even when the self-expression defies the binary mold, FA employs binary gender 

classification in a way that collapses diverse expressions and reinforces what gender should look like. 

Even if a model is trained to recognize diversity in images of men and women, it can only apply those 

learned standards in a constrained classification environment when classifying images of trans people. A 

diversity of training data will not address this bias. My analysis of FA infrastructure suggests that (with one 

exception, Google Vision) designers of these services decided to first, include gender in their products, 

and second, define it as “male” or “female.” The bias in gender classification cannot be attributed to 

algorithms alone. Its root sits with how designers conceptualized the problem in the first place. 

However, it is important to note that rigid approaches to gender classification are not inherent to 

all of image classification. I found that, in comparison with face classification features, labeling features 

had the ability to assess images of people in ways that were gender neutral (e.g., the label “person”) or 

ambiguous (e.g., including multiple gender labels). Examining how labels manifest in images across all 

genders suggests traditional performative markers of binary genders might not be as inherent to facial 

classification decision-making as one might expect. Not only can “man” and “woman” exist within one 

image, labels can represent concepts independent of gender identity: men can wear makeup, women can 

have beards. Label classification is decoupled from facial classification; they do not impact the results of 

the gender classifiers I analyzed in facial analysis services. Perhaps this is beneficial, because binary 

gender classification is not determined by labels for concepts like makeup or beards.  

Despite the potential occurrence of multiple labels, gendered labels themselves still typically 

conformed to binary notions of gender. I saw labels for man, male, boy—but not trans man. Moreover, 
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while labels associated with men were often gender neutral, I found that women were often positioned as 

an outlier. Many of the labels for feminine presentation used terms that were explicitly gendered 

synonyms of otherwise gender-neutral concepts (e.g., military woman, gown (of women)). Specifically 

with labels, it is important to emphasize the subtleties in how concepts were gendered—in many cases, 

even when unnecessary. The abundance of gendered labels I observed points to the importance of 

considering gender beyond the training of classifiers, but also in the seemingly mundane human work of 

creating labels that will be associated with these classifiers. 

Finally, labeling—because it is focused on discrete object detection—does not consider the other 

objects detected as contextual factors. While in many cases this may contribute to the plurality of 

concepts identified in images, this also presents an interesting challenge when classifying self-identity. 

Many of the posts by trans users included context clues intended to communicate details about an 

individual’s gender to their viewers. Details like wearing a tee shirt with “not cis,” wearing makeup as a 

non-binary person, or writing in a social media profile that you inhabit a “non-binary zone”—is lost when 

using simplistic object-based classification systems.  

There is a bias encoded into systems that render only specific gender performances and specific 

genders visible. The consequence of current computer vision infrastructure is the erasure of residual 

categories of gender—categories which cannot exist in a system that is trained to recognize only 

traditional notions of male and female. As Bowker and Star explain, there is value in exposing residual 

categories: “[T]hey can signal uncertainty at the level of data collection or interpretation” especially in 

situations where “more precise designation[s] could give a false impression” of the data (Bowker & Star, 

2000). 

For those who fall into the residual categories of computer vision systems—whose gender cannot 

be seen by gender classification schemas—the likelihood of experiencing torque is high. An alternative to 

prescriptive binary gender classification might lie in embracing a polyphony of performative features, 

embedding labels into the infrastructure with the intention of supporting gender fluidity. Instead of 

collapsing gender identity to a single category (as occurs with current gender classifiers), computer vision 

services could embrace the fluidity of gender performativity by providing more comprehensive and 

inclusive gender concepts in their labeling schemas.  
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However, supporting a larger number of gender identities and broader definitions of any given 

gender is not without its limits. Bias goes beyond models and training sets, or even a new approach that 

might consider assigning multiple genders to an image. FA is limited by the premise that gender can be 

seen. Trans scholar Viviane Namaste’s critique of gender and queer studies is instructive here as well: 

“[O]ur bodies are made up of more than gender and mere performance” (Namaste, 2000) Performances 

are what these computer vision systems understand, and “gender” is a prominent structure by which they 

have been designed to see. The premise of computer vision elides the perspective that gender is 

subjective and internally held, and that gender performance is not always an indicator of gender. As one 

#agender user wrote: “PRESENTATION ≠ IDENTITY.” 

The Bias Propagated Through Third-Party Applications 
As evidenced by the many differing computer vision services available, this technology is often designed 

in silo—their models, their data, and their labeling practices are generally proprietary blackboxes. 

However, even though this study focused on computer vision services, I cannot overlook their role as 

infrastructure and how the design of these services propagates into the applications that make use of 

them. In the previous section, I posit that the facial analysis and image labeling services reiterate archaic 

language about gender repackaged as neutral and technologically advanced. These services, designed 

to serve as infrastructure, have the potential to cascade into endless domains. In the hands of third 

parties—where the neutral presentation of this worldview as a technological service might not be 

questioned—the notion of external gendered appearances as an indicator of a binary gender 

classification becomes calcified. It becomes embedded in numerous other infrastructures representing 

numerous other use cases. Here we can see many of the now familiar critiques of big data. However, in 

the context of these cloud-based services, there is a shift from data that is analyzed to affordances that 

are used.  

As I have already discussed, labels present a potential alternative to rigid gender classifications 

and opportunity to embrace a more diverse worldview. Yet, the diversity of the data returned by labeling 

services presents a challenge for third-party developers. In contrast to the data standard that gender 

classifiers offer to third-parties, the dynamic set of labels provided to developers provides a small, but not 
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inconsequential, technical challenge. Labeling features only provide a list of what was detected, not what 

wasn’t, and it can be difficult to discern why specific labels manifest and others do not.  

My focus on how third parties make use of these services is critical as that is where it is most 

likely that the choices embedded into cloud-based infrastructures will cause harm. Gender identification, 

particularly mandated through the state, has already been used to police trans identities (e.g., by barring 

trans individuals from accessing healthcare (L. Khan, 2011)). Social and physical harm could be 

perpetrated using computer vision technology to trans individuals, who already face high levels of 

harassment and violence (James et al., 2016; O. Wilson, 2013). Binary gender classification in facial 

analysis could be used to intentionally obstruct access to social spaces (e.g. bathrooms (Bender-Baird, 

2015; Herman, 2013)), restrict movement (e.g. the U.S. Transportation Security Administration (TSA) 

(Currah & Mulqueen, 2011)), and even enact systemic and targeted violence if adopted by virulently anti-

trans governments (e.g. (Hicks, 2019)). 

Even if harming trans individuals is not an intentional outcome of a third-party system, interacting 

with tools that use the FA and image labeling infrastructure I studied could result in torque. It is not hard 

to imagine how the proliferation of large scale services like the ones I have studied could also scale 

experiences of misgendering documented by others (Julia Kapusta, 2016; McLemore, 2015). For 

example, the high rate of gender misclassification I observed, particularly for trans men, results in their 

identities as men being erased and twisted to fit into “female” classifications. Trans women, too, were 

frequently erased by misclassification, compounding the archaic and dangerous conflation of trans 

women as men in disguise (Bettcher, 2007; Wodda & Panfil, 2015). Given the rate at which trans 

individuals, even in my small dataset, discussed the emotional toil of dysphoria, designers should attend 

to how insensitive FA classification could exacerbate the torque associated with both misgendering and 

dysphoria. The emotional harm—caused by misgendering and resulting in dysphoria—caused by gender 

misclassification can compound the torque already experienced by trans individuals on a daily basis. 

Furthermore, for those who fell between these binary classifications altogether—existing only in 

residual categories that are not captured within the classification schema—the potential for torque is high. 

Binary classification forces non-binary users to conform to cisnormative expectations of gender 

performance. Non-binary genders were, metaphorically, molded to fit into two buckets of demographic 
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gender (male versus female). Non-binary genders present a challenge for gender classification, but also 

highlight the challenges of designing human-centered systems built on computer vision infrastructure. In 

the eyes of these services (as they currently exist), human beings can only exist on a male/masculine 

versus female/feminine spectrum and that spectrum exists on a measurable, numerical probabilistic 

scale. As one #genderqueer person from my dataset posted in their caption: “There is no right way to do 

gender, as long as you do it your way. Why settle for someone else’s gender label when you can define 

your own?” Yet, these services effectively assign “someone else’s gender” to individuals. The opacity of 

these blackbox systems, and the limited understanding of how gender classifications are being made, 

might also intensify torque. Individuals may not understand how their gender is being classified by the 

system, potentially resulting in increased self-doubt and negative affect about self-presentation. 

It is difficult to predict how third parties might use these commercial services, both in the present 

and in the future. Any number of use cases, intentionally harmful or not, could exist without the 

knowledge of the providers of this infrastructure. We have already seen instances of this in the alleged 

use of Microsoft Azure’s by a Chinese company, SenseNets, to track Muslim minorities in Xinjiang 

(Doffman, 2019). But even beyond scenarios covered by popular press, it is likely that FA infrastructure is 

being used in countless smaller instances that may seem benign, but collectively reproduce a particular 

view of gender into our sociotechnical fabric. Political and social agendas, Bowker and Star remind us, 

are often first presented as purely technical interventions: “As layers of classification system become 

enfolded into a working infrastructure, the original political intervention becomes more and more firmly 

entrenched... It becomes taken for granted” (Bowker & Star, 2000). With this in mind, it is critical that 

designers, researchers, and policymakers think through designing the future of gender in facial analysis 

and image labeling services.  

Design and Policy Considerations 
Understanding how gender is represented in facial analysis and image labeling infrastructure and how 

those representations might impact, in particular, trans individuals who come into contact with 

applications that use this infrastructure leads me to contemplate two key places to intervene: design and 
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policy. In this section, I present implications for the design of computer vision models and datasets, as 

well as considerations for computer vision policies and standards.  

Design of Facial Analysis and Image Labeling Services and its Applications 

Use gender in classification carefully. 

The prevalence of gender classification across services may be an indicator that this is a feature that is 

important to and used by third-party clients. However, as the varied exclusion of race and ethnicity from 

services suggests, the creators of these services should consider why gender classification is being used 

in the first place. While this is perhaps obvious, I feel it is important to posit that designers carefully think 

what benefits gender brings to their system and consider abandoning gender classification in facial 

analysis technology. Before embedding gender classification into a facial analysis service or incorporating 

gender into image labeling, it is important to consider what purpose gender is serving. Furthermore, it is 

important to consider how gender will be defined, and whether that perspective is unnecessarily 

exclusionary (e.g., binary). Binary gender should never be an unquestioned default. I propose that 

stakeholders involved in the development of facial analysis services and image datasets think through the 

potentially negative and harmful consequences their service might be used for—including emotional, 

social, physical, and systematic (state or governmental) harms.  

Embrace gender ambiguity instead of the gender binary. 

When gender classification synthesizes gender performance into simplistic binary categories, the 

potential for gender fluidity and self-held gender identity is reduced. Labels like “person,” “people,” and 

“human” already provide inclusive information about the presence of human beings in a photograph. 

Rather than relying on static, binary gender in a face classification infrastructure, designers of 

applications should consider embracing, and demanding improvements, to feature-based labeling. Labels 

based on neutral performative markers (e.g., beard, makeup, dress) could replace gender classification in 

the facial analysis model, allowing third parties and individuals who come into contact with facial analysis 

applications to embrace their own interpretations of those features. This might actually be more precise, 

for the purposes of third-party applications. For example, performative markers like makeup would 
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actually be more relevant to beauty product advertisers than gender classification, because they could 

then capture all genders who wear makeup. The multiplicity of labels does come with some technical 

overhead. Parsing and designing around a dynamic set of labels will always be more complex than simply 

checking for one of two values from a gender classifier. I acknowledge this, but also suggest that gender 

should not be simple. 

Focus on contextualizing labeling. 

As I explicated in this chapter’s discussion, computer vision services are currently unable to piece 

together contextual markers of identity. Rather than focusing on improving methods of gender 

classification, app designers could use labeling alongside other qualitative data, like the Instagram 

captions, to formulate more precise notions about user identity.  

If gender must be used, consider the context of its application. 

If gender is something that is found to be useful to a system, designers should carefully consider the 

context the system will be used in. For example, while gender may be relevant to mitigating gender bias 

(Zliobaite & Custers, 2016), consider what kinds of bias are being privileged and what kinds of bias are 

being made invisible. Furthermore, consider the potential implications of gendered data being leaked, 

hacked, or misappropriated. For example, if attempting to mitigate bias against trans individuals, consider 

whether attempting to explicitly embed trans gender recognition into a model could do more harm than 

good. This presents a tension. On one hand, gender classification could be used for the benefit of 

mitigating gender bias—through recognizing performative markers of underrepresented genders. On the 

other hand, the same system could be adopted in a way that undermines the benefits and results in harm. 

Service providers should consider how to provide gender classification functionality to third-party 

developers in a way that enables more scrutiny and oversight. 

Design of Image Datasets 
Some have appealed for gender inclusive datasets, including images of trans people with diverse 

genders (e.g. (Schrupp, 2019); others are concerned with the implications of training facial analysis 

services to recognize trans identities (e.g. (J. Rose, 2019; J. Vincent, 2017)). I urge designers to consider 
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the risks of training computer vision to identify trans individuals in an attempt to be more gender inclusive. 

The current work highlights the challenges involved in creating an inclusive dataset—and, in fact, argues 

that a truly, universally inclusive dataset is not possible. With that in mind, I recommend three approaches 

to consider towards developing more inclusive image training datasets. In all cases, designers should 

make explicit exactly what the data is being used for and ensure not to sell that data to other parties who 

might use it for harm. 

Use self-identified gender in datasets. 

When gender classification is appropriate, it is important for it to be accurate. Like I found in my analysis, 

the same image might be classified differently across computer vision services. Primarily, gender labeling 

practices currently require labeling to be done based off of subjective interpretation of external 

appearance. For something as complex and personal as gender, relying on datasets where human 

labelers have inferred gender leads to inaccuracies. However, the caveat to ignoring gender in datasets is 

potentially reifying gender bias (e.g. (Corbett-Davies & Goel, 2018; Lambrecht & Tucker, 2016)). If the 

computer vision application requires gender, creating a dataset of self-identified gender could mitigate 

some bias inherent in subjective labeling. To do this, designers should seek explicit consent from 

individuals to use their images and label data through a continuous informed consent process. However, 

given that computer vision is limited to what can be seen, designers might find it necessary to build 

systems that rely on more than just computer vision and make use of other forms of data. Given that 

computer vision is limited to what can be seen, designers might find it necessary to build services that rely 

on more than just computer vision and make use of other forms of data. 

Consider the tensions of gender classification annotations in datasets. 

Whether gender is necessary to include in the infrastructure of a computer vision model should determine 

how gender should be built into data labeling practices at all. In use cases where the classifiers’ purpose 

is to mitigate bias, gender labeled data would be necessary for the model to function. For example, a 

classifier built for the purposes of trying to improve gender parity in hiring women. Trans women are also 

women, so should their images be labeled as “woman”? However, trans individuals are also 

underrepresented in hiring (James et al., 2016) and should be accounted for. This would require explicit 
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trans labeling, which could be an issue of consent (in which trans women do not wish to be outed as 

trans) and open the doors for potential misuse of the system (intentionally not hiring trans women). 

Focus on including a diverse set of performative gender labels. 

One method to consider when building a diverse and inclusive dataset is constructing a heuristic for 

diverse gender markers across a range of skin tones. In doing this, designers should consider creating 

datasets that allow multiple performative values to exist. For example, working to develop a range of 

gender markers that could overlap (e.g., beards, long hair, makeup, clothing style) using participatory 

design methods with gender diverse individuals (including cisgender and trans individuals). 

Policies and Regulations 
There has already been an increasing call for policy regulation for how facial analysis technologies are 

built and used (Knight, 2018; Makena Kelly, 2019); some governments have already moved towards 

enacting such policies (Brandom, 2019; Fussell, 2019; e.g., O’Sullivan, 2019). Considering long-standing 

state policies around gender identification are recently changing (with the advent of legally permissible ‘X’ 

gender markers (e.g., Dance, 2019; Schmelzer, 2018; Sopelsa, 2018), current gender representations in 

commercial computer vision services are already obsolete in the United States, where these companies 

are based. I recommend future-looking policy considerations for gender classification in facial analysis 

and image labeling.   

Create policies for inclusive standards for how gender is used in computer vision 
systems. 

As I found in Functionality of Facial Analysis and Image Labeling Services, gender is used in some 

services but not all. When it is present, it is not consistent across all services. I recommend that relevant 

stakeholders—including designers, policymakers, engineers, and researchers of diverse genders—work 

to establish principled guidelines towards gender inclusivity for computer vision infrastructures. Not only 

would such a policy promote equity in gender representation, it would make bias auditing and harm 

mitigation for facial analysis and image labeling services easier. It would also benefit third-party 

developers who need to move between services. As the concept of gender is shifting, both socially and 
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legally, I’d also recommend reassessing policies and guidelines regulating how gender is used by 

computer vision systems regularly. 

Establish policies to hold companies accountable for how services are used. 

Currently service providers are often not held accountable for how their services are used, but we are 

starting to see a shift in public expectations (e.g. (O’Brien, 2018)). However, the current architecture of 

these services may limit the services ability to understand the ultimate purpose or use of the third-party 

system (e.g. (Doffman, 2019)). I acknowledge the significant challenges here; however, it is important to 

develop policies that establish layers of accountability and transparency for how FA and image labeling 

services are used by third-party applications to ensure that identity classification in computer vision 

services is not used to perpetrate harm. 

Treat trans identity as a protected class. 

Much like how the Fair Housing Act extends its anti-discrimination policies to online advertisers 

(McKinnon & Horwitz, 2019), policymakers can consider how to expand legally “protected classes” to 

encompass facial analysis technologies. Establishing policies for how biometric data and face and body 

images are collected and used may be the most effective way of mitigating harm to trans people—and 

also people of marginalized races, ethnicities, and sexualities. Policies that prevent discriminatory and 

non-consensual gender representations could prevent gender misrepresentation from being incorporated 

into FA systems in both the data and infrastructure by regulating the use of gender as a category in 

algorithmic systems. For example, by banning the use of gender from FA-powered advertising and 

marketing. 

Limitations and Future Work 
At many points in this study, I reached the limitations of my methods—we cannot see inside these black 

boxes. However, an inside perspective is crucial for future scholarship. Conducting research on how 

gender is embedded into these services throughout their development pipeline, particularly by talking with 

designers and practitioners who are developing current systems, is necessary for a deeper understanding 
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of why, when, and how gender is conceptualized for computer vision services. Future work should focus 

on uncovering the motivations and rationale behind the development of gender classification in 

commercial facial analysis and labeling services, and the points of translation through which gender 

moves from a complex social concept to a data point amenable to computation. 

Furthermore, while I sought a diverse representation of binary and non-binary genders (including 

genderless “genders,” i.e., agender), there is boundless opportunity to include other genders in computer 

vision research. I also briefly discussed in Gender Hashtag Nuances that assessing FA services required 

assumptions to be made about gender identity and pronouns. I recognize this as a limitation, still rooted in 

binary conceptions of gender that assume trans men use he/him and would be situated in “male” 

classification categories. Also, while I did not evaluate the impact of skin tone or ethnicity, knowing that 

skin tone impacts classification performance of gender classification in facial analysis software 

(Buolamwini & Gebru, 2018), future work would benefit from analyzing gender diversity alongside skin 

tone and ethnicity. Certainly, more diverse genders and skin tones should be included in imagining ethical 

solutions to categorization schemas. Future work might also explore different measurements of accuracy 

and performance on diverse gender datasets. While sufficient for the purposes of this study, I also 

recognize that a dataset of 2450 images, sub-divided into seven 350 gender datasets, is rather small in 

the world of machine learning. I believe that larger datasets with more diverse genders and skin tones 

would provide new and interesting insights to this research domain. 

Conclusion 
Current research on gender classification in computer vision services, specifically with facial analysis 

technologies, has unearthed crucial issues of racial bias Buolamwini & Gebru, 2018) and trans 

representations in current automatic gender recognition approaches (Hamidi et al., 2018; Keyes, 2018). 

This study builds on the inroads these researchers have already paved by providing empirical evidence to 

support their findings about how gender is handled in gender recognition systems. I directly examined 

how (1) commercial computer vision services classify and label images of different genders, including 
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non-binary genders, as well as how (2) labeling constructs a cultural reality of gender within computer 

vision infrastructure.  

To do this, colleagues and I constructed a dataset of photos including diverse genders to 

demonstrate how these services see—and are unable to see—both binary and non-binary genders. 

Through a systems analysis of these services, quantitative evaluation of gender classification, and a 

qualitative analysis of images labeling, I provide new insights into how computer vision services 

operationalize gender. I found that binary gender classification provided by computer vision services 

performed worse on binary trans images than cis ones and were unable to correctly classify non-binary 

genders. While image labeling differed by providing labels that allowed for gender neutrality (e.g., 

“person”) or multiplicity (e.g., “man” and “woman”), they still made use of a binary notion of gender 

performance.  

I discussed how different perspectives are encoded in cloud-based infrastructure that propagate 

into software developed by third parties, potentially resulting in harm to the individuals who interact with 

technology that uses this infrastructure. Throughout I have highlighted the importance of considering how 

gender classification becomes mediated across technological layers—from infrastructure, to third-party 

developers, to end users. I conclude with recommendations for designing infrastructure and datasets, and 

outline implications for policy that would improve inclusivity and mitigate potential harm. 
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5 
HOW CREATOR VALUES ARE 
COMMUNICATED THROUGH 

ARTIFACTS  
 

As demonstrated by the work presented on facial analysis datasets in Chapter 3, modern computer vision 

research relies heavily on datasets of images and/or videos that are used to develop and evaluate 

computer vision algorithms. Given the centrality of datasets to computer vision practices, many 

researchers have proposed new data reporting practices to increase data transparency. For instance, 

multiple scholars have all put forth data reporting frameworks for improving dataset documentation 

(Bender & Friedman, 2018; Gebru et al., 2021; Holland et al., 2018). This work is forward-looking, 

intended to improve future dataset practices. However, these guidelines do not generally offer guidance 

in incorporating specific values into the dataset curation process, or even in articulating the values 

shaping dataset development. My own critiques of the values of computer vision datasets have been 

constrained to specific identity categories, such as race and gender (see Chapter 3), and their potential 

downstream impacts on model bias.  

In this chapter, I focus on examining the broader politics historically and presently incorporated 

into computer vision dataset development. I seek to address the gap in understanding about exactly what 

values are present, or absent, in computer vision data practices. Unlike in social computing and 

technology ethics work, computer vision—and machine learning more broadly—does not have a 

documented culture of reflexivity about values in their work (e.g., as seen in my prior work (Raji et al., 

2021) and (Jo & Gebru, 2020)).  

In failing to articulate the values that shape dataset development, dataset authors aid in rendering 

the value-laden components of the dataset invisible, whether intentionally or not. Moreover, when values 
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inherent in dataset development—through task formulation, collection of data instances, structuring of 

data via annotation processes, and more—are left unaccounted for, dataset creators signal that the 

myriad of decisions were not important, or even consciously made. Consequently, the resulting dataset is 

more likely to be viewed as a natural reflection of the world, rather than a constructed and situated 

reflection of a particular worldview. The manner in which dataset developers choose to present and 

describe their work has tangible consequences for how their dataset is adopted and, more generally, 

impacts cultures of dataset development and use within the field. The lack of the aforementioned 

documentation practices is not solely on the shoulders of individual authors; it reflects larger institutional 

values within the field of computer vision, leading to an unchanging culture within conferences, journals, 

and education that encourages better documentation. A naturalized and objective practice contributes to 

a culture of uncritical and unquestioning dataset use by many computer vision practitioners.  

In this work, I leverage the texts associated with computer vision datasets to examine the values 

operative in dataset development. How dataset creators choose to describe their datasets and the 

processes that went into their development signals what the creators value. These texts provide unique 

grounds for analyzing the values underlying dataset development in the field. In this work, I focus on 

answering the following research questions: 

1. What do authors document about the dataset curation process? 

2. How do authors document the dataset curation process? What language do they employ in 

describing the process, the dataset itself, and its value to their audience? 

3. What do answers to questions 1 and 2 communicate about the values of computer vision 

datasets? What values are not communicated? 

Specifically, colleagues and I16 analyzed documentation from 113 different computer vision 

datasets (114 publications) across a variety of vision-related tasks—face-based, body-based, and non-

corporeal tasks like object recognition. I built an extensive codebook to capture different segments of the 

dataset curation pipeline, from data collection to annotation to dissemination. I employed both structured 

content analysis and qualitative thematic analysis. My structured analysis was focused on what authors 

 
16 Colleagues in this chapter include Emily Denton and Alex Hanna. 
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explicitly document in their dataset curation, in terms of what they feel is valuable to communicate to 

readers; my qualitative analysis was focused on excavating how the process was communicated, in terms 

of what language and statements are used to communicate the dataset process and its contribution. 

Synthesizing both structured and thematic analysis allowed me to identify specific, overarching values in 

the computer vision dataset curation process.  

I present findings in three themes, focused on the different levels of the dataset process. First, I 

present findings on the disciplinary-specific practices of dataset authors. Second, I present findings on 

data instances, and what makes certain data sought after for computer vision datasets. Third, I present 

findings on human actors involved in the data process—the annotators and data subjects—and how 

dataset authors discuss their roles. Through my discussion, I synthesize these three themes into larger 

values around the computer vision dataset curation process. 

I identify and discuss four values of computer vision datasets: efficiency, universality, impartiality, 

and model work. For each present value, I identify a contrasting silenced value—values that are 

overlooked or implicitly devalued in favor of the embraced values. Efficiency is valued over care, a slow 

and more thoughtful approach to dataset curation. Universality is valued over contextuality, a focus on 

more specific tasks, locations, or audiences. Impartiality is valued over positionality, an embracing of the 

social and political influences on understanding the world. And model work is valued over data work, with 

most authors focusing little on explicating data practices in favor of detailing the proposed machine 

learning method or model. For each silence, I recommend steps towards actively valuing them in dataset 

curation. In highlighting what values are currently embraced in computer vision data practices, and what 

values are systematically overlooked or devalued, I see opportunities for intervention throughout the 

dataset curation pipeline. I argue that embracing the silenced values has the potential to change the 

process of curating computer vision data to be more trustworthy, ethical, and human-centered. 
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Methods 

Researcher Positionality 
All three authors involved in this chapter within the computing space, particularly on issues of fairness 

and equity in machine learning. I have a background in human-computer interaction, as well as media 

studies and gender studies; the second author has a background in computer science, specifically 

machine learning and computer vision; and the third author has a background in sociology. All three 

authors conducted their work while at Google. 

My colleagues and I realize that our own perspectives color how we are interpreting these values, 

and that computer vision researchers may not characterize their values in the same ways. This may be 

seen as a weakness of the study—that because researchers from the computer sciences do not interpret 

their values as such, our results may lack external validity. However, I don't believe that this is a 

weakness of this study, but a strength. Because colleagues and I explicitly acknowledge our own 

positionality in this analysis, I hope to remain reflexive in acknowledging our own subject position as 

researchers concerned with social computing and the workings of AI as sociotechnical systems. 

Moreover, I highlight a perspective that is oriented more towards science as both a technical and social 

practice. 

Manuscript Corpus and Keyword List 
I identified relevant computer vision datasets by examining the datasets used for a wide variety of 

computer vision tasks in academic papers. To obtain a corpus of manuscripts, I used IEEE proceedings, 

which is the publisher of most of the premier computer vision conferences (e.g., Computer Vision and 

Pattern Recognition (CVPR)). I identified computer vision proceedings by (1) selecting proceedings 

related to computer vision using the IEEE proceedings list; and (2) broadly searching “computer vision” in 

IEEE Xplore, the organization's digital library. By employing both these search methods, I was able to 

triangulate on potentially missed manuscripts. This method yielded a corpus of 50,694 computer vision 

manuscripts with metadata.  
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Before examining the manuscripts for datasets, I first needed to define a set of computer vision 

tasks that I could narrow the search to. By task, I mean the broad classification of a problem that a 

computer vision is meant to solve (e.g., facial recognition, object detection, pedestrian detection, etc.), 

which may be associated with a specific type of data (e.g., face images). Given the vast diversity of 

computer vision literature, selecting datasets by task ensured a diverse variety of datasets meant for 

different purposes. To define a list of tasks, I parsed the keyword metadata in the corpus. I used both 

standardized keywords (IEEE keywords) and personalized keywords (author keywords) to reduce the risk 

of gaps in the task list. This gave me 247,126 keywords with which to work. To make the keyword list 

more manageable for analysis, I narrowed to keywords used 50 or more times in the corpus. This gave 

me a list of 1,622 keywords, representing about 57% of all keywords in the list. I then manually removed 

keywords that were too high-level and not task-specific (e.g., computer vision) or were too vague to be 

tied to any tasks (e.g., video, engines). This left me with a manageable list of 345 keywords. During 

analysis, I also organically derived 10 keywords from abstracts while checking for understanding of some 

vague keywords (e.g., gunshot detection). The finalized keyword list was 355 keywords. 

These finalized keywords represented both tasks and data types. Colleagues and I thematically 

clustered the keywords from the list into 21 conceptually related topics (e.g., medical tasks, low-level 

image processing tasks, image generation tasks, etc.). Colleagues and I then reviewed these 21 

concepts as a team to determine which clusters were broadly scoped to “any type of data” (e.g., image 

processing, image indexing, image enhancement, etc.). We removed 12 clusters of keywords during this 

phase. This resulted in nine conceptual clusters of 130 keywords that we then grouped into three broad 

categories: Face-Based, Body-Based, and Non-Corporeal (as in, not related to human bodies). We 

grouped keywords into related categories of tasks under each of the three clusters (e.g., the category 

"gender classification" contained the keywords "gender classification," "gender estimation," "gender 

prediction," and "gender recognition").  
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Identifying Computer Vision Datasets 
I went back to the original manuscript corpus and randomly sampled five papers for each task category 

(e.g., for gender classification). I used the keywords in each category to sample by keyword in the corpus. 

For example, I randomly sampled five papers that matched the keyword "body detection," and so on. If I 

could not identify five papers using a single keyword, or the papers did not contain dataset references, I 

cycled through keywords in each task category and resampled. For each random sample, colleagues and 

I read the paper to determine which dataset(s) were being used or cited. I listed all datasets found within 

each paper under that task keyword. Colleagues and I gathered 331 unique datasets from this process. 

After sampling each keyword in the task categories, colleagues and I then found each original 

paper associated with the dataset. While doing this, we also snowballed new datasets we found in two 

ways: (1) we found a new dataset reference in the original dataset publication; or (2) we found a new 

dataset from the associated authors or organization. Colleagues and I snowballed 355 additional 

datasets. We did not snowball new datasets from online lists, forums, or other sources where we could 

not verify the methodology. We did, however, supplement face datasets from the open source list 

published in the associated paper of Chapter 4 (Scheuerman, Paul, et al., 2019) which provided an 

additional 66 datasets.17 This provided a total of 487 datasets.18  

Sampling Datasets for Analysis 
For conducting the analysis, colleagues and I decided to sample a more manageable number of datasets 

from the full corpus of 487. We sampled in two ways. First, given we felt it was important to understand 

the most popular datasets, we sampled datasets with over 4,000 citations on Google Scholar. This 

yielded 13 datasets that were a mix of Face-Based, Body-Based, and Non-Corporeal. Given the size and 

vast documentation of ImageNet, as well as its influence on the field and large number of citations per 

paper, we decided to code each major ImageNet paper separately. Second, we sampled 100 additional 

datasets stratified by each category (face, body, and non-corporeal). We decided to sample each 

 
17 https://zenodo.org/record/3735400\#.YAHWk5NKjUJ  
18 In the process of conducting our coding, we also identified an additional 271 datasets, which we added to our 
dataset list, but were not part of the original population from which our sample was drawn, giving us a total of 753 
datasets. All datasets in the corpus are provided at https://zenodo.org/record/4613146\#.YJwdwKhKiF5 
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category proportionally to the number in the overall corpus, rather than equally across all categories. We 

chose this approach to reflect the implicit popularity of certain types of datasets in the computer vision 

community. The final sample included 113 datasets: 47 face-based, 25 body-based, and 41 non-

corporeal.  
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Corpus Breakdown 

Property Population Sample 

Face-based 205 47 

Non-Corporeal 174 41 

Body-Based 2015 25 

Citation mean / median a,b 421.17 / 165 390.75 / 166 

Year mean / median b (rounded) 2011 / 2012 2011 / 2011 

 
Table 8. A table showing the breakdown of the corpus into categories and sampling statistics. 

aMinus top 14 papers.  bOnly databases which have Google Scholar citation information. 
 

 
Table 8 displays descriptive statistics for the sample and the population corpus. Each broad 

category is proportionally represented in the sample. The mean year (rounded) of the population and 

sample are both 2011, and the median as 2012 and 2011, respectively. The range of years in the sample 

ranged from 1994 to 2020. The sample appears to be a good representation of the types of papers which 

are common in the population corpus. 

Codebook Development 
My focus was on the disciplinary practices of documenting the creation and maintenance of computer 

vision datasets. Therefore, colleagues and I developed a codebook for comprehensively capturing 

different stages of the dataset curation process, from motivations to annotations to the availability of the 

data. The documentation we coded included research publications, the datasets themselves, websites, 

and auxiliary materials like slide decks. Colleagues and I developed the codebook iteratively during the 

structured analysis phase of coding, often discovering through reading documentation or discussion 

among the research team new variables to capture. We met weekly to discuss disagreements and edge 

cases, which resulted in new category creation (e.g., new questions arose on whether the dataset used 

synthetic humans rather than real ones, as evidenced from my encounter with data created from 

generative machine learning algorithms). In the end, we coded for 95 different variables. The codebook is 

part of a larger research project aimed at understanding the genealogy of datasets (Denton et al., 2020). 
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For the purposes of this work, I focus on presenting findings which explicitly or implicitly spoke to the 

values imbued in datasets. Details on access to the full codebook and coded dataset can be found in the 

Access to Research Materials section.  

Analysis 

Structured Coding 

Colleagues and I took both structured and thematic coding approaches for the analysis of the sample. 

The structured content analysis focused on identifying common themes from the literature around 

machine learning datasets, including descriptions of data annotators (Gray & Siddharth, 2019; L. C. Irani 

& Silberman, 2013), data availability for research purposes (Borgman, 2017; Pasquetto et al., 2017), 

properties of data subjects and categories (see Chapter 4), and descriptions of decisions more generally 

which typically are obviated or obscured in the data collection process (Bender & Friedman, 2018; Gebru 

et al., 2021; Stuart Geiger et al., 2020). Colleagues and I found that using both structured and thematic 

coding of the datasets allowed us to abductively reason about the different dimensions, motivations, and 

silences around dataset creation that either method alone would not robustly allow. 

Instead of approaching the structured content analysis through a process of independently coding 

data (Krippendorff, 2018), the authors split up the responsibility of coding each of the datasets, with the 

majority of the coding being performed by the first author. Colleagues and I decided against using a 

formal inter-rater reliability metric because coding articles for variables involved understanding the 

process of developing computer vision documents, and thereby could be disputed when looking at 

individual instances, which is one of the cases highlighted as a reason not to seek out an inter-rater 

reliability metric (McDonald et al., 2019). Instead, after coding data independently, colleagues and I 

performed cross-check coding on each author’s codings. Every collaborator coded a random five 

datasets from one another and then met to discuss and resolve disagreements. I also went through the 

dataset entirely at the end of the project and validated the structured content by calculating cross 

tabulations in Python for variables which depended on each other for consistency. For instance, 

structured variables which relied on containing human subjects should have only been coded as Yes or 

No if the "Contains Human Subjects" variable had been set to Yes for the variable.  
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Thematic Coding 

In addition to the structured content analysis, colleagues and I also thematically coded language that 

communicated underlying values. Dataset documentation signals what the authors found necessary to 

communicate to the readers and, more broadly and in aggregate, what the computer vision community 

finds valuable to communicate about data. Similarly, what was not communicated about the dataset in 

documentation, even if present in the data itself, signaled what is valued and not valued. The structured 

coding phase of analysis informed how I defined values, as every author became deeply familiar with the 

data and patterns in how datasets authors document their processes. Specifically, I define value 

language as statements the dataset authors imbued, often implicitly, with perspectives on importance and 

moral judgements. For instance, in the example of one the papers developed around ImageNet, the 

authors use the word accurate to denote desirable properties of the dataset:  

“ILSVRC makes extensive use of Amazon Mechanical Turk to obtain accurate 
annotations … To collect a highly accurate dataset, we rely on humans to verify each 
candidate image collected in the previous step for a given synset.” —ImageNet (Paper 
2)  

Colleagues and I split out all value statements in each dataset and then performed an initial line-

by-line open coding phase. After completing the open coding phase, we then performed a second more 

focused coding on each of the statements, grouping them into higher-level themes (e.g., the variety of 

open codes that could be grouped under the theme of “unbiased data”). Colleagues and I also developed 

categorical relationships between these higher-level themes (e.g., unbiased data and realistic data were 

what we defined as “desirable data properties”). Colleagues and I concluded thematic coding phase by 

writing memos on each of the higher-level themes and their categorical relationships, and discussing and 

refining those memos as a team (Charmaz, 2006). 

Access to Research Materials 
Given that computer vision datasets and their associated publications are largely available to the public, I 

felt it ethically responsible and appropriate to release the corpus of datasets. Colleagues and I have 

created an open access repository for: (1) the codebook of 114 coded datasets; (2) the population corpus 

of computer vision datasets; (3) the documentation on the coding procedures; and (4) the Python analysis 
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code. For each of the datasets, I listed the original publication, venue it was published at, year published, 

and Google Scholar citation count at the time of collection. I encourage future researchers to use these 

resources for additional research or to build on this work. The data can be found at 

https://zenodo.org/record/4613146#.YJwdwKhKiF5.  

Findings 
I summarize the fourteen focused codes constructed from my qualitative content analysis and the broad 

themes under which they fall: dataset authors and their disciplinary practices, data and its data properties 

and human actors as annotators and data subjects. Codes are not mutually exclusive; some of them are 

highly related. 

Dataset Authors and their Disciplinary Practices 

Data as Essential for Scientific Progress 

Several of the datasets that colleagues and I sampled (18 of 114; 15.8%) describe data as being crucial 

to particular subfields progressing beyond their current state-of-the-art. Although most of the papers I 

evaluated discussed some kind of new method or algorithm in concert with the release of the dataset (15 

papers were dedicated entirely to the documentation of the dataset), the data typically worked in service 

of making progress to the field. This is because data can present new challenges, define a new task, or 

build a common research agenda for improving performance on a task. For instance, the authors of the 

Lippmann2000 dataset write that creating benchmark datasets allows standardization and mitigates the 

need for practitioners to create their own datasets: 

"These images have accelerated advancement in the field by, first, allowing scientists 
and engineers practicing at or near the state-of-the-art to carry out their work without 
the additional burden of needing to become experts in generating quality images; 
and, second, creating a small level of ad hoc standardization such that processed 
images are more quickly evaluated due to general familiarity with the original input." —
Lippmann2000 

Similarly, many present the lack of relevant data to be one of the limiting factors in driving 

research in their subfield, and thus present their dataset as contributing to improving research in that 

subfield. The act of creating a dataset was both a barrier to entry for new work on a given task, but also 
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an attempt to introduce a standard around the under researched task. Data is difficult to attain, and its 

attainment is a necessity of the machine learning process, including standards-making. The authors of 

Leeds Sports Pose introduce data to improve pose estimation: 

“As noted, current methods have been limited by the lack of available training data – 
to overcome this we introduce a new annotated dataset of 2,000 diverse and 
challenging consumer images which will be made publicly available." —Leeds Sports 
Pose 

However, some of these overt claims around the necessity of data to progress are not reflected in 

the actual practices of data management and curation used by researchers. The dataset itself was the 

main explicit contribution for a slim majority of papers (59 of 114 papers; 51.8%), while a method or 

algorithm was the main contribution of the dataset in 53 of 114 papers (46.5%) or an empirical study in 2 

of 114 papers (1.8%). Still, the dataset is rarely unaccompanied by a methodological innovation: papers 

typically contain some kind of new algorithm for the computer vision task under question (97 of 114 

papers; 85.1%). Lastly, colleagues and I looked at how much of the paper was dedicated to describing 

the dataset. We calculated this value by counting the number of paragraphs dedicated to describing the 

dataset over the total number of paragraphs in the paper. Figure 5 shows a bimodal distribution of how 

much of the paper is dedicated to describing the corpus, with a mean at 0.41 and a standard deviation of 

0.33. This seems to indicate that papers are either wholly dedicated to the description of the dataset, or 

they provide scant information on the dataset, opting to discuss methodological innovations instead. 

Given the majority of papers were archival publications (105 of 114; 92%), the lack of documentation in a 

paper about a dataset occurred even in archival publications—publications in professional venues like 

conferences and journals. 
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Distribution of Proportions of Papers Dedicated to Dataset Documentation

 
Figure 5. A histogram showing the distribution of the proportion that papers in the corpus dedicated to 

documenting only the dataset. Proportion was calculated by hand-counting paragraphs in each paper. The 
histogram is bimodal, with the majority of papers having either (a) near-0% of the paper about the dataset or 

(b) near-100% of the paper about the dataset. 

Standardization for Evaluation and Reproducibility 

Some dataset authors (BigHand2.2M; KAIST; UMass FDDB; 300-W; IUPR) noted that they needed a 

common set of evaluation benchmarks, because the evaluation criteria which had been used in their 

subfield had too many different types of quantitative evaluations and needed a standardized benchmark. 

For example, the authors of 300-W were motivated to create their dataset to establish a standardized 

benchmark: 

"The main goal of this challenge is to compare the performance of different methods on 
a new-collected dataset using the same evaluation protocol and the same mark-up and 
hence to develop the first standardized benchmark for facial landmark localization." —
300 Faces in the Wild 

"Standardized" takes on a specific meaning for dataset authors. Generally, that meaning is one of 

quantitative measures which are viewed as reliable or objective. The authors of the IUPR dataset 

describe the impetus of benchmark datasets as being more "objective" as a ground for machine learning 

datasets:  
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 "Ground-truth datasets are crucial for objectively measuring the performance of 
algorithms in many fields of computer science. The availability of such datasets for use 
in research and development lays the basis for comparative evaluation of algorithms." 
—IUPR 

Given the importance of data to standardizing algorithmic performance, dataset creators often 

claim to release datasets for the purposes of reproducibility and replicability, noting that this has been a 

failing of methods reporting results in the past. The authors of UG^2 highlight that research would benefit 

from reproducible standards in datasets: 

"New video benchmark dataset representing both ideal conditions and common aerial 
image artifacts, which we make available to facilitate new research and to simplify the 
reproducibility of experimentation." —UG^2 Challenge Dataset 

Dataset authors also devalued qualitative or heuristic assessments of data quality and classifier 

results. Qualitative assessments were seen as less standardized and therefore less reliable. For 

example, the authors of HumanEva write that qualitative assessments decrease certainty and make it 

difficult to rigorously compare methods: 

"Despite clear advances in the field, evaluation of these methods remains mostly 
heuristic and qualitative. As a result, it is difficult to evaluate the current state of the 
art with any certainty or even to compare different methods with any rigor." —
HumanEva 

Overall, dataset authors valued standardization, in terms of quantitative measurements, because 

they viewed those standardizations as objective, reliable, and reproducible. 

Open Source Data 

The majority of the datasets which were sampled provided a URL or some web identifier for obtaining the 

dataset. 69 of 114 (60.5%) of the datasets provide a URL in the paper; in addition, I was able to discover 

28 additional websites via a web search of the publication or the dataset name, bringing the total number 

of sites were able find to 97 of 114 (85%). Several authors stated this explicitly in their documentation 

(Abstract Paintings / Artistic Photographs; KinFaceW; IterNet RGB-D; NWPU-RESISC45; SFEW; Urban 

Stereo Scene; UvA-NEMO Smile; UG^2). For instance, the authors of the UvA-NEMO Smile Database 

state that: 

"The database, its evaluation protocols and annotations are made available to the 
research community.” —UvA-NEMO Smile Database 
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Other authors (ASLLRP SignStream; CUAVE; SFEW) directly mention the research medium 
through which their data will be distributed, highlighting its benefit to the research community: 
 

"Finally, one of the main purposes of all speech corpora is to allow the comparison of 
methods and results in order to stimulate research and fuel advances in speech 
processing. This is a main consideration of the CUAVE database, easily distributable 
on one DVD." —CUAVE 

While most of the datasets report an URL (or have a findable URL through web search), many of 

the datasets did not have any institutional mechanism for the stability of the datasets. Despite the 

expressed value of open-source datasets to the research community, most of the datasets are not 

maintained in a stable repository. Only 3 of the 114 (2.6%) of the datasets attached a Digital Object 

Identifier (DOI) to them, while only one (0.9%) was posted on an institutional repository such as 

Dataverse or Zenodo—The Child Affective Facial Expression (CAFE), hosted on NYU's Databrary 

(https://databrary.org/). Stability of these identifiers and hosting of datasets matter: of the 69 datasets 

which had a URL in the paper, only 46 (66.7%) are still available. Of the 80 datasets in which data was 

openly accessible (without signing a user agreement, agreeing to a Terms of Service, or downloading a 

software package), 59 (73.8%) were still downloadable. Table 9 summarizes full details about data 

hosting and availability. 

 

Dataset Availability via Publication Documentation 

Dataset Property k N % 

URL in Paper 69 114 60.5 

Any Website (In Paper + Discovered through Search) 97 114 85 

Website in Paper Still Available 46 69 66.7 

Data Still Downloadable 59 80a 73.8 

DOI 3 114 2.6 

Hosted on Personal/Lab Website 102 114 89.5 

Hosted on Institutional Repository 1 114 0.9 

Table 9. A table showing the breakdown of dataset availability in the corpus. 

aThe number of datasets which did not require registration to download. 
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Technical Documentation 

In many cases, the amount of documentation for the technical setup of data collection and algorithm 

design far outstripped the amount of documentation available for the actual data collection work and 

annotation and labeling procedures (see Figure 5). The authors of the KAIST Multi-Spectral Day/Night 

Data Set, created for autonomous vehicle research, provide a good example of this kind of technical 

detail in the configuration of lens capture devices placed on top of data collection cars: 

"In our case, we select a long focal lens to observe remote objects. If wanting to a wider 
field of view, a short focal lens may suffice. Recently, Tesla and Mobileye devised 
trifocal camera system (HoV−20°, −50°, −150°) as a new hardware configuration..." —
KAIST Multi-Spectral Day/Night Data Set for Autonomous and Assisted Driving 

The authors of the CMU-MultiPIE dataset, used for facial recognition research, report on data 

collection hardware, illumination configuration, and requisite computing hardware: 

"To systematically capture images with varying poses and illuminations during data 
acquisition we used a system of 15 cameras and 18 flashes connected to a set of Linux 
PCs. An additional computer was used as master to communicate with the independent 
recording clients running in parallel on the data capture PCs." —CMU-MultiPIE 

Reporting the technical details of hardware is ostensibly done to report improvements on data 

collection procedures, to resolve disagreements about instrumentation for other researchers working in 

this space, or to report on more precise conditions needed for future reproducibility of the experiment and 

data generation.  

Data and its Desirable Properties 

Diverse and Varied Data 

Common dimensions of diversity referenced by dataset creators include the diversity of scenes and 

object categories (ImageNet (Paper 1); KAIST; UG^2; Scene Geometry Layout, GHIM-10k); diversity of 

conditions of image capture, such as sensor quality, camera angle, or lighting conditions (TUM GAID; 

IUPR; Leeds Sports Pose; Exact Street2Shop); diversity of object poses or background clutter (IUPR; 

NWPU-RESISC45; ImageNet (Paper 1); Animals on the Web; INRIA Pedestrian; BSDS300); and diversity 

of the expressions or poses of individuals in the images (Exact Street2Shop). The diversity of camera 

quality was especially important for datasets that were motivated by real-world applications, where low-
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quality sensors would likely be common—most commonly, in intended surveillance applications 

(SCFACE; ND-QO-Flip; 300-W).  

Dataset creators emphasized the importance of diverse training data for ensuring model 

robustness to variation that is present in real world settings (Nis Web-Collected; SYNTHIA; SCFACE; 

COCO-Text) and diverse testing data for providing better estimates of real-world performance (300-W; 

PPB; MORPH; IIITD). For example, the authors of Nis Web-Collected Database emphasized that diversity 

of age data could lend to universal age estimation: 

“[T]he derived human age estimator is universal owing to the diversity and richness 
of Internet images and thus has good generalization capability.” —Nis Web-Collected 
Database 

"In practice, even the best visual descriptors, class models, feature encoding methods 
and discriminative machine learning techniques are not sufficient to produce reliable 
classifiers if properly annotated datasets with sufficient diversity are not 
available." —SYNTHIA 

Diversity was also motivated as crucial for the effectiveness of deep learning methods, a class of 

machine learning which methods have a very large number of parameters relative to traditional computer 

vision methods (NWPU-RESISC45; SYNTHIA). For example: 

"[W]e can generate a broad variety of urban scenarios and situations, which we 
believe is very useful to help modern classifiers based on deep learning." —
SYNTHIA 

"In addition, almost all existing datasets have a number of limitations, including the 
small scale of scene classes and the image numbers, the lack of image variations 
and diversity, and the saturation of accuracy. These limitations severely limit the 
development of new approaches especially deep learning-based methods." —
NWPU-RESISC45 

I found notions of diversity or variety to be closely coupled with the concept of "natural" data. For 

example, creators of 300-W created a dataset of "naturalistic, unconstrained face images" that included 

variations such as "unseen subjects, pose, expression, illumination, background, occlusion, and image 

quality." This connection was also visible in the way dataset creators described diversity as a property 

that emerges naturally from "unconstrained" data collection methods: 

"The images in this collection display large variation in pose, lighting, background 
and appearance. Some of these variations in face appearance are due to factors such 
as motion, occlusions, and facial expressions, which are characteristic of the 
unconstrained setting for image acquisition." —UMass FDDB 
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Generally speaking, I found dataset diversity to be closely coupled with notions of realistic data 

and challenging data. Diverse datasets were ones that more closely mimicked the real world, and in doing 

so presented new challenges.  

Unbiased Data 

Dataset creators frequently motivated unbiased data as desirable19, often connecting dataset bias to 

issues of generalization. For example, some attribute a model's failure to generalize—from one dataset to 

another, or from a dataset to the real world—to the existence of dataset bias (KinFaceW; KITTI). In a 

similar vein to discussions of diversity, unbiased benchmark datasets were motivated through their role in 

comparing and standardizing algorithms (ImageNet (Paper 2)). Discussions of dataset biases were 

generally divorced from a broader examination of social or cultural bias or the impacts of dataset bias on 

individuals from different sociodemographic groups. The only dataset in the corpus to explicitly connect 

socio-demographically biased data with discriminatory outcomes was PPB: 

"It has recently been shown that algorithms trained with biased data have resulted in 
algorithmic discrimination..." —PPB 

Otherwise, biased data was implicitly understood to be a negative property, and one that might 

impact classification performance at a more general level. Bias was generally discussed in relation to the 

process of data collection or properties of images themselves. For example, selection bias, photographer 

bias, recency bias, and biases in object/person pose or illumination were all topics of discussion (VAIS; 

PASCAL; COCO-Text). Despite frequent references to unbiased data, I observed that many claims of 

unbiased or less-biased data remained largely unqualified. For example, some dataset creators describe 

data that has been created without the particular machine learning task in mind as less biased with no 

further justification or explanation (PASCAL; COCO-Text): 

"The use of personal photos which were not taken by, or selected by, vision/machine 
learning researchers results in a very 'unbiased' dataset, in the sense that the photos 
are not taken with a particular purpose in mind i.e. object recognition research." —
PASCAL 

 
19 One notable exception to this is the Animals on the Web dataset that described intentionally inducing a bias 
between the training and test distributions so that the test set was biased towards more "difficult" examples. 
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Mentions of bias frequently overlap with discussions of diversity or variety, with the assumption 

being that sufficient variation across a particular aspect of the dataset minimizes the potential for bias. For 

example, the creators of INRIA Pedestrian state: 

"Many are bystanders taken from the image backgrounds, so there is no particular 
bias on their pose." —INRIA Pedestrian 

The desire for unbiased data was intricately tied to controlling for human bias in data collection 

and annotation. I discuss how dataset authors work to manage human bias in Human Bias in Data 

Collection and Annotation. 

High-Quality Data 

Dataset creators frequently described their datasets as high quality. The dataset creators that specified 

what they viewed to be "high quality" data tended to focus on two aspects of datasets: the images 

themselves and/or the annotations associated with the images. High quality images were generally 

described as those captured by high quality sensors and as having high resolution (UG^2; NOAA 

Fisheries; Urban Stereo Scene). For example, the authors of the Urban Stereo Scene Labeling 

Benchmark Dataset declared the higher resolution of their images in comparison to previous datasets: 

"To our knowledge, the only comparable urban segmentation dataset with stereo vision 
data has been proposed by [16], which our dataset exceeds in terms of ... image 
resolution (1024 × 440 px vs. 360 × 288 px ), which is an essential factor for 
appearance-based segmentation." —Urban Stereo Scene Labeling Benchmark Dataset 

Many of the datasets were also described as having high-quality labels (BigHand2.2M; Stanford 

Region Labeling; IterNet RGB-D; PASCAL; SUN RGB-D; MS-COCO; ImageNet (Paper 1); Animals on 

the Web; Middlebury Stereo; BSDS300). High quality labels were often defined in terms of label accuracy 

relative to pre-specified "gold standard" labels or label consistency across different annotators (Stanford 

Region Labeling; ModaNet; ImageNet (Paper 1)). Other dataset creators used the performance of models 

trained on the dataset to validate the accuracy of annotations (BigHand2.2M). The authors of the 

BSDS300 dataset describe how they obtained high quality labels through their annotation interface: 

“In addition to simply splitting segments, the user can transfer pixels between any two 
existing segments. This provides a tremendous amount of flexibility in the way in which 
users create and define segments. The interface is simple, yet accommodates a wide 
range of segmentation styles. In less than 5 minutes, one can create a high-quality, 
pixel-accurate segmentation with 10–20 segments using a standard PC.” —
BSDS300 
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Datasets containing exclusively high quality images, in terms of clarity and pixel values, were 

often viewed as oppositional to realistic or challenging data, which I highlight in Diverse and Varied Data 

and Challenging Data. For this reason, some dataset creators emphasized the importance of including 

images with varying levels of quality in order to better reflect the real world: 

"There are large variations in the quality of the contributed photographs, lighting, 
indoor vs outdoor environments, body shapes and sizes of the people wearing the 
clothing, depicted pose, camera viewing angle, and a huge amount of occlusion due to 
layering of items in outfits ... These characteristics reflect the extreme challenges and 
variations that we expect to find for clothing retrieval in real-world applications." 
—Exact Street2Shop 

However, high-quality annotations were nearly universally sought after. An overall high-quality 

dataset was one that was useful and accurately annotated, even if image quality was purposefully varied. 

Realistic Data 

Realistic data was described as data that was reflective of more "natural" conditions, in terms of not 

controlling for lighting, pose, expression, angle, occlusion, or other image factors. "Realistic" was often 

used to describe data captured in an uncontrolled or unposed settings (UG^2; ND-TWINS-2009-2010; 

KinFaceW; SFEW; SCFACE); collected from the internet (KinFaceW); collected in a public spaces 

(SCFACE); or data that is varied along several dimensions such as sensor quality (SCFACE). Some 

dataset creators described the realism of scene arrangements, for example, by describing a computer 

mouse on the floor as "unrealistic" (SUN RGB-D). Finally, datasets that consisted of synthetic imagery 

described photorealism as a desirable property that they strived to achieve (IterNet RGB-D; GTA5; 

SYNTHIA; Middlebury Stereo).  

Dataset creators describe realistic data as being critical for measuring and comparing model 

performance (George Mason University Kitchen; CUAVE; SCFACE); for developing models that 

generalize to real-world settings (BiosecurID; Street2Shop; Subway; Middlebury Stereo); and, more 

generally, advancing research (SFEW). For example, the authors of BiosecurID discussed how data 

generated through laboratory experiments is of limited utility when estimating model performance in the 

real world:  

"In order to overcome the difference in performance between laboratory experiments 
and practical implementations, there is an urgent need for the collection of realistic 
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multimodal biometric data which permits to infer valid results from controlled 
experimental conditions to the final application." —BiosecurID 

I observed close ties between the notions of realism and variety, both of which are understood to 

give rise to more challenging datasets. I discuss these properties in more depth in the next section, 

including how realistic data is challenging. 

Challenging Data 

Dataset difficulty is another characteristic often touted by dataset creators. Dataset creators frequently 

motivate the creation of a new dataset with reference to saturated model performance on previous, easier 

datasets. For example, the creators of INRIA Pedestrian state that their new algorithm gives "essentially 

perfect results on the MIT pedestrian test set, so we have created a more challenging set" (INRIA 

Pedestrian). Dataset creators also describe the importance of new and more challenging datasets for 

advancing progress in the field (SCFACE; DUT-OMRON; ImageNet (Paper 1)) and mitigating the 

potential for methods to overfit (LFW). For example: 

“As computer vision research advances, larger and more challenging datasets are 
needed for the next generation of algorithms.” —ImageNet (Paper 1) 

The characteristics that constitute challenging data tend to relate to variability along a variety of 

dimensions including, but not limited to, sensor quality, image scale, illumination, object or person pose, 

camera viewpoints, and locations of data collection (INRIA Pedestrian; Stanford Region Labeling; ND-

QO-Flip; OSU Thermal; Exact Street2Shop; Leeds Sports Pose; H3D; VAIS). For example, the authors of 

the OSU Thermal Pedestrian Database wrote that their data was challenging because of varying 

backgrounds and thermal intensities, and they want to collect more challenging data for future work: 

"The approach was demonstrated with a difficult dataset of thermal imagery with 
widely-varying background and person intensities. In future work, we plan on 
extending the dataset to include additional situations involving many more 
distractors moving through the scene." —OSU Thermal Pedestrian Database 

As touched on in Realistic Data, challenging data was often characterized as data that mimics 

real-world (unconstrained) conditions and real-world variation: 

"Similar to conventional face recognition, when the targets are unconstrained faces in 
the wild [12] (i.e., variation in pose, illumination, expression, and scene) the difficulty 
level further increases, and the same being true for kinship recognition. These are, 
unfortunately, challenges that need to be overcome. Thus, FIW poses realistic 
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challenges needed to be addressed before deploying to real-world applications." 
—FIW 

In short, challenging data was compatible with realistic and diverse data, but often incompatible 

with high-quality data, in terms of resolution quality. Low resolution images proved more challenging than 

high resolution images. 

Comprehensive and Large-Scale Data 

Dataset creators often described their datasets as large-scale, indicating their datasets contain a large 

number of data instances and, in some cases, a large number of categories. The importance of large-

scale datasets, or "big data," are varied. Some creators emphasized the importance of large datasets for 

improving generalization performance and reducing risks of overfitting (BigHand2.2M; LFW; SUN RGB-

D). Relatedly, some creators identified large datasets as key to the development of reliable models and 

reliable evaluation methods (OU-ISIR Gait). But a number of dataset creators describe large scale 

datasets as being broadly essential to advancing computer vision research (KAIST; ImageNet (Paper 1 & 

2); BigHand2.2M). Related to the above category of standardization and benchmarking, dataset creators 

specifically called out the importance of large-scale benchmark datasets: 

"Because data-driven AI-based methods have enabled breakthroughs in both academia 
and industry, large-scale benchmarks have become one of the most important 
factors to advance this technology." —KAIST 

Several authors specifically identified the importance of big data for advancing deep learning methods in 

particular (NWPU-RESISC45; SYNTHIA; BigHand2.2M; One-Million Hands; GTA5): 

"However, the lack of publicly available `big data' of remote sensing images 
severely limits the development of new approaches especially deep learning based 
methods." —NWPU-RESISC45 

Many dataset creators included claims of dataset completeness or comprehensiveness, often referencing 

the dataset size or high variability of data instances (FIW; TUM GAID; CUAVE; BigHand2.2M). Others 

describe the categories or annotations that structure the dataset to be comprehensive or complete 

(GTA5; VOC; SUN; ImageNet (Paper 2)). The ImageNet creators claim their dataset provides the "most 

comprehensive and diverse coverage of the image world" (ImageNet (Paper 1)). Similarly, the authors of 

SUN wrote that their dataset of scenes contained all discursively important images: 
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“First, we seek to quasi-exhaustively determine the number of different scene 
categories with different functionalities. Rather than collect all scenes that humans 
experience - many of which are accidental views such as the corner of an office or edge 
of a door - we identify all the scenes and places that are important enough to have 
unique identities in discourse, and build the most complete dataset of scene 
image categories to date.” —SUN 

Large-scale and comprehensive data was compatible with notions of challenging and realistic data. As 

described further in Annotation Labor and Time Costs, high-quality annotations become increasingly 

challenging and costly as datasets grow in size and scope. 

Human Actors as Annotators and Data Subjects 
Authors often discussed the presence of human actors in the dataset construction and documentation 

process, ranging from the authors themselves to annotators and data subjects. By and large, human 

considerations were often distinctly aimed at making the data collection and annotation processes 

objective. By objective, I mean that there was an attempt to mitigate or remove human subjectivity from all 

data processes. This was particularly salient when discussing the role of data collection and annotation. 

Human subjectivity was seen as a detriment to consistent, "clean," comprehensive, and accurate data 

and annotations—the properties of desirable data. Less commonly, dataset authors also discussed the 

diversity of human data subjects, from the perspective of the technical benefit of diverse human subjects 

for developing models. In this section, I discuss the four different human considerations I found: 

annotation labor and time costs; human properties as a barrier; humans as diverse data; and human bias 

in data collection and annotation. 

Annotation Labor and Time Costs 

A number of datasets utilized human annotation (63 of 114; 55%). Within papers, there is a variable 

amount of information available on the identity of human annotators and the cost of their labor. In cases in 

which human annotation is used, human annotators are described in 40 of 63 (63.4%) cases. Of these, 

23 of 63 (36.5%) were reported as third-party workers (mostly from Amazon Mechanical Turk); 9 of were 

the authors; 6 were students; and 5 were some mixture of these. Only 5 of 63 (7.8%) papers report 

annotator demographics, and only 4 of 63 (6.3%) papers report if annotators were compensated. 
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A major focus in discussing human annotation was the time and monetary cost of annotation, 

particularly as a barrier to annotating large-scale datasets (BigHand2.2M; Leeds Sports Pose; UNBC-

McMaster; Stanford Region Labeling; ModaNet; SYNTHIA; MS-COCO; PASCAL; ImageNet (Paper 1); 

LFW; GTA5), which were otherwise highly valued by dataset authors, as highlighted in Comprehensive 

and Large-Scale Data. High costs negatively result in "slowing down the development of new large-scale 

collections like ImageNet" (SYNTHIA). Yet, manual annotation was also seen as desirable for "high-

quality" data. For example, the authors of SYNTHIA wrote of the necessity but difficulty of having large 

amounts of annotated data: 

"Having a sufficient amount of diverse images with class annotations is needed. These 
annotations are obtained via cumbersome, human labour which is particularly 
challenging for semantic segmentation since pixel-level annotations are required." —
SYNTHIA 

Here, we can see the SYNTHIA authors express the need for human labor. This need stemmed 

from the view that manual labeling was more accurate than automated labeling, and ground truth 

accuracy of labels is a desirable data property (see High-Quality Data). However, while manual labeling 

was often prized for its accuracy, authors tried to minimize the amount of time and money spent on 

human annotation labor (BSDS300; FIW; ImageNet (Paper 1); MS-COCO; Stanford Region Labeling). 

Often, Amazon Mechanical Turk and other crowdworking platforms were viewed as an extremely valuable 

tool for the computer vision community, particularly due to the demand for a great deal of labor at a low 

cost (SUN RGB-D; SUN; MS-COCO; ImageNet (Paper 1); H3D; Stanford Region Labeling; CORE). The 

following examples showcase authors touting minimal labor and low costs: 

"We now discuss the procedure followed to collect, organize, and label 11,193 family 
photos of 1,000 families with minimal manual labor." —Families in the Wild (FIW) 

"We constructed using Amazon Mechanical Turk (AMT), at a total cost of less than 
$250." —Stanford Region Labeling Dataset 

The use of human annotators and explication of human annotations as valuable to computer 

vision signals the importance of human beings in the modeling pipeline. Yet, there is also the goal of 

minimizing human labor costs, suggesting a devaluing of labor that is otherwise valuable to the process of 

dataset curation. Further, there is also an underlying expectation that human annotators are flawed, in 
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that they make mistakes or introduce subjective beliefs that do not align with the expectations of the 

authors. 

Human Properties as a Technical Barrier 

Much like the subjectivity of human annotation can risk the desired objectivity of labeling, human 

behaviors may be seen as technically problematic to either building a dataset or the resulting accuracy of 

a model. The complexity of human properties was generally perceived as a barrier to human data 

collection and task specification. Human characteristics were portrayed as difficult to control ranged from 

the diversity of human appearance (UMass FDDB; SHEFFIELD; ND-QO-Flip; MORPH; BP4D-

Spontaneous; CMU-MultiPIE; ModaNet; Paper Doll; INRIA Pedestrian; TUM GAID; Leeds Sports Pose; 

OU-ISIR Gait; Exact Street2Shop) to the autonomy of human decision making (M3; IIITD). For example, 

the authors of Leeds Sports Pose described the difficulty of pose estimation given the way range of 

human appearance and natural imaging conditions: 

"The task is particularly challenging because of the wide variation in human 
appearance present in natural images due to pose, clothing and imaging 
conditions." —Leeds Sports Pose 

Notably, no authors discuss ethical considerations in their use of the data. Human autonomy 

posed issues to accessing data deemed necessary for the desired task. For instance, the authors of M3 

discussed how it was difficult to collect biometric data, like fingerprints, due to subjects revoking their 

consent due to privacy concerns. Human desires for privacy makes some data difficult to come by: 

"We found that collecting fingerprint data is especially difficult because some recruited 
subjects later decided that they are reluctant to provide their fingerprint data due 
to privacy concerns." —M3 

Similarly, the authors of IIITD Plastic Surgery Face Database described having difficulty building 

a dataset of before-and-after plastic surgery images. They discussed that people did not wish to share 

these images with them or online due to privacy concerns, which they instead scraped from the web as a 

result:  

"Due to the sensitive nature of the process and the privacy issues involved, it is 
extremely difficult to prepare a face database that contains images before and after 
surgery." —IIITD Plastic Surgery Face Database 
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I noted that even datasets with especially sensitive human data, such as the nude detection 

dataset by Lopes et al., where nude images were collected from the web, had no discussion of ethics, 

privacy, or even an ethics review process. Only 5 of the 100 datasets (5%) containing human subjects 

mentioned having an IRB or international equivalent (Forensic Facial Examiner Study; HumanEva; 

MORPH; ND-TWINS-2009-2010; CAFE). Five mentioned privacy considerations in any capacity (Beauty 

799; BiosecurID; FACEBOOK100; KITTI; SCFACE). For example, the authors of SCFACE outlined 

limiting access to specific subject images due to privacy concerns: 

"For legal reasons and for the privacy of the database participants, images that can 
appear in reports, papers, and other documents published or released are those with 
subjectID: 001, 002, 045 or 102 in the SCface database."  —SCFACE 

When performance failures occurred, such failures were sometimes attributed to issues of human 

diversity or behaviors. Such failures might occur when training data is too controlled to reflect the real 

world. For example, the authors of OU-ISIR Gait Database wrote of their model’s gait classification 

failures: 

"These failures mainly originated from the unique walking style (e.g., some subjects 
raise their arms higher than generic subjects) or special clothing (e.g., a long dress or 
coat), which cause a large difference between this test sample and the generic training 
samples." —OU-ISIR Gait Database, Large Population Dataset with Age 

Given the barriers presented by human-based data, whether face or body, some authors would 

describe how they mitigated or bypassed such barriers. For example, authors might trade-off real-world 

diversity of appearance by attempting to implement controlled conditions (inside or outside of studio 

settings) during the data collection process (e.g., M3). In the case of privacy or consent concerns, authors 

have instead scraped images from the web to surpass participant autonomy (e.g., IIITD). 

Humans as Diverse Data 

As previously highlighted in Diverse and Varied Data, diversity took on a very specific meaning: 

describing diverse instances of data. This most commonly included such instances as a diversity of object 

types, a diversity of lighting conditions, and a diversity of angles. The term "diversity" was not commonly 

used in terms of human conditions, such as race, gender, or ability. Even in cases where the task was 

tied to human conditions, like age, race, or gender, authors did not necessarily discuss diversity in terms 
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of representation. Of the datasets containing images of humans, 41 of 100 (41%) provided information 

about the sociodemographic diversity of data subjects. 

When used to describe humans, diversity was most often attributed to diversity of ages (CASIA 

NIR-VIS 2.0; FIW; Nis Web-Collected; OU-ISIR Gait; RAFD; UvA-NEMO Smile; MORPH; SFEW). Other 

occurrences included diversity of race or ethnicity (PPB; CAFE; MORPH; Ethnic DB; FIW). Diversity of 

gender was rarely discussed in the sample; gender was entirely binary, as I discuss in Chapter 4, and few 

datasets discussed the distribution of men versus women (PPB). Diversity statements were often written 

like those in CAFE and The CASIA NIR-VIS Database, describing that diversity in the data as a feature: 

"It is also racially and ethnically diverse, featuring Caucasian, African American, 
Asian, Latino (Hispanic), and South Asian (Indian/Bangladeshi/Pakistani) children." —
The Child Affective Facial Expression (CAFE) 

"In the new database, the age distribution of the subjects are broader, spanning 
from children to old people." —The CASIA NIR-VIS 2.0 Face Database 

Much like claims about diverse data instances in Comprehensive and Large-Scale Data, there 

were attempts to claim universality of the human diversity captured in the data. The authors of Nis Web-

Collected Database claimed a universality in age estimation due to the diversity of their data: 

"The derived human age estimator is universal owing to the diversity and richness 
of Internet images and thus has good generalization capability." —Nis Web-Collected 
Database 

Generally, diversity was posited as a technical benefit. That is, a diversity of human 

characteristics benefits the technical accuracy of the model proposed. A few dataset authors discussed 

benefits beyond the technical; that is, given the potential deployment of the system itself, how it could 

socially benefit people to use diverse human data. For example, the authors of PPB discuss how groups 

underrepresented in data would suffer from the resulting lower accuracy rates but nonetheless suffer 

social consequences: 

"In other contexts, a demographic group that is underrepresented in benchmark 
datasets can nonetheless be subjected to frequent targeting." —PPB 

However, diversity of the humans involved in the overall creation of the dataset was attributed 

primarily to data subjects. Most authors did not discuss the diversity of annotators or those involved in the 

data collection process. There were a few exceptions. Five datasets included demographic information on 

annotators (Beauty 799; Forensic Facial Examiner Study; ModaNet; RAFD; CAFE). Of these 5 datasets, 
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most focused on gender and age distribution, but 2 also provided ethnicity information (CAFE; Beauty 

799). For example, the authors of CAFE described the demographic distribution of their annotators: 

"One hundred undergraduate students (half male, half female) from the Rutgers 
University-Newark campus participated (M = 21.2 years) … The sample was 17% 
African American, 27% Asian, 30% White, and 17% Latino (the remaining 9% chose 
‘Other’ or did not indicate their race/ethnicity)." —The Child Affective Facial Expression 
(CAFE) 

Diversity in human data stood to ensure data users of the utility of the data, in terms of being 

unbiased and ideally more accurate for all groups. Though not explicitly described, the few instances of 

described diversity in annotator demographics insinuated to data users that representation in annotation 

would result in less biased or skewed labels. 

Human Bias in Data Collection and Annotation 

As demonstrated throughout this section, much discussion about the role of human beings in constructing 

and annotating datasets is around controlling human behaviors. Another aspect of controlling human 

behaviors is mitigating human bias. When discussing the roles of researchers and annotators, it was 

often to ensure readers that human bias was accounted for and mitigated in the collection (Multi-Spectral 

Pedestrian; Abstract Paintings / Artistic Photographs; COCO-Text; UG^2; VAIS; Animals on the Web; 

PASCAL) and/or annotation process (BigHand2.2M; PETS04; SYNTHIA; ImageNet (Paper 1)). For 

example, the authors of the PASCAL VOC dataset wrote that their data collection process resulted in 

unbiased images: 

"The use of personal photos which were not taken by, or selected by, vision/machine 
learning researchers results in a very `unbiased' dataset, in the sense that the 
photos are not taken with a particular purpose in mind i.e. object recognition 
research." —PASCAL VOC 

Some authors would justify their choice of collecting certain types of data due to potential biases. 

For example, the authors of the VAIS dataset decided to collect images to avoid the "photographer bias" 

they associate with web images. The authors of COCO-Text discussed how the MS COCO dataset’s 

collection method makes it a good source for unbiased text images: 

"Images from the web often suffer from photographer bias, in that images with 
more aesthetic appeal tend to be uploaded." —Maritime Imagery in the Visible and 
Infrared Spectrums (VAIS) 
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There was also concern that, although manual annotation was viewed as valuable (One-Million 

Hands; Texas 3D; CUAVE; UAVDT; USF; PETS04), and sometimes are superior to automated 

annotation (ModaNet; SUN), that human subjectivity would result in inaccuracies (BigHand2.2M; 

PETS04; SYNTHIA; ImageNet (Paper 2)). For example, the authors of ImageNet (Paper 2) explained two 

sources of bias that they attempted to control for during the annotation process: 

"While users are instructed to make accurate judgment, we need to set up a quality 
control system to ensure this accuracy. There are two issues to consider. First, 
human users make mistakes and not all users follow the instructions. Second, users do 
not always agree with each other, especially for more subtle or confusing synsets, 
typically at the deeper levels of the tree." —ImageNet (Paper 2) 

Given the risk of human subjectivity and its associated errors, many authors employed checks to 

mitigate human subjectivity (PASCAL; 300-W; ImageNet (Paper 2)). Therefore, they could benefit from 

the robustness and accuracy of human visual assessments in their annotation, while ensuring those 

annotations met their expectations. For example, the authors of the PASCAL VOC challenge and its 

associated dataset discuss how the organizers of the challenge employed manual checks on annotations 

to ensure they were correct, in terms of what was expected: 

"Following the annotation party, the accuracy of each annotation was checked by 
one of the organisers, including checking for omitted objects to ensure exhaustive 
labelling." —PASCAL VOC 

Through these statements, dataset creators meant to ensure potential users of their creations that author 

and annotator contributions would be unbiased.  

Discussion 
The increasing application of computer vision technologies in public life presents profound stakes for how 

human beings interact with the world. The tasks that computer vision models are designed to do are 

ancillary to the data used to train, test, and validate those models. Data is crucial to the process of model 

design, and therefore to the advancement of the field of computer vision. Thus, it is a key point of the 

computer vision pipeline for examining how values become embedded into the technical artifacts 

designed by researchers and practitioners in the field.  
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In this chapter, I conducted a large-scale analysis, focusing on a range of disciplinary practices in 

dataset collection, curation, annotation, and release, across both human and non-human related tasks. 

Analysis centered around common themes previously identified in prior literature on machine learning 

datasets, including data annotation, data availability, data categories, and data collection processes. 

Through a structured and qualitative content analysis, I uncovered both explicit statements and silences 

about data, and what those statements and silences implied about the values of datasets in computer 

vision. Overall, I found that computer vision dataset authors valued efficiency, universality, impartiality, 

and model work.  

I characterize the values of computer vision datasets by discussing them as trade-offs to 

otherwise silenced values: efficiency versus care, universality versus contextuality, impartiality versus 

positionality, and model work versus data work. The values explicit in computer vision datasets often 

ignored, or implicitly critiqued, values of human-centered computing approaches. For example, social 

computing has embraced value-centered and value-sensitive design (Friedman, 1996) that includes 

considering context (Chancellor et al., 2019; Muller et al., 2020; Taylor et al., 2017), reflexivity and 

positionality (e.g., Garcia & Cifor, 2019; Kaeser-Chen et al., 2020), and situated expertise (e.g., Easley et 

al., 2018; Kempe-Cook et al., 2019; MacKay, 1999). For each silence, I offer recommendations for 

dataset authors to begin to address values in the design process, drawing on concepts from prior work in 

social computing and algorithmic fairness.  

Many recommendations are aimed at actions that individual dataset authors can take, but I 

acknowledge the role of larger institutional incentive structures that may prevent individuals from 

effectively implementing change. Thus, I would similarly encourage larger institutions—conference 

venues, journals, and academic departments—to engage with my recommendations at an institutional 

level. For instance, NeurIPS has recently developed a "Datasets and Benchmarks Track"20 to incentivize 

work on machine learning datasets and as "an incubator to bootstrap publication on data and 

benchmarks." Further, while I focus specifically on computer vision given the empirical focus of this 

 
20 https://neuripsconf.medium.com/announcing-the-neurips-2021-datasets-and-benchmarks-track-644e27c1e66c  
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chapter, the highlighted values and silences, and subsequent recommendations, can be abstracted to 

other machine learning domains—though I would still advocate specific values analyses for each domain. 

Efficiency over Care 
Dataset authors valued efficiency, both in terms of the time spent and the associated costs, monetarily 

and computationally, of gathering and annotating data. Authors sought desirable properties, in terms of 

objective, unbiased, neutral, and comprehensive data, that are easily available, quickly and cheaply 

classifiable, and able to be quickly but accurately annotated. The value of efficiency was clear in a 

number of practices in the findings. In terms of higher-level disciplinary practices, a focus on efficiency 

may have led many dataset authors to document only the barest technical details of the dataset creation 

process. Few authors wrote more than a few paragraphs documenting their dataset practices, insinuating 

not only a focus on model work over data work (see Model Work over Data Work), but an efficient and 

highly condensed means of conveying the technical details viewed as most important to the dataset. In 

seeking desirable data, many authors employed the practice of scraping publicly available data from 

websites, seen as both an easy and cheap method of amassing large amounts of data in a short period of 

time. Human concerns about privacy and data ownership were sometimes posited as barriers to 

collecting data, while the reasonings for those concerns were otherwise ignored. 

Some dataset creators invested time, labor, and money into dataset debiasing and quality control 

measures in the service of high quality data and annotations. These investments were often justified with 

respect to the potential gains in algorithmic advances that stem from large-scale datasets with quality 

annotations. These investments were often framed as a necessary cost, but still a cost to be minimized 

as much as possible. Many authors employed crowdworkers for annotating that data, explicitly due to the 

low cost of paying crowdworkers for annotation work. Further, crowdsourcing platforms like Amazon 

Mechanical Turk allowed authors to hire many cheap laborers at once, leading to faster annotations. 

Untrained annotators were often framed as desirable, with some dataset developers investing significant 

efforts in developing their own annotation interfaces that would allow untrained annotators to be utilized 

en masse (e.g., ScanNet). 
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The lack of attention paid to the perspectives, labor, and rights of human actors in the dataset 

curation process points to the lack of value in the field in explicating or thinking through the human role in 

technical practices. As discussed by Chancellor et al., the discursive practices in defining the human 

subject in machine learning is both dehumanizing and a threat to scientific rigor (Chancellor et al., 2019). 

This is particularly salient in datasets with highly sensitive data, like the referenced nudity detection 

dataset by Lopes et al., which proposed nudity detection as a form of object detection but did not engage 

with social issues of privacy or gender-based bias in their documentation.  

Valuing efficiency was at the cost of care, valuing slow and thoughtful decision-making and data 

processes, considering more ethical ways to collect data and treat annotators, and seeking fairer 

compensation—or even reporting compensation—for data labor. Generally, compensation for either data 

or annotation labor was not reported. Further, authors did not discuss the costs of efficiency to ethical 

scientific practice or potential harmful social implications, such as publishing sensitive data (e.g., Lopes et 

al.’s nudity dataset) or contributing to the documented class divisions between technology experts in 

industry and academia and the gig economy associated with crowdworkers (Fort et al., 2011; Pittman & 

Sheehan, 2016; Williamson, 2016). In general, there was little to no discussion about ethics when 

conducting work with annotators or with human subjects as data instances. Even commonly accepted 

forms of ethics accountability were not regularly reported by dataset authors, such as IRB or international 

equivalents of institutional ethics checks.  

A counterexample within the corpus which prioritized care within the process was the Child 

Affective Facial Expression (CAFE). The authors of CAFE sought explicit consent from parents to collect 

face data from their children. The dataset collection went through IRB review, who deemed the children a 

vulnerable population and required the authors to outline potential harms and expected benefits to 

participants. While data collected in a studio setting and required participants to explicitly consent may 

result in a far slower and more laborious data collection process, it also shows mindfulness towards the 

privacy and autonomy of human data subjects. To further incorporate a value of care into their processes, 

the authors of CAFE might have included ethical considerations of data use and decided to compensate 

both data subjects and annotators.  
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Recommendations for Incorporating the Value of Care 

Valuing care might lead to less efficient, but more reflexive data practices (Miceli et al., 2021). While not 

an exhaustive list of potential approaches, I highlight several areas for dataset authors to embrace care 

over efficiency: 

 Collect data with special attention to the privacy and ownership rights of those data. This may 

mean going through the laborious step of obtaining permission from copyright holders (for 

example, when scraping Flickr for object recognition tasks) or data subjects themselves (for 

example, when collecting images of human faces). Given the significant overhead of studio data 

collection processes, and its associated deficiencies in terms of realism and diversity, authors 

should consider reaching out to copyright holders on social media sites for explicit permission of 

data use, instead of otherwise scraping those photos without permission. Asking for explicit use 

could allow a balance between efficiency and care, and still allow dataset authors to collect 

properties of desirable data. Initiatives around data licenses with differing data use permissions 

(e.g., Contractor et al., 2022) are useful resources for streamlining collecting data more ethically, 

and initiatives around labels offer appropriate labels for specific groups (e.g., for indigenous 

groups (J. Anderson & Christen, 2013). 

 Compensate data subjects for their data and annotators for their labor. Many institutions, in both 

academia and industry, have fair contribution guidelines for human subjects research. Litman et 

al. found that high-quality responses on Amazon Mechanical Turk necessitated payments above 

the minimum wage (Litman et al., 2015). Dataset authors should consider the context of 

compensation, in terms of what is most valued by annotators; money or gift cards may not be the 

most appropriate compensation for all contexts. For example, Hodge et al. found that money was 

not useful to their participants who live in care homes (Hodge et al., 2020). Further, if the authors 

expect to make a profit from their dataset, they should consider what fair compensation would be 

to their subjects and authors given that profit necessitates their data and labor.  

 Institutional review board (IRB) or ethics reviews, while certainly imperfect, are not the norm in 

machine learning; often, because they are not required for scraping data, researchers do not 

submit an IRB at all (Metcalf & Crawford, 2016). Normalizing IRB and ethics review processes for 
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machine learning is an ongoing conversation within machine learning communities.21 However, 

IRBs and other institutional ethics review processes could provide checks to minimize harm to 

data subjects or annotators during the dataset curation process. Given the nature of machine 

learning data to have downstream impacts on the model, researchers should also report 

predicted uses of the data and how it may implicate the privacy of human data subjects. 

 Store and safeguard datasets with proper data stewardship protocols in place, such as 

gatekeeping access to data, terms of service and potential licensing agreements. Institutional 

repositories such as the ICPSR and university libraries can aid in this process and implement 

best practices for data curation and preservation (Guide to Social Science Data Preparation and 

Archiving: 6th Ed., 2012). Dataset authors can work with librarians and data stewards to provide 

open access to other researchers with proper agreements which set conditions and terms of use. 

Dataset authors might look to initiatives such as IBM's data privacy passports to protect sensitive 

data across multiple cloud infrastructures (IBM Data Privacy Passports, n.d.). An added benefit is 

that data repositories can record histories of data use and access, which can open up the ability 

of external researchers to independently audit these histories.  

Universality over Contextuality 
I found computer vision dataset creators valued large-scale, diverse, and realistic data that lent to a belief 

in inherently comprehensive or complete categorical classifications of real-world phenomena. I observed 

the widespread valuation of these properties was rooted, in large part, in an assumption that larger and 

more varied datasets provide better approximations of the real world and thus afford the development of 

high capacity models that are able to generalize well to varied real-world settings. Implicit in this belief is 

the value of universality, insinuating a world that is able to be neatly captured and classified, often for the 

purposes of state and economic management (Johnson & Scott, 1999; Koopman, 2019; Murphy, 2017). I 

also observed annotation practices were frequently portrayed as objective; annotation quality checks 

were aimed at ensuring annotators' worldviews matched the dataset author’s. Universal data properties 

 
21 For example, a recent workshop on "Navigating the Broader Impacts of AI Research" was hosted as part of the 
top-tier machine learning conference NeurIPS (https://nbiair.com/) 
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were viewed as valuable not only to real-world application, but also to standardization and reproducibility. 

It would be difficult if not impossible to standardize classifications about the world. Framing quality around 

a presumed objectivity of labels suggests a universal ordering.  

Despite diversity posing more difficulty to fully capturing the world, dataset authors implicitly 

acknowledged that the world is full of diverse data. Capturing that diverse data in the dataset meant that 

the model’s observation of the world would be more complete. This included not only a diversity of 

different types of objects for object recognition tasks, but a diverse array of human beings. For example, 

the importance of the inclusion of varying lighting conditions and poses was a frequent point of 

discussion. Authors of human-centered (face- and body-based) datasets also highlighted diverse ages, 

ethnic categories, and gender distributions, as these were seen as important categories of diversity for 

human subjects. 

Universality was embraced at the expense of contextuality, how circumstances such as time, 

location, or use shape the world and thus the data in a dataset. For example, the geographic origins of 

images within object recognition datasets were rarely discussed. The language employed to classify 

objects or people in datasets was not attended to. Why specific identity markers were chosen for 

representing diversity was absent. Further, how important technical components of explaining the 

diversity of data, such as lighting, differently affected different groups—such as those of different ethnic 

origins—was never discussed. Beyond categorizing the data itself, authors also rarely discussed the 

potential impacts of the dataset, and resulting computer vision systems developed from it, on members of 

different social groups. Datasets were often posited as generalizably useful to broad tasks, such as 

general object recognition or human detection. A notable exception is the PPB dataset, which was 

motivated by differential classification scores in computer vision for women with darker skin tones.  

As discussed by prior work, the natural world is actually difficult to capture and classify, and an 

attempt to reduce socially-shaped categories down into data is difficult (De Vries, 2012; Mager et al., 

2018). To embrace the value of contextuality would be to embrace this difficulty and instead focus on the 

circumstances of use. For example, where data will be used, who should be included in the dataset 

based on its intended use, and how factors like culture, language, and location should shape the data 

collected. Further, contextual decisions would need to be motivated by which data subjects might be 
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impacted by data curation decisions and how. LFW provides a good example of contextuality by stating 

explicitly that there is no naturally accepted distribution of faces for all possible domains. This move 

acknowledges different worldviews on human diversity. Similarly, NOAA Fisheries was constrained to a 

very specific context-of-use—classification to aid in live fish recognition within fisheries—which informed 

what kind of data would be collected and how it should be classified.  

Recommendations for Incorporating the Value of Contextuality 

Context can be scoped in multiple ways—from the context the dataset is meant to be used in (e.g., a 

specific discipline, work practice or area of application) to the context the dataset is meant to capture 

(e.g., the diversity of plants in North America). Designing for specific contexts, in terms of specific 

workplaces, communities, and cultures, has a rich history in HCI and user-centered design that dataset 

authors could use to guide their work (Clemmensen & Roese, 2010; Grudin, 1994; Hayes, 2011). 

 Design datasets for specific temporal, cultural, geographic, or community contexts, rather than for 

generalized, universal use. Datasets scoped to specific contexts would be more rich and robust 

for those contexts (e.g., having a dataset of only fish increased the opportunity to robustly capture 

and classify fish in a useful way than a dataset trying to capture every animal on earth). Similarly, 

datasets scoped to certain cultures should reflect cultural language and expectations, a method 

for reducing cultural bias that stems from universalism.  

 Conduct empirical studies to understand the context of intended use before designing the dataset 

(or associated methods or models). Employing empirical methods, such as surveys, interviews, or 

ethnography, can ground dataset curation decisions and make datasets more contextually useful 

for intended stakeholders. 

Impartiality over Positionality 
Although universality was highly valued in the findings, I found that the universe of data was often highly 

constrained to a specific, impartial worldview. Dataset authors strive for impartiality on behalf of the data 

collectors (often the authors themselves) and the annotators. They seek a debiasing of human 

subjectivity, so that data is “unbiased” and, implicitly, more trustworthy. Bias in this case takes on a 
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statistical and cognitive definition. In particular, selection biases or observer biases were of major concern 

to authors. They strived to ensure potential data users that there were no selection biases driving them to 

select specific types of data (e.g., only images which held aesthetic appeal may have been uploaded to 

the web for Maritime Imagery in the Visible and Infrared Spectrums (VAIS)). They also tried to mitigate 

potential observer biases in annotation by focusing on how the subjective perceptions that annotators 

have would detrimentally lead to inaccurate labeling.  

While there are explicitly stated concerns about introducing human bias, in both the process of 

data collection and the process of annotation, there is little discussion about how bias, in terms of 

hermeneutic perspectives or as a matter of interpretation, is unavoidable in vision-based tasks. Dataset 

authors did not report on their own positionality, such as how one's social and professional position can 

give rise to differential resources and knowledge gaps. For example, industry might afford higher budgets 

for recruiting data subjects, but individuals may lack the domain-specific information of professionals 

working in, for example, marine biology (relevant to fishery datasets); nor did dataset authors report how 

identity characteristics might impact the perspectives of annotators, such as how local or regional culture 

might influence perspectives on beauty. Instead, they assumed that there are inherently neutral practices 

to strive for, disregarding the rich scholarly history discussing how all human decisions are inherently 

value-laden (Teo, 2014; Wallace, 2019; Zhang et al., 2020). 

Others have argued that this false objectivity lends to a decrease in the utility of computer vision 

data (see Chapter 4). While dataset authors discuss their work from the perspective of increasing trust 

and reliability in its objectiveness and utility, they unknowingly decrease that trust and reliability by 

refusing to describe its most relevant stakeholders. The tasks that datasets are meant to assist both 

computer vision researchers and domain experts with are inherently human-centered, but datasets lack a 

human-centered approach to their construction and documentation. 

Despite the critical role annotators play in determining the contents of a dataset, dataset creators 

tended to omit critical details regarding who was performing the annotation tasks. For example, only five 

publications provided any demographic information regarding who annotated the data instances. As 

Elizabeth Anderson argues, objections to value-laden inquiry misunderstand the goals and methods of 

science (E. Anderson, 1995). Values are inherent in all science and adopting specific subject positions do 
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not diminish scientific practices of reliability and empirics. To better incorporate values of positionality into 

datasets, authors would need to acknowledge professional and personal identity characteristics of both 

authors and annotators, and embrace a position that there is no “view from nowhere” (Haraway, 1988).  

A positive example from analysis includes the Pilot Parliaments Benchmark (PPB) dataset. The 

authors include rationales for data selection, as well as acknowledgments of the identity-based limitations 

of their work, specifically around binary gender categories. They also report that their ground truth labels 

come from a board-certified surgical dermatologist, showcasing how an annotator’s experience and 

professional training can provide trust, rather than distrust, in the data process. 

Recommendations for Incorporating the Value of Positionality 

Attia and Edge provide guidance towards becoming a reflexive researcher, building trustworthiness in a 

research approach through the expression of personal values and professional skills (Attia & Edge, 

2017). I suggest data authors embrace movements towards reflexivity, rather than attempting to remain 

impartial and rejecting their own subjectivity or the subjectivity of those with whom they work, such as 

annotators, collaborators, and other stakeholders. 

 Positionality statements are one method dataset authors might consider when incorporating 

reflexive thinking into their work (G. Rose, 1997). These statements have become accepted 

practice, not only in feminist scholarship where the concept proliferated, but increasingly in social 

computing (e.g. (Dym et al., 2019; Roldan et al., 2020; Simpson & Semaan, 2021)). Positionality 

statements include researcher reflections on how their own perspectives and values shape the 

work. For example, these statements can include how one’s disciplinary training lends expertise 

in certain ways of approaching a research problem, while acknowledging that training's own 

limitations in other approaches. They also can include how one’s nationality, race, gender, class, 

or other socio-historical identity impact the context and outcome of a project. Dataset authors 

should be careful not to incorporate an inherent distrust of the humans helping to shape datasets 

solely because they have an identity and a perspective. At the same time, I acknowledge that 

authors should not feel the need to disclose sensitive attributes about their identities that might 

otherwise endanger them.  



 

155 
 

 Reporting author and annotator demographics may be one useful tool for making transparent how 

decisions may have been made during the data process. There are numerous guides for 

collecting and reporting on identity data in ethical and sensitive ways (e.g., my work on gender 

guidelines (Scheuerman, Spiel, et al., 2019) for gender, (Race Reporting Guide, 2015) for race). 

Authors might even consider targeted recruitment of annotators with specific expertise or identity 

experiences who would be best suited to annotating the data. For instance, Patton et al. find that 

annotators who are familiar with gang-related activity have significantly different annotations of 

Twitter activity than those who are not (Patton et al., 2019). 

 Writing ethical considerations is becoming increasingly required for machine learning venues. 

Authors are being tasked with actively engaging with the potential social and political implications 

of machine learning research. For example, NeurIPS began requiring "impact statements" in 

every submission to the conference in 2020; impact statements encourage authors to elucidate 

how their contribution might result in societal consequences, both positive and negative. Many of 

the publications I analyzed put forth some broad societal justification for the computer vision task 

they were contributing to but did little to engage with the real-world implications for that work. 

While several authors have put forth guidelines for writing impact statements (e.g., Ashurst et al., 

2020), I also encourage authors to incorporate their values and ethical considerations early on in 

the dataset construction process, before data collection, and into every step of the pipeline 

thereafter. Similarly, authors might outline refusals—data which they refused to collect, uses they 

refuse to condone, or opportunities for allowing data subjects or annotators to opt out—in their 

ethical statements (Garcia et al., 2020). 

Model Work over Data Work 
Despite the fact that data is posited as crucial, many pieces of the data collection and curation process 

are missing from documentation, including, often, the data itself. Many datasets were not available at the 

time of writing, with URLs that go nowhere enshrined in archival papers. Reporting on the details of 

algorithms—or the model work—takes priority in the publications associated with these datasets. As 

discussed in Dataset Authors and their Disciplinary Practices, the vast majority of these datasets do not 
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get published unless they report some kind of algorithmic improvement to a machine learning task. 

Publications that report solely on datasets are typically not published. If they are published without a 

corresponding model or technical development, they are typically relegated to a non-archival technical 

report, rather than published in a top-tier venue. For this matter, reporting and evaluation of the model 

work is what is typically incentivized, rather than the careful, slow data work. The findings here are in line 

with recent characterizations of machine learning dataset work as undervalued and deprioritized 

(Hutchinson et al., 2021; Sambasivan et al., 2021). 

Dataset documentation is itself undervalued in computer vision. The fact that the majority of 

papers in the corpus were focused on detailing the design of algorithms showcased that, while data is 

necessary to model development, it is auxiliary to the proposed model or method itself in the publishing 

process. Moreover, maintenance and stability of the data itself is devalued, with much of the data 

unavailable only a few years after being published.  

Even though most of the dataset creators report that they are interested in sharing the dataset as 

part of a larger research community, most are silent about the infrastructure necessary to maintain the 

upkeep of datasets. As noted above, while most of the datasets report an URL or have a find-able URL, 

many of the datasets do not have any kind of manner or mechanisms for data persistence. Practices such 

as providing each dataset with DOI, storing them at an institutional repository, or putting the dataset 

under version control are not followed or even mentioned within the majority of paper texts or on the 

websites of the datasets. As such, some datasets were no longer available, with sources in publications 

leading to expired links, making the data unavailable for use or scrutiny—even while it may be still in use 

by others who were lucky enough to download it when it was still available. The impermanency of 

datasets has several downstream effects, including increases in technical debt, lack of maintenance, and 

the inability to replicate and reproduce scientific results. 

Information scholars note that data reuse itself is embedded in scientific practice and that 

"investments in data sharing… may have long-term consequences for the policies and practices of 

science" (Pasquetto et al., 2017). The amount of work that is put into data sharing has significant effects 

for the scientific work of communities of practice. Computer scientists have similarly written on the high 

cost of so-called "technical debt" in machine learning systems (Sculley et al., 2015), including "data 
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dependencies", which cost more than dependencies in machine learning code. Moreover, it's more 

appealing to create a new dataset than to maintain its upkeep, especially as datasets are created as the 

demand for new and more novel models emerge with increasing frequency. However, this leaves old, 

publicly available datasets in the lurch, to be deprecated through neglect and disuse. 

The crisis of reproducibility in psychology and other empirical fields has become more pitched as 

large-scale empirical work has been adopted throughout computational sciences (Open Science 

Collaboration, 2015). Stodden et al. found that for several issues of Computational Physics, "Some 

artifacts [were] made available" in only 5.6% of 306 cases. Moreover, "computer code, input and output 

data, with some reasonable level of documentation" was available for only 4% of the cases, and that only 

18% of authors provided necessary artifacts for replication upon request (Stodden, Krafczyk, et al., 2018). 

Similarly, Stodden et al. found that, of 204 articles in the journal Science, only 24 had the requisite 

information to obtain requisite code and data. After requesting code and data from authors, only 26% of 

results in all articles were able to be replicated (Stodden, Seiler, et al., 2018).  

One of the datasets which meets the bar for doing the requisite data work—in terms of data 

reuse, maintenance, and reproducibility—is the CAFE dataset. CAFE was the only dataset hosted at an 

institutional repository (NYU Databrary) in the sample. In addition, being deposited in the Databrary also 

assigns a DOI to the dataset,22 which allows persistent access to the dataset. 

Recommendations for Incorporating the Value of Data Work 

I have several recommendations, in accordance with work on data curation and stewardship practices. 

 Assigning datasets a stable DOI and storage location would increase transparency, usability, and 

reproducibility. This may be in the form of a DOI, which will allow for a permanent reference to the 

dataset which is not bound to a particular URL, and will therefore be easier to find or link to from 

scientific papers and other persistent artifacts. It may also mean storing datasets in institutional 

repositories—such as Databrary, Harvard Dataverse, or Zenodo—such that data can be 

maintained at a persistent third-party location, rather than on a lab or personal website. Many of 

these services allow for version control of data, which is an added benefit, because as data 

 
22  http://doi.org/10.17910/B7301K  
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changes and updates are made to datasets, new versions can be named and accessed, without 

erasing previous versions of the dataset. Scientific results can name a particular version of the 

data, rather than leaving would-be replicators to make assumptions about versioning. 

 Create a data maintenance plan in order for data to remain relevant and useful. Dataset authors 

can maintain their data by ensuring it is still accessible. As Hutchinson et al. state: "If you can't 

afford to maintain a dataset, and you also can't afford the risks of not maintaining it, then you 

can't afford to create it" (Hutchinson et al., 2021). Any updates should be clearly and 

transparently documented so that users understand how changes may impact their use. This 

would also allow researchers to understand that older versions of data may still be in use, and 

what those older versions look like.  

 Publishing rigorous and detailed dataset documentation alongside the dataset makes datasets 

more trustworthy, transparent, and reproducible. Recognizing data work as a specialty area will 

increase incentives for documenting data more rigorously. Following Jo and Gebru, dataset 

development should be understood as a specialty area of computer vision (Jo & Gebru, 2020). It 

should be given intentional space in textbooks and curriculum, and publications focused 

exclusively on dataset developments should be recognized as meaningful contributions. I also 

suggest research tracks at top-tier computer science conferences that allow for data work to be 

incentivized as a publication in and of itself. On the level of machine learning more broadly, the 

inclusion of dataset documentation could be incentivized through journal policies and publication 

requirements. While publication policies alone are not sufficient to increase documentation 

sufficient for replication (Stodden, Seiler, et al., 2018), multiple frameworks exist for the reporting 

of data (e.g., Gebru et al., 2021; Gil et al., 2016; Holland et al., 2018). The open-source codebook 

for this study provides a framework for dataset curators to build and document datasets. 

Conclusion 
Technical artifacts are imbued with politics. Previous scholars have examined the underlying politics and 

values of a variety of artifacts, many of which center data practices—from how values are shaped by the 
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production of data (Vertesi & Dourish, 2011) to how it then shapes our scientific practices more broadly 

(Bowker, 2006). Researchers are increasingly interrogating the values of machine learning data, 

specifically, including how gender is represented in datasets for facial analysis tasks (e.g., see Chapter 

4), how racial bias in face data leads to biased outcomes (e.g., Buolamwini & Gebru, 2018), and how 

images in object recognition datasets skew towards Western countries (e.g., De Vries, 2012; Shankar et 

al., 2017). I built on this work by broadly examining what the documentation and reporting practices of 

computer vision datasets say about the values of the discipline. I analyzed what aspects of dataset 

development authors gave space in the publications accompanying their datasets and how authors 

documented and described different components of the dataset. I also analyzed what went unsaid in 

these publications, in order to better understand what dataset developers valued. I found that, broadly, 

computer vision dataset practices value efficiency over care, universality over contextuality, impartiality 

over positionality, and model work over data work. For each of the silences I identified, I recommended 

potential steps dataset authors could take to attend to them. I hope that this move—acknowledging the 

values implicated in data creation and annotation, and taking steps to develop a careful, contextual, 

position-aware data practice—can lead to more replicable, accountable, and ethical research in computer 

vision, and machine learning more broadly. 
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PART TWO: 

DEVELOPMENT 
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The work presented in this section is focused on the role of human workers in developing computer vision 

artifacts, like datasets and models. Before delving into the studies presented in Chapters 7, 8, and 9, I 

describe the ethnographically informed methods underlying each of them in Chapter 6. Then, I present 

three studies: 

1. In Chapter 7, I show how traditional tech workers approach identity in developing computer 

vision. I describe how traditional workers reference their own positionalities in developing 

computer vision. I show how traditional workers navigate contextual constraints within their 

companies and negotiate their own positional perspectives with their colleagues’ positional 

perspectives. I present a model of how different contexts and different actors influence the 

positions traditional workers take in their work.  

2. In Chapter 8, I show how data workers approach identity in collection and annotation work for 

computer vision. I describe how the positionalities data workers occupy influence their 

interpretations of identity categories when conducting data work. Beyond showcasing the role of 

data workers’ positionalities in conducting data work, I discuss the failures of current bias 

mitigation approaches. I instead propose “positional (il)legibility”—attending to certain 

perspectives in data work as either legible or illegible to workers. 

3. Finally, in Chapter 9, I examine the relationship between traditional worker positionalities and 

data worker positionalities in the process of development. I identify how these two types of 

workers have different levels of positional power in implementing identity in computer vision. I 

describe positional power as the ability to implement subjective decisions about identity during 

the development process. Traditional worker positionalities dominate the development process, 

giving them agency to negotiate decisions with their colleagues and make final decisions during 

each step of development. Meanwhile, data workers are expected to put their own positionalities 

aside and instead enact the positional perspectives of traditional workers. I provide potential 

alternatives to the current structure of power present in computer vision.  
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6 
FIELD SITES AND METHODS 

 
In Part One of this dissertation, I demonstrated how identity has historically been embedded in computer 

vision artifacts and how those artifacts implicitly reflect the values of their creators. In Part Two, I will now 

focus on the creators—the humans responsible for developing computer vision artifacts. To understand 

how human actors approach identity concepts in their work on computer vision, I conducted a multi-site 

ethnography focused on three field sites: (1) technology companies; (2) EnVision Data, a specific data 

outsourcing company; and (3) Upwork. This section provides the grounding for the work presented in 

Chapters 7, 8, and 9. 

 Historically, anthropologists have treated ethnography as bound to a singular physical space—the 

ethnographer would deeply engage with the physical environment that they are studying. I do not engage 

with only one field site, nor do I engage with their physical spaces. Marcus pioneered the idea of using 

multiple field sites to do ethnographic work, to build a richer picture by comparing cultures and practices 

(Marcus, 1995). This was especially transformative for research in organizational contexts, where my own 

research is situated. Similarly, Boellstorff demonstrated that ethnography need not be bound to physical 

spaces (Boellstorff, 2008). As our lives, including our work, move increasingly online and is increasingly 

distributed across the globe, situating ethnography in a digital context is reflective of the reality of work. 

The workers in my study worked with colleagues across the globe, sometimes never stepping foot in a 

physical office. Thus, I not only study multiple fields of computer vision development, I study them 

digitally, reflective of how the work in the computer vision space is done. 

 In my work, I employed observations of work, observations of communications between workers, 

document analyses, and interviews. Data collection for this study began in 2019 and concluded in 2022, a 

span of four years. The participants (see Table 10) in these chapters are largely divided into two groups: 
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data workers, who provide data services for computer vision, and traditional workers, who work full-time 

on computer vision products at technology companies.  

 Conducting ethnographically informed work allowed me to engage deeply with workers as they 

developed computer vision. Not only was I able to get workers’ perceptions about their work through 

interviews, I was able to analyze the projects they were working on. I was able to compare approaches 

across multiple workers and projects at the same field site and across field sites. I was able to understand 

the broader context of the companies they were embedded in, the histories of the projects they were 

working on, and how their personal lives intersected with their work.  

In the rest of this chapter, I detail my approach to the ethnographic work in Part Two of this 

dissertation. I begin by describing how my own positionality contributed to specific interactions and ways 

of viewing the field sites and participants I engaged with. I then describe the language I decided to use to 

describe workers and field sites. I then dedicate a large section of this chapter to describing each field 

site, including some of the methods and barriers I hit when working with them. I also describe the data 

projects I observed. Finally, I conclude with a description of the methods used in this chapter, describing 

how I approached interviews with workers and how I analyzed the data.  
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 Participants 
 Company (Size) Alias Role Country Subregion 

D
A

T
A

 W
O

R
K

E
R

S
 

EnVision Data (Small) 

Yasmin Annotator, project supervisor Bulgaria Southern Europe 
Ghaliyah Annotator, trainer Bulgaria Southern Europe 
Dinorah Project supervisor Bulgaria Southern Europe 
Aakrama Annotator Bulgaria Southern Europe 
Abyar Annotator Bulgaria Southern Europe 
Wares Annotator Afghanistan Central Asia 
Sumbul Annotator Afghanistan Central Asia 
Shokouh Annotator Afghanistan Central Asia 
Sadham Annotator Lebanon Western Asia 
Raiha Annotator Lebanon Western Asia 
Makaarim Annotator Lebanon Western Asia 
Hijrat Annotator Lebanon Western Asia 
Baksish Annotator Lebanon Western Asia 
Azyan Annotator Lebanon Western Asia 

Upwork (Medium) 

Jaako Collector (EnVision Data) Kenya East Africa 
Rebecca Collector (EnVision Data) Philippines Southeast Asia 
Thanh Collector (EnVision Data) Vietnam Southeast Asia 
Manjola Collector (EnVision Data) Albania Southern Europe 
Lyonis Annotator, collector, trainer Uganda East Africa 
Pelumi Annotator, collector Uganda East Africa 
Malik Annotator, collector, supervisor United States Northern America 
Sadhil Annotator India South Asia 
Nedeljko Annotator Serbia Eastern Europe 
Gemma Annotator, collector Kenya East Africa 
Raines Annotator Russia Eastern Europe 
Bernardita Annotator, trainer El Salvador Central America 
Lucano Annotator Venezuela South America 

 

Aqueous (Large) 

Jeremy Software engineer United States North America 

T
R

A
D

IT
IO

N
A

L
 T

E
C

H
 W

O
R

K
E

R
S

 

Coleman Principal data scientist United States North America 
Kaleigh Program manager United States North America 
Vasuda Project manager United States North America 
Ethan Senior principal research 

manager 
United States North America 

Callia Principal research manager United States North America 

EnVision Data (Small) 

Irina CEO Bulgaria Southern Europe 
Zephyr Chief impact officer Bulgaria Southern Europe 
Thalia Chief operations manager Bulgaria Southern Europe 
Samuel Chief commercial officer Bulgaria Southern Europe 

Maelstom (Large) 
Jacqueline Lead UX researcher United States Northern America 
Elliot Research scientist United States Northern America 
Madison Lead research scientist United States Northern America 

MultiplAI (Small) 
Lynn Head of data operations United States Northern America 
Kenny Vice president of business 

development 
United States Northern America 

Resoom (Small) 
Nicholas Chief IO psychologist United States Northern America 
Lydia Head of data science United States Northern America 

Exodia (Large) Macy UX researcher United States Northern America 
Inoculus (Medium) Nitesh Data engineer United States Northern America 
Phrenx (Small) Kelly Developer advocate United States Northern America 
SensEyes (Small) Solange AI product manager France Western Europe 
Sybil (Small) Siddharta Computer vision scientist United States Northern America 
Verus (Small) Aishwarya Computer vision research 

intern 
United States Northern America 

Zeta (Large) Beiwen Machine learning research 
intern 

United States Northern America 

 
Table 10. 51 participants total. 27 participants were data workers; 24 participants were traditional workers. 
Small companies indicate 500 or fewer employees. Large companies indicate 10,000 or more employees. 
Medium companies had between 501 and 9,999 employees. Participant aliases were created using the 
same cultural origins as the participants' real names. Company aliases were randomly generated. 
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My Positional Relationship to Work in This Section 
My positionality undeniably shaped my engagement with participants and field sites during this work. As I 

have previously described in positionality sections in previous chapters (see Chapter 4 and 5), feminist 

practices of reflexivity posit that research is mutually shaped by researcher and researched.  

In the studies at hand, that is especially pertinent, as I was working with globally distributed field 

sites with very different approaches to work. From my own sociocultural and epistemic perspective (Giere, 

2006), I interpret how participants express their identities, both implicitly and explicitly. Participants' 

expressions of their perspectives are shaped by the context of research—for example, by the language of 

interviews (English), the remote format and their location at the time of the interview (where family may 

have been present in the home), their perspective of the interviews as part of their work, and their 

perception of me as a person. In trying to understand how the positionalities of workers influence the 

outcomes of computer vision artifacts, it is crucial that I also actively engage with which aspects of my 

own positionality I believe shaped my engagement with participants and the interpretations I made about 

the role of their positionalities. 

How my positionality influenced this work differed between traditional tech workers and data 

workers. When it came to traditional tech worker participants, the trust that I was able to build through my 

relationships and reputation with certain technology companies awarded me opportunities to interview 

individuals who would otherwise be inaccessible. In order to build relationships and reputation with people 

at large tech companies in the United States, I had significant positional advantages. Namely, being a 

United States citizen who speaks English and is obtaining a doctorate degree from a highly regarded 

department at a reputable institution aided me in gaining access to these companies. Beyond my prior 

publications, my title and affiliation helped to instill trust in my credentials as a researcher. Even while I 

have potentially differential experiences than my participants because I come from a lower middle-class 

background and am a first-generation college student, given the majority of my participants are based in 

the United States and have higher degrees, our experiences were accessible and legible to one another, 

making communications easier. As I have ascended both academic and class ladders, I have learned 

over the years how to negotiate and assimilate into spaces associated with higher class and academic 

lineages.  
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While my position as a U.S. based academic certainly helped me access traditional tech worker 

participants, it also potentially affected my relationships and perceptions of data worker participants. As a 

researcher born and based in the United States, I have a Western-centric perspective based on the 

culture, context, and communities I was raised in and continue to be part of. Given I am also white, I have 

had a very particular experience in the U.S. and as a researcher—one which has granted me great power 

and privilege. Most of my data worker participants were both non-U.S. and non-Western citizens; they 

were also primarily non-white. These dichotomies undoubtedly shaped my interactions with data worker 

participants, often in ways invisible to me. However, some interactions were visible to me. For example, 

because I am English speaking, all interviews were conducted in English, shifting power to me as a 

researcher and necessitating many of my participants communicate with me in a second language. This 

likely resulted in some miscommunications and loss of nuance and context that I might have been able to 

account for could I communicate with participants in their first languages. While I come from a lower-class 

economic background, given my position as a U.S. researcher and my experience with traditional white 

collar tech work, I was in a position of economic privilege when recruiting participants from the Global 

South who held lower paying jobs than myself.  

Beyond building trust and rapport with participants, my positionality influenced my engagement 

with analysis. I acknowledge that my own identity as queer and trans-identifying not only motivated me to 

pursue this line of research on identity in AI, but shapes how I interpreted and engaged with gender and 

sexuality characteristics in this study. My position as a white, U.S.-based, English-speaking academic 

with access to resources awarded the privilege to engage in this work, while my experience as a sexual 

and gender minority and a lower-class first-generation college degree-holder awarded me a specific 

perspective in which to develop and conduct this research.  

I am also committed to continuous (trans)feminist and anti-racist learning, and thus intentionally 

challenged how my own positionality might shape my assumptions. Even while trying to consistently 

consider my own power and privilege, I undoubtedly have gaps in my ability to understand certain 

perspectives due to the positionalities listed above. Engagement with the results and implications of this 

work should keep in mind the reflections above. 
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Language used in this Section 
In conducting this work, I was highly conscious of the language I was using to describe workers and the 

contexts they were embedded in. After all, language is power (Dervin, 2015). That perspective is evident 

in the work I just presented in Chapters 3, 4, and 5. Given my previous work on computer vision artifacts 

(see Chapters 3, 4, and 5), I was aware there was a major division between the types of work that goes 

into it: model work and data work. Part of understanding how positionality shaped identity in computer 

vision was understanding the development of these two types of artifacts. Therefore, I sought to 

understand who was conducting data work and who was conducting model work. I carefully mulled over 

how to differentiate these two workers and settlers on “data workers” and “traditional tech workers.” I 

describe why I chose these two terms in the next section. I also describe the use of the terms “clients” 

and “customers” for clarity’s sake. 

 Further, I was highly conscious of how best to describe the cultural contexts of a globally situated 

workforce. I thus describe my use of U.N. geoscheme subregions, rather than more colloquial terms, at 

the end of this section. 

Data Workers vs. Traditional Tech Workers 

In this work, I distinguish between two types of workers: (1) traditional tech workers, who are employed 

directly by a tech company and are generally given benefits by that company; and (2) data workers, who 

are often contingent and contracted for short-term projects by tech companies. There are certainly many 

overlaps between these two groups of workers: they both work white collar desk jobs, they perform 

information work, and they both contribute core artifacts for computer vision. While these distinctions are 

not always clear cut, I have decided to refer to them as such in this work for clarity. 

These two groups have historically been separated along class and geopolitical lines. Traditional 

tech workers are highly valued in many societies, and they are often viewed with high intellectual regard 

(Binder et al., 2016) and are paid high salaries (Liu, 2023; Miller, 2022). Traditional tech workers and their 

employers also drive computer vision products, in terms of vision, requirements, and development. They 

are also largely the targets of interventions or discussions in improving fairness in machine learning, 
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broadly (e.g., Gebru et al., 2021; Holstein et al., 2019; Mitchell et al., 2018). Many tech companies are 

headquartered in the United States, or the Global North more generally (as reflected in Table 10). 

Data workers, on the other hand, are consistently undervalued; their work is traditionally 

perceived as low skill (Musa, 2019) and is generally low paid (Perrigo, 2023; Ramnani, 2022; Yuan, 

2018). They are otherwise referred to as "gig workers" and "ghost workers," given their short-term roles 

and invisibility to the development of AI. Data workers are hired to do tasks viewed as too burdensome, 

menial, and time-consuming for traditional tech workers to be doing, and may be framed as "mechanical" 

workers whose work can potentially be automated (Gray & Siddharth, 2019). They are given tasks to 

complete but are not expected to contribute to any creative direction to the projects they are hired to do. 

Computer vision researchers are often concerned with the bias data workers may introduce to a dataset, 

though they rarely view their own positionality as a source of such bias (see Chapters 5 and 9). In 

contrast to tech companies and their workers, many data workers are outsourced from the Global South 

for lower wages (M. Graham et al., 2017; Kak, 2020; Tubaro et al., 2020).  

I included both data workers and traditional workers in this study because, despite their 

inequitable treatment and privileges, both contribute directly to the development of computer vision. More 

specifically, both types of workers imbue their own positionalities into their respective work when 

implementing identity characteristics, whether through tasks like project scoping or through labeling. 

Given both workers are central to the development of identity in computer vision and embed their own 

positional perspectives into their work, the purpose of including both perspectives is to understand how 

certain perspectives are privileged and thus impact the outcome of identity work in computer vision. 

In discussing worker roles in this section, I also discuss another relevant actor: clients. Data 

workers often provide data services to traditional tech workers, who are using the data to directly develop 

their own models. On the other hand, traditional tech workers provided modeling services. I use the term 

“customer” to specifically refer to traditional workers’ clients. I use the term “clients” to refer broadly to 

anyone seeking data or modeling services. Though data workers also occasionally provide services to 

customers who are not building the models themselves but also outsourcing modeling work to traditional 

tech workers, I have chosen to represent the relationship between these three actors as linear for 

simplicity’s sake. The relationship between these can be seen in Figure 6.  
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Figure 6. A diagram showcasing how different workers provided services to one another. Arrows point from 
the worker providing the service to the worker receiving the service. Data workers provided services to 
traditional workers; traditional workers provided model services to customers. 

Geoscheme Regions 

In describing the geographic locales of specific employees, I have chosen to use the United Nations 

geoscheme subregions. Subregions are more specific than broad regions such as “Europe'” or “Asia.” I 

chose to use geoscheme subregions as an attempt to avoid Eurocentric and colonialist terminologies 

(Hanafi, 1998) and shifting geopolitical conditions present in colloquial terms like “Middle East.” To 

respect the origins of each participant's true name, participant pseudonyms were intentionally chosen 

using the culture of origin of each participant's real name.  

Field Sites and Recruitment 
I conducted research at three different field sites. I conducted deep ethnographic observations with 

EnVision Data and interviews at all three field sites. The following sections provide details about each 

field site, methods used, and participants, but I will first briefly describe them: 

1. The first field site was at different technology companies. I recruited traditional tech worker 

participants from a variety of technology companies, ranging from small companies to large 

companies.  
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2. The second field side was EnVision Data, a data outsourcing company where I conducted both 

interviews and ethnographic observations with their traditional tech workers (e.g., CEO) and their 

data workers. 

3. The third and final field site was Upwork, a freelancing platform. I specifically interviewed 

freelance data workers who conducted work on Upwork. 

Below, I describe each of these field sites, followed by a section describing the data projects I observed 

and engaged with during this project. 

Technology Companies 

I chose to focus on technology companies as my first field site given their central role in developing 

computer vision products which are actually deployed and impacting people in the world. As such, I 

sought to talk with traditional tech workers at companies ranging from small startup companies to large 

tech giants, like Google and Microsoft. Each type of company would have its own approaches, goals, and 

constraints. Small startups might be more agile but have less capital to work with. Meanwhile, large tech 

companies might be more bureaucratic, but have both brand name recognition and huge amounts of 

capital to work with. I wanted to understand computer vision development in a range of different contexts, 

particularly to understand how individual workers operated within these contexts. 

I conducted interviews with 19 traditional workers employed at a variety of technology companies 

in various roles. Interviews were conducted slowly over the course of four years. Interviews first began in 

2019, but recruitment was especially difficult, and the project was put on hold for much of 2020 and 2021. 

Recruitment methods and difficulties are further described in the Recruitment Methods and Barriers and 

Participation Concerns sections. Interviews were iteratively conducted as I gained access to tech industry 

spaces and began to build rapport and trust with members of certain companies. More direct recruitment 

of unfamiliar individuals was done in 2022.  

Participants all worked on computer vision as part of their role; for many participants it was their 

primary focus, but others also worked on other technologies (e.g., NLP tools). I aimed to interview 

participants in both "technical" roles (focused on technical implementations, like software engineering and 

data science) and "non-technical" roles (focused on ideas, management, and research). While the 
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boundaries between "technical" and "non-technical" are not clearly delineated and often overlap, the 

distinction helped me to focus recruitment efforts to be more balanced between role types. Interviewing 

participants in a variety of roles provided a more diverse perspective of identity implementation.  

In the next section, I describe my recruitment approach. I also describe how difficult it was to 

recruit participants, particularly those located in larger tech companies.  

Recruitment Methods and Barriers 

Recruitment of traditional tech workers was difficult, particularly in comparison to recruitment of data 

workers. Participants were identified through an ad hoc sampling approach (Taherdoost, 2018). Ad hoc 

sampling was chosen for several reasons. First, because computer vision is a relatively narrow subfield of 

machine learning, identifying potential participants to recruit was difficult. I located computer vision 

companies largely through search tools on Google and LinkedIn, but identifying employees of those 

companies and whether they had direct engagement with computer vision products was opaque. In 

particular, those in more technical roles, like data scientists and software engineers, had less web 

presence than those in research or C-level roles. Second, those in technical roles were particularly 

difficult to identify and were even more unlikely to respond than those in non-technical roles. While I 

sought those in technical roles, for their specific expertise on implementation and testing, I was also open 

to any participants I could recruit from other roles. Further, those in other roles (e.g., research, business, 

project management, etc.) offered unique perspectives on identity implementation in computer vision. 

Finally, even after identifying employees as computer vision companies, many who responded did not 

work on human-centric computer vision. Many instead worked on products less central to my research 

questions, such as document analysis or robotic industrial applications.  

Participants were recruited through a variety of mechanisms, some of which were more 

successful than others. One method for recruitment was directly contacting potential participants. I directly 

contacted potential participants in two ways: through email and through LinkedIn. Approximately 15% of 

email recruitments were successful. Approximately 17% of LinkedIn recruitments were successful, though 

I could not measure deleted connection requests. I recruited one participant through Twitter; two attempts 
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at Twitter contact did not respond. I had tried recruitment by posting on computer vision Reddit boards 

and having industry friends post a call on Blind, neither of which were successful.  

Beyond direct recruitment, I recruited via snowball sampling. In some cases, people (participants 

or otherwise) put me in contact with individuals they thought would fit the study. This was relatively 

successful, though there were still cases where individuals did not respond, even with their mutual 

connection facilitating. In other cases, I developed an insider relationship with individuals at some 

companies through research collaborations and consulting. In these cases, I had the opportunity to 

develop relationships with those working inside companies, and mutual connections trusted me more as a 

researcher due to my insider relationships with others at the company. Having access to a company 

email was also helpful in facilitating trust between myself and those I was trying to recruit. Insider 

relationships were the most successful means of recruitment and accounted for 42% of all participants.  

My difficulties recruiting traditional tech workers highlighted that this group of research subjects is 

particularly inaccessible to researchers, highlighting to me the importance of understanding their 

perspectives. When I finally got to speak with traditional tech workers, I quickly uncovered numerous 

reasons they did not want to respond to me. I describe those in the next section. 

Participation Concerns 

Throughout the process of both recruitment and conducting interviews, I realized several aspects that 

made recruitment for this study so difficult. Two major participant concerns arose: (1) concerns about 

accidentally violating their own NDAs and (2) concerns about purposeful or accidental identity leaks. 

Though many of my recruitment emails went unanswered, some participants who had agreed to 

participate backed out before the interview due to legal concerns surrounding fresh controversy at their 

company. A participant who had initially declined to participate, but later participated after I had built a 

relationship with her, informed me that my initial recruitment emails had caused a great deal of 

“backchanneling'' (secret conversations that did not involve me, the sender) about whether participation 

was too risky without having me sign an NDA. Much like similar studies involving industry stakeholders 

(Holstein et al., 2019; Veale et al., 2018), a number of participants expressed a distrust of researchers 

and speaking about AI due to fears that their personal and company identities would be leaked to the 
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press. A distrust of journalists amidst a wave of articles covering AI ethics was salient among participants. 

Some participants also expressed concerns that the academic community was “reactionary” towards 

industry.  

 This highlights my position as not only an outsider to traditional tech workers, but as a threat. This 

shaped how I approached research with traditional tech workers. I became more upfront about my 

intentions in my recruitment, and often reassured them that I had no intention of publishing information to 

harm them or their companies. While this makes my research opaque in the sense that each company is 

anonymized, and thus insight regarding specific company practices is still hidden from the public eye, this 

helped me to build trust with my participants. It was also yet another factor that likely shaped my 

research; participants likely held back or altered the way they spoke to me out of concern. 

EnVision Data 

I have established and maintained a relationship with EnVision Data since September 2021. Data 

collection concluded in October 2022. EnVision Data is a company with a globally distributed workforce, 

based in Southern Europe. They provide outsourced data services to clients across the globe for 

computer vision projects. They provide data collection and annotation services, as well as output 

validation (e.g., verifying model performance) and edge case handling (e.g., 24/7 human annotation 

coverage to detect failures). Projects range from object classification, like assigning labels to clothing 

styles, to facial recognition aimed at identity verification. The data projects relevant to this study can be 

found in Table 11. 

EnVision Data is unique in comparison to more traditional data BPOs in that it is also a social 

enterprise focused on providing remote work to at-risk populations. Specifically, EnVision Data's 

workforce is entirely comprised of individuals displaced by human conflict: refugees, asylum seekers, and 

individuals located in conflict-affected zones. They have public labor standards focused on fair pay given 

the country the worker is based in, intentionally attempting to mitigate unfair labor standards commonly 

experienced by data workers. Further, EnVision Data supports ethical AI initiatives and desires to 

contribute to more ethical AI systems; discussions with the CEO of EnVision Data revealed 

acknowledgment of past projects that might no longer be considered ethical, and which will appear in the 
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findings of this study. Unlike traditional data solution companies, instead of relying on APIs to connect 

data requesters with workers (Gray & Siddharth, 2019). EnVision Data partners with non-governmental 

organizations (NGOs) to recruit, train, and manage workers and payments. Further, in opposition to 

micro-task platforms like MTurk and UHRS (Gray & Siddharth, 2019), which attempt to make invisible the 

humans behind annotation tasks, HITL makes visible and centers their human work force. They offer 

training in various areas, spotlight workers on their website, and release yearly reports on the status of 

their workforce. Given EnVision Data is unique in its mission as an ethical AI company with ethical work 

practices, they are not representative of data BPOs as a whole. Working with more traditional BPOs (e.g., 

Appen, Sama) might uncover different insights than working with EnVision Data. 

As reported in their 2021 impact report, EnVision Data has over 480 active annotation workers. 

Workers are based in Bulgaria, Turkey, Syria, Lebanon, Afghanistan, and Iraq, with potential plans to 

expand to Yemen and Portugal. While the majority of EnVision Data's workforce is based in Central and 

Western Asia, the majority of their clients are in Western Europe (40%) and Northern America/Australia 

(25%). The remainder are located in other individual countries (30%), more so in Central and Western 

Asia (referred to as “the Middle East” by EnVision Data) than in Eastern and Southeastern Asia. 

EnVision Data is also focused on providing data to companies and projects they deem beneficial 

to society, or at minimum, not harmful. Given the company's commitment to providing ethical data 

services and promoting ethical computer vision uses, the CEO, Irina, regularly attends conferences, 

workshops, and talks on fairness and ethics in AI. I developed a relationship with Irina when she attended 

a workshop that I presented on. She desires to continue improving her company and has provided access 

to her company as a field site to other researchers as well.  

EnVision Data also employs Upworkers in cases where their main internally employed workforce 

cannot meet project requirements. Generally, hiring Upworkers occurs in cases of data collection, rather 

than annotation. Given data collection requirements are often focused on broadening geolocational 

diversity, EnVision Data hires Upworkers from specific locales dependent on client needs. I spoke with 

four freelance data workers that EnVision Data hired on Upwork for data collection projects (see Table 

10). EnVision Data’s reliance on Upworkers is why I chose to also interview Upworkers as part of this 

research. 
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Observations with EnVision Data 

I conducted observations of EnVision Data over the course of about a year. Due to the COVID pandemic, 

borders were still shut during the time of data collection and thus I conducted my observations entirely 

digitally, despite my desire to visit their physical office in Bulgaria. Digital observations were appropriate 

given almost all work at the company, with the exception of an in-person training in Portugal, was 

conducted remotely from 2021 to 2022. Some data workers described going into a physical office in areas 

where they suffered power outages, such as those located in Afghanistan. However, workers largely 

worked from home when power was not an issue. 

As part of my observations, I was added to the company's Slack workspace. This allowed me to 

observe general communications between workers and to communicate directly with different people in 

the organization. I also observed project meetings, specifically the negotiations for the project Xavient, a 

diverse data collection project that EnVision Data decided to turn down due to its large scale. I was given 

virtual walkthroughs of the systems the company uses for project management and annotation, and 

demos of annotations by data workers during my one-on-one interviews with them. Beyond gathering and 

reviewing all of the company's public documentation, I was also given access to private documentation, 

such as contracts, client pitch decks, and annotation guidelines. I completed all of the private training 

modules that EnVision annotators are required to take to better understand how data workers are trained 

to do their jobs. I was able to compare the formal work environment and training of EnVision Data 

workers with the more informal and contingent work environments of freelance workers on Upwork. In the 

context of this study, observations provided contextual understanding of work conditions and 

expectations, client and project backgrounds, and the specific cultural situations of conflict-affected 

workers. 

I kept a diary of field notes where I recorded observations and thoughts on meetings, demos, 

documentation, email exchanges, and any other relevant data that arose during my time with EnVision 

Data. Over the course of my fieldwork with EnVision Data, I conducted 22 semi-structured interviews (M = 

54 minutes, R = 27-121 minutes). Interviews were conducted with EnVision Data data workers (Yasmin 

through Azyan on Table 10), freelance data workers hired by EnVision Data on Upwork (Jaako, Rebecca, 

Thahn, and Manjola), EnVision Data C-level employees (Zephyr, Thalia, and Samuel), and one of their 
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client representatives (Solange). I did not conduct a singular interview with Irina but met with her 11 times 

over the course of a year, and regularly exchanged Slack messages. For that reason, I included data 

from Irina in meeting hours, rather than interview hours. Some interviews also included observations of 

annotation demonstrations or reviews of old projects. I recorded 398 hours of meetings. One client 

meeting I was not allowed to record, so I took 9 pages of detailed notes. I recorded 1184 minutes of audio 

in total. I also compiled approximately 27 pages of emails and over 60 documents, including datasets, 

reports, contracts, client decks, Upwork recruitment emails, and labeling instructions. I wrote 

approximately 70 pages of field notes.  

Upwork 

The final field site that I included in this research was Upwork. Given a great deal of data work is also 

conducted by freelancers—including some of EnVision Data's work—I also sought to understand the 

perspectives of freelance data workers. Freelance data workers often work on projects for short terms 

and are not formally employed by any specific company. As EnVision Data used Upwork to source 

freelance workers, I chose to recruit freelance participants on Upwork. As previously mentioned, Upwork 

only hired freelancers for collection projects. Those freelancers who worked on projects outside of 

EnVision Data were not limited to collection projects. 

Freelance participants did not undergo training in the same manner as EnVision Data 

participants; they were often simply given the instructions for the project, and able to ask clarifying 

questions from a point of contact or other team members (if given access to the team via platforms like 

Slack or Discord). Unlike EnVision Data workers, who largely had no experience doing data work prior to 

joining EnVision Data, the majority of freelance workers had a variety of different data work experiences. 

Some data workers had worked for more traditional BPOs like Sama; others had worked for smaller data 

startups. One participant, Malik, is attempting to start his own data annotation company.  

Also, unlike participants from EnVision Data, who worked in groups on specific projects with 

specific companies, freelance workers often worked individually for a number of clients across the globe. 

Much like Table 11 of the clients served by EnVision Data, I present a visualization of which countries 

each freelance participant had clients in (see Figure 7). The geographic context of both worker and client 
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is crucial to understanding how workers negotiate their positionality in their work. The figure also 

showcases which freelance workers are particularly experienced and have worked for a variety of clients 

across the globe. 

 

 
Figure 7. The figure above shows a world map. Dots represent areas where freelance data workers are 
located. Each line branches from a data worker's country to where their past clients have been located. The 
dot on Kenya is slightly larger because 2 data workers are located there; similarly, the line from Kenya to the 
US and from Kenya to Russia is thicker because both data workers had clients there. The map showcases 
not only how worker/client relationships span globally, but where the majority of participants’ clients are 
located.  

Recruitment of Upwork Participants 

To recruit participants on Upwork, I posted job ads for an interview about data annotation and 

collection experience. The job ad requested applicants who had primarily worked on human-centric 

computer vision and had been hired by companies rather than researchers. The study's IRB approval 

documentation and consent form were attached to the ad. I posted two job ads: the first month I posted a 

general job ad aimed at anyone; the second month I posted a job ad aimed at participants in Northern 

America, Western Europe, and Eastern Asia (regions were defined in Upwork's platform using this 

language). On both job postings, I used Upwork's “invite” feature to search for relevant workers and invite 

them to apply to the job ad. I invited 16 people; 5 invites were ignored. I got a total of 48 proposals. I 

selected proposals based on the relevance of the workers' projects, the number of relevant projects, and 
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their country of origin, in an attempt to get diverse perspectives from both a geographic and work 

experience perspective.  

As can be seen in Table 10, I was successful in recruiting participants from East Africa, 

South(east) Asia, Southern and Eastern Europe, and Central and South America. However, recruiting 

participants from some geoscheme subregions was challenging. I was unsuccessful in recruiting 

participants from Europe and Eastern Asia, and only got one participant from Northern America. The 

participant from Northern America was also an immigrant from Western Asia (Jordan), and thus held a 

specific positionality as an Arabic-speaking immigrant. I had hoped to include further perspectives from 

those based in Northern America and Western Europe because there has been little research on labelers 

from those regions; primarily, Northern Americans have featured in research on “gig work” broadly (e.g., 

Katz & Krueger, 2019; Wilkins et al., 2022) and content moderation more specifically (e.g., Newton, 

2019). I had also wanted to include Eastern Asian participants, particularly those located in China, 

because China has a massive AI industry and is a hub of data annotations (Beraja et al., 2020; Yuan, 

2018). However, I could not locate workers who did data collection or annotation to invite from these 

subregions on Upwork. It is possible that workers from these regions are less likely to freelance data work 

and more likely to work for specific BPOs, like Appen China. While I explored options for including 

Chinese data workers by reaching out directly to Chinese data BPOs and joining Appen China forums, 

gatekeeping and language barriers were prohibitive. Inclusion of participants from these subregions 

remains prime for future work. 

Data Projects 

Clients, whether they hired data workers directly through Upwork or went through an intermediary 

business processing company like EnVision Data, generally provide documentation on the requirements 

and expectations of a project. Much like the data workers interviewed by Miceli and Posada (Miceli & 

Posada, 2022), the data workers in this ethnographic project worked on a variety of data tasks, including 

data generation, data annotation, algorithmic verification, and AI impersonation (i.e., real-time human-in-

the-loop labeling and verification (Tubaro et al., 2020)).  
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I observed numerous data projects throughout my research. Data projects were primarily from 

EnVision Data, though some Upwork participants also walked me through their data projects and shared 

documentation with me. In this section, I describe the documentation used to guide identity-based data 

work for different types of projects. I discuss different projects in the following categories: data collection 

and data annotation. Given my in-depth year-long work with EnVision Data, I describe projects by name 

and provide deeper documentation (see Table 11). I give shorter descriptions of projects on Upwork, as 

freelance participants described numerous projects in briefer detail.  

Envision Data Projects 

Company Location Project Alias Project Purpose Data Workers Involved 

United Kingdom ChAI Video interviewing with 
personality insights 

Yasmin, Ghaliyah, 
Aakrama, Dinorah 

France SensEyes Face authentication Jaako, Rebecca, Thanh, 
Manjola 

Switzerland  Emovos Emotion classification Wares, Sumbul, Shokouh 

United States CaringHearts Real-time patient 
monitoring 

Yasmin, Aakrama, Abyar 

Bulgaria Codeguard Labeling images as adult 
or not-adult for automatic 
moderation 

Ghaliyah 

Japan Xavient Collection of a highly 
diverse human dataset 
(project turned down) 

N/A 

Table 11. A table describing all of the EnVision Data projects I observed during my research. The remainder 
of EnVision Data participants (Sadham, Raiha, Makaarim, Hijrat, Baksish, Azyan) were interviewed 
regarding EnVision Data's ethical annotation training. 

The purpose of this section is to provide contextual information about the projects discussed in 

these findings, especially to provide an understanding of what was communicated to data workers via the 

project guidelines. In particular, this section highlights that many projects require data workers to address 

identity characteristics (like race and gender) and identity-adjacent concepts (like clothing styles and 

emotions). Yet, project guidelines rarely attend to the identity aspects of this data work and provide no 

explicit instructions or examples for determining ground truth or for attending to potential biases. As a 

result of this lack of engagement with identity instructions, data workers are left to fill in the gaps on their 

own. I attend to how they go about making identity decisions in the Findings of Chapter 7.  
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Collection 
Data generation involves the collection of images from either the “real world” (physical settings) or the 

web. In the case of human-centric computer vision projects, the data collected was largely images of 

people or images of concepts that held some form of cultural significance. For example, EnVision Data’s 

client SensEyes requested a dataset of diverse faces for their face authentication application to be used 

in mobile banking applications. The client requested that data workers collect selfie videos from people 

using a web application that they built (see X). The goal of this dataset was to ensure that their face 

authentication model worked on diverse groups of people. The client wanted the following identity-based 

distributions in the data: gender (men: 50% of images, women 50% of images) and “human group” 

(Caucasian: 20%, Asian 20%, African: 20%, Latin American: 20%, Middle East: 20%). EnVision Data 

worked with the client to determine how best to target the “human groups” in particular and decided to 

target specific regions through Upwork’s job posting affordances. No instructions were given to data 

workers on how to determine data subjects’ gender or ethnicity. Another collection project EnVision Data 

worked on was CodeGuard, a project aimed at labeling images as “explicit” or “safe” (as well as 

“underwear” as a middle ground category) for content moderation purposes (see Figure 17).

Participants on Upwork similarly described that, in the case of data collection projects, they were 

not given instructions on determining demographic or identity-based information. Some workers were 

asked to collect non-human images which held cultural or identity-based significance, as well, such as 

clothing types, food, or even infrastructure. Such non-human image requests often also provided insights 

into positional perspectives of data workers.  

 
SensEyes Project Instructions 

An excerpt of the job posting showcases 
how requirements were communicated to 
potential data collectors: “We are looking for 
people from African and South East Asian 
countries who can work as “video selfie 
collectors” for our project. The task of each 
collector would be to reach out to friends and 
family and to have 60 unique people record a 2-
second video selfie on our app (Webcam or 

Mobile phones). When you complete 60 unique 
faces, you will be paid $30. 
This project is for a startup that aims to detect 
identity fraud attempts, developing a software 
that detects fraudsters who would try to open 
bank accounts by showing somebody else’s 
picture for verification. Please note that we, and 
none of our representatives would ask for 
personal information like name, email or contact 
details of people in the video selfies. We simply 
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need as many and as diverse facial samples we 
could gather, in order to train our liveness 
detection solution which will be used to detect a 
spoof attempt (a fraudster trying to impersonate 
another person) by determining whether the 
source of a biometric sample is a live human 
being or a fake representation (photo, mask, 
etc.).  
 
An excerpt from messages sent to each 
individual EnVision Data hired or invited to the 
job posting: “We'd love to consider you for this 
project. For the first stage we simply need you to 
answer these 2 questions: 

1. Which country are you from and where are 
you currently living? 
2. Can you reach out to a minimum of 50 people 
to collect video selfies? If YES, which of the 
following groups can you collect? 
a. Caucasian 
b. Asian 
c. African 
d. Latin American 
e. Middle Eastern 
Kindly note this information is only needed for 
the purpose of the project (e.g. 
regional/diversity).”

 

 
 

Figure 8. SensEyes project instructions. Text includes a job posting describing the relevant human group 
categories. Screenshot shows the interface for recording selfies each worker used. 

 

CodeGuard Project Instructions 
 

Task “Extension of the NSFW classifier 
specificity” would require 350 to 500 
representative images for each of the 
following 11 categories: 

● very near close-ups of male and female 
genitalia and/or breasts/nipples 

● otherwise clothed person but with fully 
or partially visible genitalia 

● nude men/gay porn 
● nude teen boy selfies (18+ y.o. so it's 

legal to store such files) 
● nude teen girl selfies (18+ y.o. so it's 

legal to store such files) 

● home pornographic content (for 
example such as the video stream 
preview images here 
https://chaturbate.com/) 

● unsafe close ups of hands (for example 
involved into handjobs, male and female 
solo and/or mutual masturbation) 

● vulgar gestures with hands or 
face/mouth/tongue 
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● artistic but fully nude images (such as 

 
) 

● tattooed bodies (sketchy, but not 
nude/pornographic) 

● close ups of hands (safe images, no 
pornography)

 
Figure 9. CodeGuard project instructions. Lists out categories to label NSFW. 

 

As can be seen in the instructions for collecting data for both SensEyes and CodeGuard, labeling was 

also largely built into these products. For example, collecting images of “Caucasians” meant data 

collectors found images they believed were representative of the label “Caucasian.” Similarly, the data 

collected for “nude men/gay porn” was representative of that label. However, often data might also be 

labeled, or further labeled, after being collected. I describe the annotation projects that participants 

worked on in the next section. 

Annotation 

Annotation, or the labeling of images with concepts or bounding boxes, was done in the following areas in 

the context of this study: annotating demographics, annotating emotion, annotating cultural concepts 

(e.g., clothing types), and annotating the explicitness of an image. EnVision Data conducted three 

annotation projects: ChAI, Emovos, and Codeguard. 

The ChAI project was focused on annotating “psychometrics” (emotion and personality 

characteristics) to train a digital interview platform. They provided EnVision Data with a dataset of 

interviews to annotate and a pitch deck with project requirements, which Dinorah then used as the basis 

for creating an annotation spreadsheet for each annotator to fill out. Annotators were asked to choose 

from a set list of options in the following categories: gender (male/female/unknown), age range (below 20, 

20-30, 30-40, 40-50, 50-60, 60 and above, unknown), ethnicity (Caucasian, Hispanic/Latino, East Asian, 

South Asian, Black/African, unknown). They were also asked to answer questions about candidate 
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expressions, such as: “Did the person exhibit brow furrows” (yes or no). Finally, they were asked to rate 

the candidates on a scale of 1-10. Each video had three annotators, and the final annotation was 

determined through majority rule (i.e., if 2 annotators chose “yes” and 1 chose “no,” the final annotation 

was “yes”). While examples were given to annotators on categories like “Did the person exhibit brow 

furrows” (see X), they did not provide examples for gender, age, or ethnicity.  

 
ChAI Project Categories 

 

 

 

 
 

Figure 10. ChAI project categories. The top image contains different options for demographic selections. 
The bottom image contains a screenshot of many of the categories annotators were asked to label. 
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Emovos Project Examples

 
Figure 11. Emovos project examples. Examples were given to annotators to refer to when labeling 

emotions. 
 

In a similar annotation project, client Emovos sought emotion classification for a computer vision 

advertising application. They provided a dataset of public figures and celebrities to be annotated with 

seven pre-determined classes of emotion: sad, happy, angry, disgust, surprised, fear and neutral.  

Freelancers also described a number of annotation projects, including labeling identity categories 

like gender and race, labeling emotions, and classifying objects which held differential meanings across 

cultures, like clothing and infrastructure.  

Methods 
In this final section, I describe the interview methods I used when talking with both traditional tech worker 

and data worker participants at all three field sites. Specifically, I describe the design of my interview 

protocol. I then describe my approach to data analysis, which I conducted iteratively to slice my data in 

three ways (as presented in Chapters 7, 8, and 9).  
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Interview Design 

To understand the role positionality plays in implementing identity in human-centric computer vision 

products, I conducted semi-structured interviews with both traditional tech workers and data workers. I 

chose to use interviews to gather rich descriptions of the perspectives, beliefs, and experiences of tech 

workers. Semi-structured interviews are a flexible methodology that also allowed opportunities to ask 

clarifying questions, seek out specific examples, and tailor interview questions in real-time to contextual 

responses (Irving Seidman, 2006; Qu & Dumay, 2011). 

Interview questions were designed to elicit descriptions of participants' roles and the products 

they worked on, how identity characteristics (e.g., gender, race) were embedded into those products, how 

decisions shaped those characteristics, and constraints and difficulties in implementing those 

characteristics. Interviews with Macy and Jacqueline (see Table 10) were more informal; they were the 

first interviews conducted and were largely exploratory, towards understanding how to speak about 

identity with industry stakeholders. Interview protocols were then revised based on difficulties and 

confusions that arose during these early interviews.  

Given identity is a nebulous concept that led to confusions for early participants, I decided instead 

to talk to participants about inputs and outputs involving human characteristics. I could then drill down into 

specific characteristics with participants. As the majority of participants worked on largely different 

projects, and many were in completely different companies, the interview protocol was designed to be 

flexible towards participants' individual roles and products (see APPENDIX). Since some participants 

worked at the same company and even on the same teams, I was able to build on questions based off of 

the context I'd gained from prior participants.  

I conducted all interviews using video conferencing software. I both audio and video recorded all 

interviews, allowing me to capture both the audio interviews and annotation demonstrations. In some 

cases, I used text chat to communicate questions to participants who wanted to use translation services 

to better understand questions. Participants would then communicate answers to me back in English. 

Translation issues and language barriers were present realities during interviews. Chat logs were also 

saved in these cases, and cases where participants shared links to websites or images with me. All 

recording was done with participant consent. A limitation to conducting virtual interviews was when some 
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participants' internet connections were slow or unstable. In these cases, interviews were generally 

interrupted until internet connections were restored.  

Data Analysis 

I adopted a constructivist approach to conducting and thus analyzing the data I collected (Moses, J. & 

Knutsen, 2019). I conducted a series of theoretical memoing practices informed by grounded theory 

(Charmaz, 2006). As data was collected across numerous months and with different participant 

populations, I took notes and conducted open coding as I continued to collect data. I conducted open 

coding to understand the range of themes present in all interviews. Documents (from EnVision Data) 

were not formally coded. Instead, notes were initially taken on documents, focused on piecing together a 

larger contextual picture of EnVision Data as an organization. Documents were then returned to analyzing 

interviews and to bolster and support the construction of thematic memos.  

As I became increasingly familiar with the data, I began writing theoretical memos focused more 

acutely on how participants expressed their positionalities—the subjective experiences they described 

and how those seemed to inform their work. Participants rarely discussed concepts like “positionality,” 

“perspective,” or “subjectivity” explicitly. Rather, they described experiences, opinions, and culturally 

contextual characteristics relevant to how they interpreted project requirements. As themes coalesced, 

they were informed by observations, interview data, and my own positionality and experience as a 

researcher conducting a larger project on identity in the computer vision industry. I interpreted not only 

participants' positionalities, but how those positionalities had an impact on the artifact that the participant 

was working on. Figure 12 visualizes how my own positionality acts as a lens through which I attempt to 

clarify participant positionality and its implications for identity in computer vision artifacts. I describe how I 

reflect on my own positionality in the context of this study in the next section.    

Since participants did not necessarily explicitly discuss their positionalities or express reflexivity, 

understanding how participant positions influenced their work and practices of identity implementation 

were unearthed through my own lens as a researcher (see Error! Reference source not found.). I 

began clustering themes from participant-level memos into larger theoretical memos about how worker 
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positionalities inform identity implementation. I supported these memos with multiple examples from 

across participants. As I refined these theoretical memos, they became the findings of each study. 

 
Interpretive Analysis 

 
Figure 12. A visual representation of how my own positionality shaped my analysis of the data. 
 

Figure 12 visualizes how my own positionality acts as a lens through which I attempt to clarify 

participant positionality and its implications for identity in computer vision artifacts. I describe how I reflect 

on my own positionality in the context of this study in the next section. 
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7 
HOW TRADITIONAL WORKERS 

IMPLEMENT IDENTITY 
 

I demonstrated in Chapter 6 that what the designers of computer vision artifacts value drives how 

the artifacts are designed. For example, valuing objectivity over contextuality necessitates specific 

approaches to computer vision, while ignoring other possibilities (see Chapter 5). Regardless of 

classification results, the value decisions about how computer vision should classify identity concepts 

result in issues of exclusion, erasure, and stereotyping (see colleagues and I’s forthcoming work 

(Katzman et al., 2023)). 

Issues surrounding identity concepts in computer vision come down to a perspective on 

technology design common in human-computer interaction: computers are designed by people. Given 

computer vision is, then, designed by people, identity categories are not simply neutral, and bias is not 

simply a mistake, but each are the result of the intentional decisions made by human actors. Increasingly, 

HCI scholars are exploring the way human actors influence the outcomes of computer vision artifacts (see 

Chapter 5 as well as (Denton et al., 2021; Hanley et al., 2021; Miceli et al., 2020)). Such scholarship 

highlights opportunities to better understand not only how computer vision is shaped by people, but how 

people’s individual and subjective perspectives influence their decisions. Implicit in this body of work is 

the acknowledgment that people’s positionalities—the identities they occupy in the world and how those 

identities shape their perspectives—influence how they approach designing identity categories. 

Value decisions about identity lead to undesirable representations and outcomes for computer 

vision models. In this work, I explore how industry tech workers situated across a variety of roles, from 

engineering to research, are responsible for the design of enterprise-level computer vision systems. More 

specifically, I investigate how workers’ positionalities—including the industrial contexts they are situated 

in, their own values, experiences, and perspectives, and their negotiations with their colleagues—
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influence the design of identity concepts in computer vision technologies. In this chapter, I address 

answers to the following research questions: 

1. How do individual workers’ positionalities impact the development of identity in computer vision 

products? 

2. How do individual workers negotiate their own positionalities with the positionalities of their 

colleagues and within the context of their organizations? 

3. What failures occur when worker positionalities fail to account for other lived experiences? 

In answering these questions, I was informed by the broader data collected in this project. 

However, in this chapter, I specifically focus on the semi-structured interviews specifically conducted with 

twenty-four industry practitioners who work on computer vision products (see Technology Companies in 

Chapter 6). Participants worked at companies ranging from small startups to big tech; they worked in a 

variety of roles, such as data science, engineering, research, business, and project management. 

Further, they worked on various types of computer vision products, from video-based interviewing to facial 

demographics to gesture recognition. Interviews were designed to elicit descriptions of participants’ 

company environments, their relationships with their fellow workers, and their own personal experiences 

and values.  

Findings showcase how the positionalities that workers inhabit influence the way that computer 

vision artifacts are designed. Workers seek to impact product design given their own positional 

perspectives about identity, while also being constrained by their fellow workers’ differing perspectives 

and broader company-level contexts like regulation and company vision. Further, findings illustrate the 

types of positional gaps that arise when workers fail to account for different experiences and 

perspectives—like the cultural context of the data workers they employ and negative press around 

identity-based harms post product deployment.  

I discuss how worker positionalities are relational, rather than individualistic; they operate within 

larger contexts in which workers are embedded and their relationships with other actors within those 

contexts. I conclude with implications for attending to positionality in tech work, at a higher-level 

contextual level and at a lower-level actor level. 
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Participants and Analysis 
In this chapter, I focused on the 24 participants in industry contexts who worked on human-centric 

computer vision products (see Table 12). Participants worked on computer vision either as their primary 

responsibility or as a major part of their job (e.g., some participants also worked on natural language 

processing tools). Participants held a variety of roles at differing levels of seniority (from intern to C-level). 

Interviewing participants in a wide variety of roles meant obtaining more diverse perspectives around the 

problem of identity implementation in computer vision.  

 My analysis of the data focused on how traditional tech workers expressed their positionalities. I 

thematically coded data for instances where workers described their own identities, how they reasoned 

through their work, and the outside influences impacting their approaches.  

Traditional Worker Participants 
Alias Role Company Company Size Location 
Jeremy Software engineer Aqueous Large United States 
Coleman Principal data scientist Aqueous Large United States 
Kaleigh Program manager Aqueous Large United States 
Vasudha Project manager Aqueous Large United States 
Ethan Senior principal research manager Aqueous Large United States 
Callia Principal research manager Aqueous Large United States 
Jacqueline Lead UX researcher Maelstrom Large United States 
Elliot Research scientist Maelstrom Large United States 
Madison Lead research scientist Maelstrom Large United States 
Macy UX researcher Exodia Large United States 
Beiwen Machine learning research intern Zeta Large United States 
Nitesh Data engineer Inoculus Medium United States 
Irina CEO EnVision Data Small Bulgaria 
Zephyr Chief impact officer EnVision Data Small Bulgaria 
Thalia Chief operations manager EnVision Data Small Bulgaria 
Samuel Chief commercial officer EnVision Data Small Bulgaria 
Lynn Head of data operations MultiplAI Small United States 
Kenny Vice president of business development MultiplAI Small United States 
Nicholas Chief IO psychologist Resoom Small United States 
Lydia Head of data science Resoom Small United States 
Kelly Developer advocate Phrenx Small United States 
Solange AI product manager SensEyes Small France 
Siddhartha Computer vision scientist Sybil Small United States 
Aishwarya Computer vision research intern Verus Small United States 

 
Table 12. A subset of Table 10, this table lists the 24 traditional tech worker participants in this chapter. The 
table is first organized by company size. Small companies have 500 or fewer employees. Large companies 
have 10,000 or more employees. Medium has between 501 and 9,999 employees. It is then organized by 
the number of participants per company. It is lastly organized alphabetically by company alias. Participant 
aliases were created using the same cultural origins as the participants' real names. Company aliases were 
randomly generated. 

Next, I present Findings on how traditional tech workers went about conducting identity work in computer 

vision. Specifically, I attend to how traditional tech worker positionalities influenced their work practices.  
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Findings 
Positionality manifested as highly relational and negotiable; both traditional workers and data workers 

approached identity work from their own positional perspective, but regularly interfaced with many other 

actors with different positional perspectives. Influencing each participant’s vantage point is an intersection 

of personal, social, and political contexts. Further, these contexts shift over time, as products are created, 

deployed, and later changed. In these Findings, I showcase how positionality (often implicitly) manifests 

through relational interactions with other actors—other workers, clients, data workers, competitors, 

academics, journalists—across product lifecycle stages.  

I present the Findings below as follows. First, I introduce how identity is being defined in industrial 

contexts, including the challenges practitioners face in defining it. Next, I discuss how the company 

context shapes how workers can approach identity in their work. I then discuss the ways that worker 

positionality influences approaches to computer vision work. I detail the level of personal interest 

participants expressed about working with identity characteristics, explicitly. I also describe how workers 

lament the approaches of their colleagues that they personally disagree with. Finally, I show how 

individual workers must negotiate their own positional perspectives with their colleagues during 

development. In the final section, I describe how gaps in positionality arise due to workers having their 

own limited viewpoints during the development process. I describe unforeseen and undesirable outcomes 

that become embedded into products as a result of these limitations. I also describe how workers desire 

more diversity, particularly from colleagues with marginalized identities, to avoid these undesirable 

outcomes.  

How Identity Is Defined in Industrial Contexts 
As Siddhartha said: “Identity is very important, right?” Identity is crucial to computer vision. Before building 

a computer vision product, workers define what identity should look like and how it should be scoped, in 

terms of its categories and data representations. For example, a gender classification model often uses 

the categories “male” and “female” for gender, and data representations include face images annotated 

with those categories. Identity was defined in a multitude of ways in the products participants worked on. 
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Some participants worked on computer vision products that explicitly classified human characteristics 

(such as Nicholas, Lydia, Lynn, Coleman, Kenny, Kaleigh, Vasudha, Ethan, and Callia). Other 

participants worked on products which more implicitly required identity classifications in the data, often for 

testing and evaluation (such as Jeremy, Elliot, Madison, Kaleigh, Vasudha). Finally, many participants 

worked on products which classified non-human objects which were still imbued with sociocultural 

meaning (such as Coleman, Kaleigh, Vasudha, Ethan, Callia). For example, clothing items, food, or 

immaterial concepts like “racy” for content moderation.  

The process of defining identity varied depending on the company participants worked for and the 

products they were working on. As Elliot described, how identity is defined in computer vision is 

dependent on the goal of the product: “When you're trying to incorporate information into a model during 

training, as opposed to just like, sort of understanding generally patterns of like, does this work for people, 

then you end up needing to do much more rigid things.” The “rigid things” Elliot is referring to are the 

categories workers define for computer vision products—such as gender categories for demographic 

classifications. Elliot expresses that in order for supervised machine learning products to work, the 

categories must be made into something rigid. Something like gender must be turned into discrete 

categories to be classified. Even products with more vast classification schemas, like object labeling 

models, still require a set number of categories—like 100 different animals, for example. 

In larger company contexts, participants generally were unsure where most products originated 

from—who exactly began the work on the project and why. For example, Kaleigh in describing where the 

identity categories in Aqueous’ computer vision models could only assume that the use of public datasets, 

like ImageNet, were the original source material: “So to my knowledge, the public datasets that went into 

the creation of the models, the captions were primarily used as is.” She explained that there was likely 

cleaning and modification, but whatever reasoning the original authors of the public datasets employed in 

selecting and defining identity categories was unknown.   

Though “identity is very important,” workers often struggled with how to best scope identity, given 

the vast possibilities for categorizing identity characteristics. For example, Lynn, in heading the data 

operations team at MultiplAI, explained how “intimidating” it was to determine how to measure racial 

categories for bias testing in the company’s computer vision models: 
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“Well, the first thing that I needed to do, which was a terribly, terribly intimidating 
prospect, was to sit down and think about how we are even going to test for 
[underrepresentation]. The kind of resounding sentiment from the team was like, we 
have to constrain this problem because it's an impossibility criterion if we just allow 
ourselves to think about every single phenotype and every single appearance of human 
facial features … So leaving those out entirely, was just based on skin color, I guess, 
right? And so, you think about, like, where is there maybe a standardized thing that I 
can steal from and then like, well, there's the US Census, which is highly problematic.”  

Lynn’s difficulty shows how workers struggle to decide on how to best represent identity for core 

product needs, like testing, and often make decisions from necessity and use resources that may be 

historically flawed (e.g., the US Census). Implicitly, Lynn’s difficulty with how to represent identity 

insinuates that representing identity is a given. It was not questioned whether identity attributes need to 

be included, because they are seen as necessary. In describing the gender combinations, they decided to 

use for their wedding classification model, Lynn summarized: “We would have to use our understanding, 

intuition, best judgment.” In practice, defining identity occurred through client meetings, project meetings 

with colleagues, and in defining guidelines for data workers to use to collect and annotate data.   

In some cases, certain representations were much more difficult to get data for. For example, 

Jeremy worked on gesture recognition and described how difficult it is to get data on hands which are 

missing digits. Certain types of identities, like disability, were often seen as untenable, because making 

them into “rigid things” was much more difficult due to the vast diversity of disabilities. Not only was it 

difficult to get this data, what fingers to account for ballooned the problem exponentially. Jeremy 

explained that accounting for the spectrum of human diversity is difficult to imagine: “This is always 

something that happens because when you design the dataset, you can't anticipate every type of failure, 

you try to vary it up as much as possible.”  

Lydia was aware that many identities cannot be measured, but machine learning can be used to 

identify proxies of those identities. For example, she mentioned the infamous Stanford Gaydar 

experiment. “I would be interested to understand more of where the data was coming from, because a lot 

of it might have been other cues in the photo. It's not the person's face. It's like style, maybe.” Elliot 

similarly described that computer vision connects presentation proxies to defined identity categories: “The 

system isn't picking up on if it's a man or a woman, the system is probably picking up on like, what's the 

length of the hair, where is this person? …There's like, not one way in which a particular gender can 
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look.” Therefore, when categorizing identity or assessing bias, computer vision systems are attempting to 

identify the cues which connect to gender or race categories. Lynn, on the other hand, seemed to 

describe the lack of non-binary genders in her company’s model as a tradeoff:  

“[We] made a conscious choice not to include things like androgynous or non-binary. I 
really had nothing to do with not feeling that those groups should be represented. It had 
more along to do with, you know, if we're training certain features that have an 
appearance, what your biology says about you, under your appearance, the model is 
really only prescribing to you what it thinks you look like, based off of the traits it 
understands to be masculine or feminine.” 

Lynn’s explanation also reveals her underlying perspective that gender is always inherent on the 

face in a specific binary way. Her perspective clashed with those of other participants, who viewed binary 

gender as not “biological” but social. Madison explained how her team created guidelines for annotating 

gender in more accurate ways, reflecting that gender classification is a visual interpretation made by 

others. “I've been calling [self-annotated gender] first-party gender, and … then adding onto that for third-

party gender, when it's more about what's being perceived by someone else or by a system.” She 

explained that she used outside resources from academia to inform these guidelines. 

Scoping identity for a computer vision product was a complex and tangled process—it was 

generally not obvious or known to participants the exact origin of the products they worked on. At the end 

of the day, we see that identity is defined as a result of the interplay between worker positionality and 

product requirements, where positionality is in tension with the overriding constraints of product needs. 

This tension always occurs within the broader context of development, which includes differing personal 

values amongst workers, economic constraints, client demands, and regulatory frameworks. In the 

remainder of the Findings section, I detail how worker positionality clashes or aligns with the factors 

entangled in the overall development context.  

How the Industrial Context Influences Worker Positionality 
To better understand how workers embed tacit knowledge informed by their positionality into computer 

vision products, it is necessary to understand the organizational context in which workers are situated. 

Participants described three characteristics of the organizational context they were in: economic 

constraints, regulation and policy, and company values.  
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Economic constraints heavily influenced how workers were able to approach identity in 

computer vision development. Workers were enabled or constrained to approach identity in specific ways 

depending on the company they were working in. In particular, workers discussed how the economic 

power of their company shaped what the focus of their work was. Many felt that lower economic 

resources at their companies hindered their ability to conduct more in depth or expansive identity work. 

The workers discussing economic factors were those in small companies where money was a constraint, 

whereas those in larger companies did not discuss economic costs or disadvantages. For example, 

Kenny, the Vice President of Business at MultiplAI, a small computer vision startup, compared his 

company’s ability to invest in new data with that of Google:  

“So the problem is that, like Google, for example, when they're building their vision 
platform, they have a ridiculous amount of money … They had a team of seven 
individuals use their platform and labeled data for like a year, they pay these people 
over $100,000 each. We can't do that. Like we cannot do that.”  

Kenny attributes the ability to engage more deeply with data collection, annotation, and research 

to economic power. Lynn, who worked at the same company as Kenny, expressed similar reflections 

about company size and economic power:  

“It's only 100 people. So when you have a startup that's that young, you know, you have 
maybe a year's worth of cash in the bank, or however much it is, it could be a year, it 
could be six months, it could be 10 years, you sort of think differently about business as 
time goes on.”  

In addition, Kenny explains that because MultiplAI is so small, they take a “business first” approach to 

building products: 

“I don’t think we think of use cases. I don’t think that’s how startups work unfortunately. 
In the position that we are in at a … some 100-person company, we take what we have, 
we repeat it, and then within those environments, if people ask us to create new 
applications for them, we're absolutely doing them. But we don't have a huge research 
or development team that can go out and just build new AI … The reality is that we 
build products based out of market need, right? … And in the early stages of the 
company's infancy, there was a significant amount of inbound demand for gender 
identification.”  

Client demand is the most important factor when designing computer vision. Kenny explains that 

clients’ visions of what identity should be in the product—like gender classification for marketing 

purposes—drives how identity is then designed. Nicholas, working at a similarly small company as Kenny 
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and Lynn, weighed the same tradeoffs between business and academic research. He said that “we're a 

business [so] we need to be profitable, so there's a fine line between [profit and research].” 

Lynn further reflects on how the startup environment made it difficult to more deeply consider the 

impacts of identity classifications on different potential user groups:  

“The strains of time and money were very impactful. It was a real challenge to think 
about, just feel the consequences of one group or another … This comes back to it 
being his company without any regulation at all, guiding us. And without any real kind of 
oversight from like, you know, we're not Microsoft, where Microsoft has a team of 
probably 100 compliance officers and ethicists [who are] responsible, they have 
processes, any new technology is going to have to run through them first for 
governance. But we weren't like that. We were, you know, the, the number of people 
working on [the demographic classification model] was …  like six people … And so, we 
just tried to use our best judgment.”  

Lynn described how there were no formal processes or regulations governing how to approach 

demographic information in MultlplAI’s classification model. As such, she and her five other colleagues 

relied on intuition about the best way to approach identity. This included discussing how to avoid major 

PR issues. She described how they were familiar with Google’s “gorilla thing” and they wanted to avoid 

those types of outcomes. Lynn also discusses how larger companies have the ability to hire policy 

professionals and ethicists, taking the burden off of development teams to make all of the decisions about 

what is or is not ethical. She also expressed that startup environments come with less formal regulation 

than large companies, making it more likely that they will approach identity work from a “best judgment” 

standpoint. 

While Kenny insinuated that MultiplAI would take on most model building projects for the sake of 

income, other small companies did not always have the ability to take on clients which would help their 

bottom line. This constraint seemed especially true for data companies, rather than model companies. 

For small social enterprise companies like EnVision Data, resource constraints meant being unable to 

take on projects they did not have the workforce to accomplish. One big name client came to them with 

the goal of creating the most robust diverse dataset of human faces on the market. However, it was not 

possible given EnVision Data’s small size. They did not have the internal workforce necessary to create 

such a diverse dataset. Further, EnVision Data’s main goal is to employ data workers from conflict-

affected countries. Given this project required extensive data collection, it did not directly serve their main 
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workforce, since it would largely require hiring freelancers from around the world. Beyond purely 

economic constraints, some projects did not align with company values. 

Kaleigh, who worked for a large company with vast economic resources, did highlight that 

economic resources do not rid them of all challenges:  

“It is absolutely spot on that, yes, big companies have a lot more resources. But we still 
need and welcome help with more practices about how to do this well, how to measure 
things well, how to mitigate well, how to do participatory design well, because I think a 
lot of that work could directly translate into product changes.”  

Kaleigh described that, even with economic resources, her company and her team did not 

necessarily know the best way to approach identity. Such approaches were still social enterprises, with 

humans making informed decisions guided by best practices. Beyond needing more guidance, Kaleigh 

also described how, even in a large company, teams had to request budget allocations:  

“So, within my team, because we've been able to spend the last year making some 
progress on fairness and responsible AI initiatives and showing the importance of it … 
we put in a budget ask that was double our previous data budget asked. Because that's 
what it's going to cost to actually do fairness, at least doubling data budgets, if not more 
than that. And that doesn't even include all of the extra headcount that's needed to be 
able to manage data collections in a much tighter way.” 

In order to approach identity in computer vision from a responsible standpoint, Kaleigh expressed 

the need for more money and more team members. Yet requesting an increased budget also comes with 

the burden of proving the money was necessary. She had to spend the past year documenting the 

progress her team was making on fairness and responsible AI initiatives. She also had to showcase what 

made these initiatives important. Even though her company had vast amounts of economic power in 

comparison to MultiplAI, it did not mean focusing on identity was a company priority.  

To summarize, economic constraints were viewed as playing a major role in how identity was 

defined in computer vision. Workers at smaller companies with less economic power felt that they could 

not approach identity in more robust ways that they valued. They perceived larger tech companies, like 

Google and Microsoft, as having a great deal more freedom given their economic resources—and they 

envied them for it. However, workers at large tech companies also acknowledged that there were still 

major challenges to implementing identity features. While they had more resources, they also had to 

prove the need for those resources.  
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Regulation and policy also influenced the context in which workers approached identity 

categories. Regulation occurred in the strict legal sense and also through localized company policy. 

Lydia, the Head of Data Science at a small company focused on providing AI interview tools, explained 

that the company is bound to fair employment laws in the United States. Given that the company’s 

approach to identity is built on the concept of fair hiring practices, the categories used are derived from a 

legal perspective. Lydia explained their company’s approach:  

“We try to predict age, race, gender, and we see how well we can predict it. So, we're 
saying, is there anything in this data that is telling us the gender of the person? And if 
there is, we want to take it out. We just wanna remove it … We just say, okay, we have 
to follow the guidelines that the EEOC sets for us, which is just for all job assessments.”  

Lydia’s company is subject to strict federal regulations, because the product they provide impacts 

hiring and could potentially lead to illegal unfair hiring practices. On the other hand, many companies also 

have their own internal policies. While not formally governed by legal requirements, company policies are 

still often binding. Madison described the ethical AI policies her team is expected to follow: 

“And for each of those [ethical AI policies], it will have, essentially, our values as a 
company. And so, when you're doing ethical deliberation, basically what you do is you 
say, for each of my values, how am I meeting that value? How am I straying from that 
value? And what are the benefits and the risks in light of that value? … You can use 
that in doing sort of decision making around what should and shouldn't be released.”  

Madison is describing how these overarching principles act as a policy. Workers at her company 

are expected to align their decisions with these policies. Her company’s policies empower workers to 

push back on products that do not align with the company’s ethical AI principals, because they have been 

formalized in ways that company values often are not. 

While regulation was not commonly discussed by participants, Lydia and Madison’s descriptions 

show how regulation—whether through legal frameworks or company policy—also plays a role in how 

workers approach identity categories for certain products. Some workers might even fall back on 

regulatory guidelines for demographic categories rather than expanding them. For example, Lydia’s 

company only attends to EEOC frameworks for gender through the lens of male and female, because the 

law does not currently protect non-binary people in hiring. Therefore, workers like Lydia did not attend to 

expanding gender categories beyond the binary. While regulation and policy might maintain certain legal 
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and ethical standards for identity that could go otherwise overlooked, it also risked becoming a constraint 

which narrowed worker thinking to more rigid categories.     

 
Company values also influenced worker perspectives on identity. Workers expressed instances 

where their values seemed to align or differ with their view of their company’s values. Some participants 

seemed to express an alignment and adoption of company values. For example, Nicholas told the 

underlying story of why the CEO founded his company. He said the CEO had been rejected by a large 

banking company because he did not go to a prestigious school that the company recruited from, which 

led him to create his own business focused on giving people a more meritocratic chance at landing a job. 

Nicholas said: 

“So, the premise of [company] if you think about it was everybody should have a fair 
shot for a job that they're qualified for. So, if you're qualified for a position or a job, uhm, 
you should have a fair shot for it, irregardless of all the EEO [Equal Employment 
Opportunity] categories, like race, gender, age, but anything else too. Uhm, it doesn't 
matter who you are, as long as you're qualified you should have a shot.”  

The story Nicholas told about the founding of the company and the CEO’s vision communicated 

an alignment and identification with the goals of the company, which provides computer vision software 

for video interviews. The software is trained to analyze facial expressions and tonality and link those 

analyses to certain characteristics their clients are looking for when hiring, such as personality 

characteristics. Demographic classification is not an explicit feature of the software but is used to 

measure and mitigate bias in the system. Nicholas’ alignment with the company’s values informs his own 

approach and view on classifying identity in computer vision—that it is positive because it supports the 

company vision of a fair job interview. “Along with the same guidelines and principles that we have as a 

company, everybody should have a fair shot for a job that they're qualified for … we still live by that single 

value, everybody should have a fair shot.” Lydia, who worked at the same company, similarly expressed 

support of the underlying vision of their product. She said: “I really do believe that we're what we're doing 

is a huge improvement upon something that's really not ideal [hiring].”  

Siddharta, who worked at a different company that also worked on affective classifications, Sybil, 

also expressed joining his company because he felt that the vision of the company was “ethical.” “You 

know, it is one of the reasons I joined Sybil, and not the other places I had offers from, because so 
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ethically, yeah, yeah, I would say the management, and everyone is pretty strong on what they want to 

do.” Siddhartha contrasted this with other companies, which he felt used computer vision for “scary” 

purposes, like highly targeted advertising. This contrast was intriguing because Sybil provides affective 

classification for targeted advertising, a use case that Siddharta expressed was a violation of privacy and 

something he personally disliked. However, because he was working on research on computer vision for 

autonomous vehicles, he was distanced from his company’s main product. 

Some participants seemed to be explicitly against what they felt their own companies’ values and 

priorities are. Lynn, who initially joined MultiplAI because she felt it was a “social good” company laments 

how she feels the company has changed: 

“We were a social good company, you know, we founded clarify for good, there were 
four of us doing charity, mentorship, you know, helping free products for students, you 
know, trying to partner with NGOs, and researchers and just offer, you know, our 
services to help make the world a better place. And we had executive sponsorship, it 
was like a bright spot in a company, everybody was really excited about it and things 
like that. And that was a big part of our identity when we first started, you know, it was, 
it was really lovely, you know, looking at the article that was written about me, you 
know, the company has become a weapons company wasn't something that any of us 
expected when we first joined.” 

Lynn’s values sit in opposition with the company’s market-based approach that Kenny described, 

building any product they legally can. Elliot expressed similar beliefs about their company, describing 

feeling like an “outlier.” Yet they also describe finding colleagues at the company who also do not believe 

in the overall capitalist mission of the company to put profit before social good: “I've been finding lots of 

other people where we are like, we're in this company, but like, we don't want them to be doing a lot of 

what they're doing.” Lynn actually left the company due to differing values. Such instances represent how 

the company context might drive workers with certain values—in Lynn’s case, a focus on social good over 

profit—away and potentially lead to a company full of workers that operate from a status quo perspective.  

Much like regulation and policy, whether workers agreed with their company’s soft values colored 

whether they felt they could approach identity the way they desired. Workers like Nicholas identified 

deeply with the values of their companies, so he felt his own positional perspectives were being 

represented in his work. On the other hand, workers like Lynn disputed the value of her company so 

greatly that she eventually left. She felt her own positional perspectives could never be properly 

represented in MultilplAI’s approaches.  
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Ethan emphasized that the overall context of research and development occurs in relation to not 

only the company, but the broader societal context the company sits within. He described how the 

broader social context, beyond the development of the product itself, influenced how workers approached 

identity. He said:  

“Research doesn't happen in a vacuum. And just like any, you know, academic 
research or anywhere else, the kinds of questions you're asking, there's a reason you're 
asking those questions. And it's, it's driven by societal concerns, by company concerns, 
by what you can get funding for, by … all of these kinds of things. And they all come 
together to come up with what you're asking.”  

To recap, participants felt that their positionalities were either constrained or enabled based on 

the context of their companies. The contexts influencing positional perspectives include: the economic 

power of their company, legal and policy landscapes, and whether their company valued certain 

approaches to identity in computer vision. Finally, the broader social context that exists outside of their 

companies also influenced their outlooks and approaches to identity. 

How Worker Positionality Influences Product 
Now that the contextual factors in which workers are situated have been established, I will present how 

workers apply their own personal perspectives to their work and how they negotiate those perspectives 

with other workers and clients. First, I will describe the personal interest some workers have in defining 

identity, as well as instances where workers felt no personal attachment to their work. Second, I will 

describe how workers negotiated their own positionalities with that of their colleagues.  

(Im)personal Stakes in Computer Vision Work 

One of the ways worker positionalities became particularly apparent was when workers discussed their 

own personal interests and stakes in defining identity. Many participants attributed an interest in working 

on identity issues for computer vision to their own personal values and affinities with certain identities.  

Kaleigh, whose primary role is overseeing fairness initiatives across multiple computer vision 

products at Aqueous, described how the majority of resources come from people who are personally 

passionate about fairness. As a concrete example, Kaleigh is working on guiding product teams to update 

their approach to gender categories and concepts across computer vision. In doing that work, she is 
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identifying and contracting researchers with gender-specific expertise to bring product teams on board 

with the changes. “Right now, getting a lot of fairness help in cutting edge research has been just finding 

researchers who are passionate about this and willing to devote their time to it, and [who will] help us 

bridge the gap between what already exists and what we need for product.” Kaleigh’s helping connect 

product teams to appropriate research resources in instances where product needs to move from the 

status quo (“what already exists” in product) to what product should be (“what we need for product”). 

Those participants who contributed to the goal of updating identity in product had a personal passion for 

doing so. 

Beyond personal interest or passion, specific affinities with group identities played a major role in 

workers’ approaches to their work. Vasudha (as a person of color), Kenzie (as biracial and a child of 

immigrants), Elliot (as non-binary), Lynn (as a wealthy white woman) and Madison (as a woman) all 

recognized how their own identities played a role in their work. Madison described how researchers at 

Maelstrom prioritize certain projects: “Initially deciding what projects to focus on … is at least partially 

informed by people's identities and who they are, not only as a researcher, but also who they are as a 

person in life generally,” she explained. She went on to reflect on a specific example of a colleague who 

is working on improving machine learning classifications for LGTBQ people:  

“One example in particular is one of my coworkers on my team is gay … So, they felt a 
personal interest in this, as well as a professional interest. So that's one way that … that 
identity is manifesting. There's the actual, like corporate or tech, kind of [way] like, what 
are the terms? How do we deal with them? But that's also tied to the individuals doing 
[the work] and what they want to prioritize.”  

Beyond driving this colleague to work on a project focused on LGBTQ identity, being LGBTQ also 

informed their approach to their work. This worker collected data at pride from people directly to both 

avoid online trolls and to work directly with the LGBTQ community. Madison felt this approach “embraced 

identity by the horns,” rather than letting it be implicit or neutral, as simply demographics or data points. 

Much like Madison’s colleague, Vasudha brought specific expertise to the table due to her own 

positionality as a person of color. She explained that historically, product teams at Aqueous have 

approached evaluating racial biases in facial recognition models by using skin tone. Yet, given her own 

experience, those categories were ineffective because they were far too static: 
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“At least with me, if I go swimming in the pool, … because of a brown skin tone and a 
lot more melanin content, if you leave me under the sun for 20 days, I have like five 
shades darker skin tone … So, when you think about comparing those, skin tone didn't 
really make any sense … We realized very quickly that skin tone wasn't something that 
we could test on, especially taking into consideration, sort of the aging aspect.”  

Vasudha knew from her own personal experience that, if they were to use skin tone as a metric, 

the system may be unable to recognize her face over periods of time as her skin tone fluctuated. This 

personal knowledge also informed user studies her team went on to do, which showcased a need for 

information beyond skin tone, including facial structures. Of course, this did not make the decision for 

which categories to use necessarily easier or more concretely correct. She continued: “We pivoted to 

ancestry background … [but] there are issues that come up with 18 demographics. Why not 24? Why not 

36? Like, there are just a lot of these questions that come into play.” Vasudha’s personal identity made 

asking questions about the viability of skin tone more obvious to her, but she didn’t posit herself as able to 

determine what the best course of action was. Based on my analysis, I found there can be financial 

constraints to increasing the number of categories, let alone logistic constraints for defining and collecting 

the data. While Vasudha wasn’t sure about the reason for 18 categories, she acknowledged that there 

are tradeoffs in designing categories for identity.  

Irina, the CEO of an ethical data company, described how she would screen potential clients for 

data projects. She would assign each potential client an impact score, ranging from 1 (the project 

contributes to social good) to 4 (the project causes active harm, like military projects or content 

moderation projects). Her policy was to never accept projects with a score of 4. She described how, in 

cases clients came to her and she felt the projects were too harmful, how she went about rejecting them: 

“I remember there was this really problematic one about intelligent weapons … You 
know, you don’t want to offend the people and tell them that they’re horrible people and 
they shouldn’t be building this AI. Usually what I say is that we’re a social enterprise 
and given that the majority of our workforce comes from conflict affected countries 
we’re not able to perform such type of labeling. We have some Palestinians as well and 
this is also a personal preference of mine that I've instilled in the company to reject any 
project from an Israeli company, so in that case we tell them we work with … 
Palestinian refugees so we prefer not to work with Israel. So, in that case people do get 
kind of offended.” 

Even though her business requires making a profit, since her business is also focused on social 

good for her workers, she is strict about which projects to take on. At the same time, she acknowledges 

that the clients will simply go to another data provider and the datasets and models will still be created. 
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She told me that she connected the rejected weapons client with iMerit, who happily took the project on. 

Lynn also described how she would assess the ethics of a project: 

 “There were other use cases where people were trying to classify based off of 
stereotypes, that was a fun project … [The client] wanted to build a model that would 
recognize something like that, which was a horrible, horrible project for good cause, 
like, believe it or not, I can't go into detail about it. But we took that project on because 
he believed in the message that they were actually trying to.”  

Operating beyond the minimum requirements of the law, Nicholas explained that Resoom also 

tries to measure biases otherwise not protected under the EEOC (U.S. Equal Employment Opportunity 

Commission) “from a sort of goodwill perspective.”  

Many workers also simply have not been exposed to thinking about identity critically, even though 

they may reference their own social identities in their work. Kenzie described becoming interested in fair 

machine learning after attending a software engineering bootcamp where famous fairness researchers, 

like Timnit Gebru, spoke. She had not been exposed to discussions of bias in technology prior to that. “It 

blew my mind um and yeah I just became very interested in it,” she explained. She implied she has also 

since reflected on her identity as Brazilian and the diversity of Brazil’s relevance to its use of AI.  

The positionalities people brought to their work were not static, and changed over time as 

workers were exposed to new ideas and adapted to their company context. As Vasudha explained, when 

she was in graduate school, focusing entirely on research, she was not considering a business context. 

She explained that simply relabeling and retraining models at the industrial context is often economically 

untenable, especially due to labor costs: 

“When I was in grad school, the mindset was different. Because I'm not thinking about 
dollars, I'm not thinking about how much it's bringing in or what are the ship timelines 
and things like that. So, you put it in a very practical aspect of this is a product, a 
company is trying to monetize or help customers build experiences through it. You have 
a very different lens where you don't have infinite time or infinite resources.”  

While workers influenced products, workers were also influenced by their surroundings as well. 

The above examples showcase how workers make subjective judgments about what is ethical or 

“goodwill.” Such subjective judgments reflect their own positional perspectives, informed by their 

experiences and beliefs. They relied on their own familiarity with identity concepts—either because they 

personally valued concepts like equality or ethics, because they identified with the identity attribute in 

question, or because they became exposed to values they later came to internalize.  
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On the other hand, participants also seemed to lament values or perspectives that differed or 

clashed with their own. There seemed to be an overwhelming perspective that those in heavily technical 

roles—like engineering and data science—had an interest in tasks rather than social implications. Kaleigh 

described how machine learning research teams often explore novel problems out of personal interest, 

which then later become embedded into products. “It's what [they are] interested in … and then sort of 

after the fact it might make its way into a product if it seems promising. … they have flexibility to decide 

what problems they want to go after.” This approach was the case for one of the computer vision products 

under her purview as a program manager, a mobile application for real time classification for accessibility 

purposes. The researchers at the time created the product to classify gender and age because they had 

felt it would be useful, though they did not assess utility in any empirical way. Coleman, who worked on a 

prototype of this accessibility product for a research project, described choosing human characteristics 

that seem useful. “We tried to make sure there are certain things like person names … Because 

otherwise a human might not find it useful anymore.”  

Much like Kaleigh described, Coleman took a utilitarian approach to his work on identity in the 

product. Coleman described how the “part” of himself that is trained as a machine learning researcher 

desires to build new models and focus on improving methods, perhaps at the expense of fairness: 

“So, I mean, part of me is a researcher who wants to get basically whatever data I can 
get my hands on, toss it into the data grinder and build models. And once they show a 
very significant improvement over the state of the art, that for me is a paper and is 
potential progress on my methods, right? And this can become an end to itself in the 
sense that I can ultimately become very blind to how people might use that system. And 
ignore the fact that maybe I've just produced something which is very, very biased 
towards certain things, which have optimized my scores.”  

Coleman is highlighting that his own training, as a machine learning researcher, is not sufficient to 

deal with bias in model deployment. He offers an implicit commentary that those with a machine learning 

research focus have to be pushed to think more deeply about identity bias, against the disciplinary norms 

they are encultured to. In some cases, machine learning researchers may simply not view identity bias as 

relevant to their position and expect others in the company to handle it. 

Similarly, Nitesh described not really knowing anything about how identity tags are selected or 

filtered in the image indexing system he worked on. He stated that it was not his responsibility, but rather 

the responsibility of the data science team, to consider how identity is represented and to mitigate biases. 
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Much like Coleman’s motivation to pursue state-of-the-art modeling, Nitesh’s major motivation for 

pursuing a career in computer vision was solving technical problems, not social ones. Nitesh was so out 

of touch with how identity was implemented in the model he was engineering that he was entirely 

unaware that slurs were associated with targeted subgroups on his company’s public facing website. 

Callia, Cole and Kaleigh’s colleague, took a more personal approach. She talks about having a 

blind child and spending a lot of time in the blind community, saying these issues are familiar to her—and 

implicitly personal: 

“You know, [they] made them quite innocently thinking, ‘Well, you know, this is what you 
do to do computer vision, without really thinking about the larger context of his 
decisions.’ And I would say, actually, in my experience, eight years of computer vision, 
the most harmful decisions for the computer, for the user experience are usually made 
are those off the cuff decisions that our researcher makes by themselves, or engineer 
makes by themselves, thinking that it has no impact on the larger experience ... So [my 
manager] said, ‘Well, either you take it on, and you lead this project and figure out how 
you can make it not silly, or you let them do it.’”  

She believes that projects on computer vision that have largely been driven by machine learning 

researchers require intervention from more socially focused colleagues, since the focus is more on being 

able to do a task than it being “human-centric.” She discussed the utilitarian approach the technical team 

was planning to take to the accessibility application as potentially harmful. Her description indicates a 

sense of personal responsibility to ensure the project was human-centric, a moment of intervention to 

prevent the product from becoming too impersonal.  

Much like Callia, Elliot critiqued the technical approach to scoping identity. In particular, Elliot was 

concerned with how categories like race and gender are represented—implicitly, because of a personal 

stake in gender as a non-binary person: 

 “I honestly, it's a bunch of like … you know, predominantly like predominantly white, 
cis, male engineers who have not thought too much about identity, just kind of like 
treating things as fixed and trying to label it … Oh, well, gender is binary. So, of course, 
this is something I'll just incorporate, as opposed to, like, you know, thinking that 
through like a little bit more.”  

Elliot’s perspective explicitly questions the positions that many engineers inhabit—white, cis, 

male—and assumes they lend to a less thoughtful approach to identity in product. Interestingly, Callia 

expressed that gender representations in computer vision weren’t as big a deal as some others were 

making it out to be—her focus was on accessibility for blind people, and she thus advocated a binary 
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gender. These clashing perspectives also highlight that personal affinities and experiences with certain 

positions motivate workers to approach problems in very different ways. 

Vasudha points out that, just because technically focused workers might prioritize metrics over 

social impact, they are “not malicious or necessarily bad people.” “It's just that they have a problem. If a 

metric, they optimize the problem until the metric score goes up. That means for them oftentimes, the 

implicit bias in that metric is something they don't even consider.” Vasudha highlights that technically 

focused workers, like machine learning researchers, are often unable to see issues of implicit bias. This 

insinuates that such workers are simply approaching their work from a very different positional vantage 

point, one which prioritizes model performance over identity biases.  

Traditional workers made their own positionalities clearer through their disagreement with the 

perspectives of colleagues. Largely, it was those with an acute interest in engaging critically with identity 

who expressed unfavorable opinions about colleagues they saw as uneducated or unengaged with 

identity. These workers tended to assume it was the technically-focused colleagues who weren’t engaged 

in critically thinking about identity, insinuating that the position of a technical worker—like engineers and 

data scientists—was distinct from those less technical workers—like researchers or policymakers. The 

distinction between these two positionalities—the workers who “care” about identity and the workers who 

do not—indicates highly different approaches to identity work in computer vision.  

Negotiating Positional Perspectives with Others 

As demonstrated by how different workers disagree with each other’s outlooks, designing identity in 

computer vision is a team endeavor. Just as decisions about identity were not made “in a vacuum,” they 

were also not made by singular individuals. Beyond the role each individual’s positionality played in 

motivating their interest in specific work and guiding the decisions they make in conducting their work, 

participants regularly had to contend with the positionalities of others.  

Most often, workers were collaborating with those inside their own teams. Generally, workers 

seemed to share values and perspectives about identity with those colleagues on their direct teams. Elliot 

compared their own team with how other more product-focused teams approach their work: “Within 

Maelstrom, my team is probably like, I think the best team in terms of like, thinking a little bit more 
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critically about machine learning systems as sociotechnical systems, as opposed to just kind of like, 

algorithms where data comes in, and data comes out.” Elliot is describing the focus of their team, which is 

specifically designed to address issues of ethics in machine learning. The team focuses on understanding 

and creating tools to address issues of accountability, transparency, ethics, and analysis for machine 

learning systems. The description of the team indicates a certain direction that individual members can 

play in the computer vision space, focused on critique and solving ethical issues, rather than necessarily 

building computer vision products for the company to sell. Rather than being surrounded by pragmatic 

engineers focused on ensuring the best possible product, Elliot is surrounded by fellow researchers who 

care most about ethics. Given that all members of the team focus on ethical issues, it likely shapes their 

worldview in how they approach their work. Given the way that Elliot presents this information, as a 

collective (“we’re interested”), Elliot sees themselves as part of this larger mission with an ethical focus. 

They agree with their team members and their approach within the company.  

Yet, workers also acknowledged that having a team that understands and welcomes your 

perspective is not always the norm. Macy explained how words like fairness and ethics tend to make 

people’s eyes glaze over or take people aback because “they don’t feel like they can do anything about 

it.” Instead, she tries to incorporate concepts while avoiding the terms. Company approaches might differ 

based on the size of the company. A huge company might have teams that act as independent 

companies. She also feels that companies are taking a “customer first” approach but the companies are 

the ones defining the customer—it is similar to critiques of “users.”  

Elliot described that “[it] very much depends on your chain of command, also … Like I feel very 

fortunate to be in a very supportive chain of command … Lots of individuals might not be in such a 

supportive environment.” Elliot describes not being concerned with retaliatory efforts against them for 

their perspectives but implies such retaliations may occur in other parts of their company. Retaliations 

from those higher on the “chain of command” indicate how some workers might use their power over 

others to quash specific positional perspectives. Madison described how the company and those in it 

were not supportive of addressing identity-based biases in product, and so it was an uphill battle with 

those in more powerful positions who didn’t value her perspective: 
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 “Initially, there was just no infrastructure … So, you were just fighting against 
skepticism, tied with the fact that there was no requirement for doing it. So that was just 
like, a lot of sort of pushback, and then making the case that it's worthwhile can be hard 
… So yeah, so I think like, originally, when we were hitting barriers, just from people just 
like, not being familiar with some of the basic ideas, and just being like, I don't have to, 
why should I kind of thing.”  

She also described appealing to perspectives she knew were more valued, identifying ways to instill her 

own beliefs into accepted approaches: 

“You know, you could also make the business case that this is about inclusion, this is 
about reaching more people and making more people feel comfortable. Which works a 
little bit better, because then you can also tie it to expanding your user base or 
whatever else.”  

Madison describes, in early stages of establishing her team’s focus with management, appealing to 

priorities she knew that management cared about, like growing potential user groups for products.  

Of course, in industrial contexts, people often collaborate with others outside their core teams. 

While Kaleigh says it is more common for research teams to work in a silo at Aqueous, “not really 

necessarily even thinking or caring about what product it will go into initially,” there are also instances 

where research and product teams work together from the get-go. Kaleigh describes how different types 

of teams often work together to influence the outcome of a product. “I know of some research groups that 

work very closely with product teams. And then the focus from what I've seen is much more on what's the 

research that will directly lead to certain product improvements or help us figure out the next thing.” In the 

cases of collaboration between research and product that Kaleigh describes, team members actively 

learn from one another’s perspectives and expertise to shape identity outcomes in product.  

However, positional tensions seemed to occur more often when working with colleagues on other 

teams, particularly when those teams had very different roles and goals. When teams work together on 

products, they often have different viewpoints on how to approach identity. As Callia explained, from her 

perspective as an accessibility researcher, “there's a significant amount of negotiation to orient slash 

reorient [computer vision engineers] in a way that accounts for the human experience.” Callia expresses 

viewing her position, and other human-centered researchers, as oppositional to technical researchers, 

who are mostly focused on solving technical issues and not accounting for human experience. Elliot 

similarly criticized machine learning colleagues about their approach to racial identity as attribute-based 

rather than something sociopolitical: 
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“Basically, telling machine learning researchers that, like if they're going to be in the 
business of like, making predictions about people and like, affecting things in the world, 
they very much need to adopt the like, kind of, you know, former strategy of like, 
understanding racial dynamics, as opposed to, you know, this is some fixed attribute of 
an individual and we're just going to control for it after the fact.” 

Clashing perspectives also became evident when workers discussed disagreeing with identity 

approaches in other products their company provided. For example, both Jeremy and Siddharta criticized 

identity classification models, which they did not directly work on, but their company provided as a core 

product. Jeremy claimed his team would push back against demographic classification in his gesture 

recognition product, stating “to me [it] seems to be either dangerously uncomfortable, or at the very least.”  

Siddharta, who works on affective classifications for autonomous vehicles, more explicitly named 

how it violated his own personal values:  

“For example, if gender is one of such information, and if you're infusing that to the 
model directly, then for a transgender person, when they are driving the car, the model 
might not provide the right answer or might ask for the gender of that person. And can 
that that that probably is not the right thing to do. So that is why we don't explicitly use 
such information directly in training … I think it's mostly personal for me … Personally, I 
don't want to divulge that information. I don't want to give away my own information to 
everything that I do.”  

Siddharta is expressing first an awareness of how certain demographic classifications might harm 

certain user groups, and second his own personal beliefs about individual privacy rights. While both 

Jeremy and Siddharta used identity information in their work for evaluating model bias, their beliefs 

implicitly contradicted those of the colleagues in their companies working on demographic classification 

models for advertising clients. 

Kaleigh contended with negotiating different perspectives regularly in her work, as product teams 

pushed back on changes to gender in computer vision. Kaleigh explains how workers’ personal interests 

become tied up in product, making it “emotional” for them to change them or let certain features go:  

 “Product teams … have a lot of investment in them , because they've been working on 
them for years, and they've been committed to them for years. Some are really, really 
good about recognizing that things have changed and we need to conceptualize this 
differently. But for others, I was in a meeting recently, where it was quite emotional for 
them to let go of a feature that doesn't align with our responsible AI principles and 
values anymore, even though it's a feature that they've been working on for years.”  

Kaleigh explained that, though her team had the power to step in and make executive decisions 

about changing identity in computer vision, they did their best to work with teams to avoid causing internal 
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conflict. “We try to avoid the sort of a mallet approach of just saying this is the way it is. And it's tried to 

reserve that as a last resort, if sort of bringing them along hasn't helped, and thinking through it together 

hasn't helped.” 

Madison explicitly attributed difficulties implementing more fairness ideas in computer vision to 

“politics” around the identity groups that dominate tech: 

“If you have a group of women saying how they think the technical aspects should go, 
and it's what you're not used to hearing, there's like, no way they'll be taken [seriously] 
… But then if you have people who are white or Asian men, maybe more fitting like the 
traditional personalities of who tech people are, putting forward ideas, it does get a lot 
more traction.”  

Madison describes her ideas being taken less seriously in tech spaces, whereas those who 

inhabit identities more traditionally associated with tech are listened to. She describes how she has 

received retaliation from colleagues through bad performance reviews, which impacted her career 

trajectory. She believes that such perspectives are so deeply ingrained in people’s approaches to their 

work that they aren’t even necessarily aware they are being biased. She states that teams are “more 

comfortable” with Asian and white men, insinuating that certain social positions have more power to make 

decisions in her company. “I guess, it's just that, the desire to maintain a white, Asian, cis, male view of 

the world is so strong, and people don't even realize they're doing it.” In order to ensure her perspectives 

are listened to, Madison describes relying on white and Asian male allies to communicate her ideas for 

her: 

 “We have this white male front. Like if you have someone that people feel comfortable 
with, and you're like, I'm just with that guy. That can be a lot more effective. I mean, for 
better or worse, right? Like, to me, it makes the argument that like, now you're just 
reinforcing this idea that these people should be leaders and you're like a supporter. 
But then on the other side, … I want this idea to be out there sooner rather than later. 
So, it's kind of like you have to decide what's, what's the pros, what's the cons and 
which ones you want to prioritize the most.”  

Others’ positionalities were not only seen as a barrier which had to be overcome, but also as a 

resource for improving approaches to identity. Kaleigh describes bringing in consultation for particularly 

thorny identity issues: 

“For some of the highest risk things that are really, really sensitive, then we'll also bring 
in some of the company's top responsible AI leadership to consult as well. So, there's a 
lot of different voices that come in and depending on some of the products and 
particular scenarios, we'll also where we can try and pull in perspectives of people with 
different backgrounds, we're making sure that we're considering that as well.”  
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While positional tensions could cause stress, infighting, and even retaliation, it could also push 

teams to think outside of their comfort zones.  

Nitesh described how he “support[s] diversity” because “you get different approaches to a 

problem.” He felt that “constructive conflicts” are reflective of the “complex world” that products are meant 

to serve. In particular, he highlighted that teams with diverse training—such as from diverse academic 

backgrounds—would be beneficial.  

Beyond whether to include demographics, like gender and race, are conversations about how to 

include them. Participants had differing perspectives on how to approach identity categories. Madison 

explained the difficulty of defining unstable identity constructs: “Just deciding gender [and] race, such 

unstable constructs, like, different cultures have totally different ideas of what these are, and it changes 

over time, and all this stuff.” Therefore, when assessing bias on identities like gender or race, they are 

attempting to identify the cues which lead to gender or race classifications. 

While workers like Elliot, Siddharta, Madison, and Lynn viewed gender as difficult to define from 

visuals, Kenny viewed it simply as “a logical human decision” on behalf of the data workers annotating 

gender in images. 

Given that many of the companies that participants worked for provide computer vision solutions 

for clients, teams of workers also negotiated different positional perspectives with client representatives. 

As already demonstrated throughout these Findings, some workers expressed value differences around 

certain computer vision tasks (like identity classifications and privacy violations). Beyond different 

perspectives on computer vision tasks themselves, regional differences were often a source of positional 

differences, as tech companies generally operate at an international scale. Some workers were even 

called upon to act as intermediaries between company and client representatives due to their positions. 

For example, Kenzie, who speaks Portuguese, describes having to translate the requests of a Brazilian 

client—even though she only recently joined Phrenx. 

However, beyond relying on positional experiences like country of origin and language, workers 

often had to negotiate cultural expectations about identity in computer vision products. For example, 

Nicholas said:  
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“We've been asked to do some things in prediction, that wouldn't be good to do in the 
US. But would it be okay to do so in that country? And we've just said: No, we won't do 
it … To me, it's not the right thing to do. So, we're not gonna do it. But to do it would be 
really bad for business if it got out.”  

Nicholas and his colleagues had considered specific requests that might be viewed as unethical 

or inappropriate in a US context and decided against implementing them due to numerous shared values. 

One of those values was simply morally disagreeing with the request, but the other was not wanting to 

harm the company’s reputation in the US by accommodating the desires of clients outside of the US. 

Nicholas also described the moral dilemma of whether it's appropriate to instill US-centric ideals into 

products meant to be deployed in other countries:  

“We're an American based company, does that give us a right to sort of inject that 
attitude on another country and their hiring practices that don't follow that? We have the 
right to not do business with them, but do we have the right to inject our beliefs and 
change algorithms for them?” 

Lydia commented on a specific instance where she and colleagues made a decision to include bias 

mitigation practices despite a client being unconcerned by bias:  

“Different countries have different laws around bias and fairness … like, Japanese data 
is usually really sexist. And like, they don't care about that in their country. So, like, the 
customer doesn't care. Whereas we would want to mitigate [gender bias] … So, I guess 
for me, it's just kind of like having that conversation where there's cultural differences of 
where that balance should be.”  

Lydia is not only elucidating the differences between herself and her client, she is expressing her 

own view of Japanese culture from the positional vantage point of a United States citizen. She is 

packaging both the views of her client and the views of another culture together in her assessment of how 

to approach gender in the product.  

Further, approaches to identity shift over time, as individual workers, their colleagues, and 

broader cultural conversations around identity concepts change. For example, Vasudha explained that 

their annotated dataset for evaluating models initially “started off with the four or five ethnicities, which is 

what you see in most surveys.” Over time, through conducting user research, they expanded to eighteen 

ethnic categories: 

“So, it's a combination of us using the research that's present. And us deploying 
resources to go identify what could be those different reasons where product teams 
could or would want those groups to be separated or put together? So, it's a 
combination of that we work with responsible AI teams to come up with that plan.”  
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Madison also expressed that those outside of tech—like activists—can push product approaches 

in new and more positive directions: “It's sort of a system where we can help one another a little like, so 

activists help to really push the headlines in a way that can inspire slash force companies to do stuff they 

might not otherwise do … it's a system that is the activists, externally, the reformers internally, and then 

the corporation itself.” 

As described in this section, determining how a product should be designed requires negotiation 

between many different actors. Participants negotiated their perspectives with their colleagues, but also 

clients and users. Furthermore, interfacing with others acted to mutually construct how individual 

participants interpreted identity. As workers encountered different viewpoints from their own, their own 

viewpoints grew and sometimes changed—what Nitesh described as “constructive conflict.” 

Representations of identity in computer vision are therefore not the perspective of a single person or even 

a single team, but a multitude of actors within and outside of the development context.   

Positional Gaps that Arise During Product Deployment 
As demonstrated by the Findings thus far, participants approached their work from their own positional 

perspectives. Gaps in their individual perspectives were revealed and negotiated through collaborations 

with colleagues. Yet, workers situated within tech company contexts are often unable to predict how their 

own positionalities, as incomplete images of the world, might result in positional gaps in product design. 

These gaps often only become visible when products are tested or even deployed and begin to negatively 

impact the people who come into contact with them. As Coleman stated, “As we move out of being in our 

research Ivory Tower to an actual production group it’s become much more painful.” 

Unforeseen Outcomes Due to Positional Gaps  

Once products were finished being developed, identity issues sometimes arose. These issues were 

largely caused by the development team being unable to foresee them, because they did not occupy 

identity positions that would make such issues obvious.  

Sometimes, these issues were caught before deployment—particularly for companies with the 

resources to do internal testing. Madison described a scenario where a product team of primarily men 
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had designed a computer vision wearable. Before deploying the product, they conducted internal testing, 

commonly referred to as “dogfooding” in the tech industry. “As soon as they had the dogfooding of the 

kind of necklace version … the women realized that the camera was like on their breasts ... But all the 

original designs had been developed by flat-chested men. So, they hadn't even thought of that,” she 

explained. This example highlights how the positions the men inhabited made it difficult for them to 

automatically recognize their product was uncomfortable for people with breasts. Further, those with 

breasts were quickly able to recognize that the product did not work for their body types: “[The women] 

were able to discover that because that's part of who they are.” 

Many positional gaps are embedded into products because neither the clients nor the workers 

even realize their perspective could be biased. Irina, the CEO of EnVision Data, described the history of 

the ChAI project, focused on providing AI-generated insights about video job interviews. She said that the 

client had originally gone to another annotation company but ran into strong cultural biases in the data 

annotation. “They were working with an Indian outsourcing company and people were much more 

favorable towards Indians,” which led the company to seek re-annotation of the dataset. The client had 

not expected the annotator to have a deeper understanding or affinity for those applicants which shared 

the same ethnic positionality as them. Therefore, the client decided to create new “objective gestures” 

categories in an attempt to mitigate, or at least measure, those biases—such as whether the person in 

the video “exhibits brow furrows” or “nose wrinkles.” Irina felt that these were still very subjective 

categories. And further, much like the last company the client went to, EnVision Data had a 

homogeneous group of annotators. “We were still working only with … people from Middle Eastern origin 

… We didn’t use a diverse group of annotators.” While Irina did not notice any specific biases favoring 

workers in the annotations, she still felt there might be some gaps caused by the annotators being 

ethnically homogenous, rather than diverse. 

In other cases, issues only arose once the product was publicly deployed, and users of the 

product encountered issues. Often, given the issues were relevant to identity characteristics, users found 

these issues offensive. Coleman described that many gaps might not be addressed “unless enough 

people scream” about them. As someone who worked on both text and image-based machine translation, 

he encountered a number of accidents that resulted in major PR problems for the company. For example, 
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he described how religious entities and names are mistranslated. In one specific case, formal Russian 

names were misgendered as female instead of male. “[Users] somewhat assumed there was a specific 

model trained to discriminate against themselves personally.” Some of the accidents resulted in workers 

at the company even receiving personal threats. Coleman lamented these mistakes, though he also felt 

they were a learning experience for him and his colleagues. “[It] was a very healthy shock for our 

ecosystem, because now people have understood, okay, if we do this, we then at least have to give set 

up some monitoring for the first week … maybe have a new release to be able to very quickly un-deploy if 

something bad comes up.” 

Nicholas reflected on the high-profile mistakes that some big tech companies have made around 

identity. Given his focus on fair hiring practices at Resoom, he felt that the incident in which Amazon’s 

resume classifier discriminated against women was “obvious.”  

“My take on this as these companies, tech companies, if they're creating AI for a 
purpose, like Amazon was, they need to have an eclectic team involved. Amazon had a 
bunch of data scientists. They didn't have a huge team of IO psychologists at Amazon, 
they didn't draw on that expertise. They have they probably wouldn't have gone as far 
down the road as they did without checking for biases discrimination.”  

He felt that workers with expertise beyond data science would have meant avoiding the issue of gender 

discrimination entirely.  

Madison felt that, while robustness testing is useful in the constrained context of improving 

models, it often ignores the sociohistorical reality of identity:  

“[Defining demographics] can be useful as a kind of general robustness testing for 
models. But it's naive to the fact that these sort of culture specific subgroups are the 
ones that really carry pain for people that carry historical discrimination. Like we can be 
bottom up, and that's cool, technically, but it just totally ignores the reality of real life and 
like, you know, real identities that get tied up in all kinds of stereotyping and prejudice.” 

Workers occupy specific positions that allow them to contemplate and imagine how products 

might be used and what errors might occur. Because workers occupy specific positions, they also often 

encounter gaps in their experiences that lead to errors and issues. As I will discuss in Chapter 9, 

traditional workers, who largely control the process of identity development in computer vision, often 

come from more privileged backgrounds, likely contributing to unforeseen and offensive identity 

outcomes. 
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Multiple Voices Improves Approaches 

While negotiating positional differences can be difficult, most participants expressed that a diversity of 

voices improves how people approach identity in computer vision. Having a diverse workforce means 

having a diverse set of positional perspectives to resource from.  

Madison described how, when building her fairness team at Maelstrom, that she had accidentally 

ended up with a diverse team. “I ended up with a team of people who are like, diverse along a lot of the 

underrepresented categories in tech. So, like, gender, sexual orientation, color. I don't know, religion. But 

it was weird, because I wasn't trying to do that,” she explained, assuming that people from more 

marginalized backgrounds might just be more interested in fairness issues. “It's a lot easier maybe to 

build up a team that has knowledge about different kinds of identities, because of real world, lived 

experience having different identities.” 

Lynn expressed the difficulty associated with diversifying data so that computer vision works 

appropriately on diverse groups of people, in this case interpreted as diverse demographic groups:  

“What groups do we start with? What groups do we prioritize? And it's a horribly kind of 
like, it's time I had this really sinking feeling of, you know, me as this like white woman 
with a fancy education and like a great job. And I'm sitting here thinking about, like, 
where this technology is going to be used is unknown, right?”  

Tied to the social and technical (budget and collection constraints) difficulty of prioritizing certain 

demographic groups in data collection and testing is an expression of doubt that she is the person 

qualified to tackle these issues. This doubt is not due to her skills, but her own racial identity, gender 

identity, and class identity. She is viewing herself as in a position of privilege—a privileged positionality—

that limits her qualifications to improve fairness for marginalized groups. Yet her awareness of her own 

position provides a different perspective to apply to her work than those who are unaware or have not 

thought deeply about their positionality.   

At the same time, deploying and getting feedback from the people interacting with product was 

seen as positive, because some of the gaps workers missed might come to light. As Coleman said, “the 

more diverse your pool of users is, the more diverse your training data augmentation is.” 

Lynn, whose views on computer vision changed as she was exposed to ongoing fairness 

conversations, expressed new beliefs that identity categories cannot be ascribed visually to the body: 
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“The more I learned about this field, the more I agree with, these notions of race and so 
many aspects of your identity, your body, that's not part of your face at all, … we can't 
possibly glean your race from just a photo of your face. … it's hard knowing all this stuff, 
like when you get right down to it, learning all the lessons that I learned in the last two 
years at MultiplAI [has] changed my life dramatically. And it's turned me into an activist, 
right?”  

Much like Kenzie, Lynn had also changed her own perspectives as she was exposed to new ones.  

Diversity in traditional tech workforces not only helps to cover positional gaps which might 

otherwise be overlooked, but it helps the other workers around them to learn and develop their own 

perspectives further. Participants themselves valued colleagues with different perspectives and identities 

to them, in contrast to their lamentation of certain positionalities as described in above. 

Minoritized Workers are a Resource for Positional Gaps 

To avoid positional gaps, many participants described how fellow workers from marginalized 

positionalities were a resource for vetting or feedback. Colleagues from marginalized identities could 

name issues with products that others on the team were unable to see due to their limited positional 

standpoints.  

Lynn described how there was debate at MultiplAI about the language used in the demographic 

classifier. While Lynn found the model itself “problematic” because it was assigning categories to others 

based on their appearance, she felt that the language they used lessened the negative impact. While 

initially the demographic classifier used “sex” and “race” as demographic categories, they pivoted away 

from more concrete concepts to more appearance-based language: 

“Instead of saying male or female, we used masculine or feminine, more of a descriptor 
than a prescripter. Yeah, there was a big debate about it, the whole company was 
involved. … we had some genderfluid people in the office, we had some trans people in 
the office. So, their opinions were really important to us. And in the end, we delayed the 
launch, so that we could actually focus on those kinds of things.”  

Similarly, Elliot described how it was common practice to rely on identity-based “resource groups” 

at their company: 

“[There are] groups of [people who work at Maelstrom], who like, share some facet of 
their identity. And so, product teams will often consult with those resource groups. And, 
and be like, okay, hey, like, I'm building this product, can I like, consult with this, you 
know, group of people who identify in some way to understand like, is this meeting your 
needs, and this is kind of like a way of, you know, before doing some kind of, like, 
external user testing, being, like, I have access to, like, you know, all these [Maelstrom 
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employees], you know, who, like, represent some population of the world. And so, you 
know, we can use them.” 

Traditional workers viewed colleagues from different identity groups as valuable resources to 

improve the product. In Lynn’s case, some workers organized to address a gender gap they felt was 

problematic and delayed the launch of the product. In Elliot’s case, some sought to test products with 

identity groups they felt were relevant. Particularly for participants working in large companies, employee 

resource groups for workers with specific identities (e.g., LGBTQ) were viewed as valuable resources for 

testing products before deployment. In both cases, participants expressed that those occupying positions 

outside of their own limited viewpoints could make products more robust and more inclusive.  

Discussion 
Traditional tech workers all bring their own identities to the table. They operate from their own positional 

perspectives when conducting identity work for computer vision. These perspectives are influenced and 

constrained by the industrial contexts that workers are embedded in. For example, workers in smaller 

companies are often more constrained in how deeply they can engage with identity than those in large 

companies, due to lack of economic resources and incentives.  

Positional perspectives are especially evident in the personal—or impersonal—reasons 

participants expressed for engaging in identity work. Of course, their individual positional perspectives 

may or may not align with those of their colleagues. Workers often framed disagreements with their 

colleagues as negotiations, sometimes implicitly expressing displeasure with their colleagues' worldviews. 

Further, given each worker brought their own positionalities to their work, teams had gaps in positional 

worldviews. Such gaps would lead to unforeseen and undesirable outcomes when it came to product 

design, such as offensive classifications or hardware that only worked for some bodies. Aware of their 

own positional gaps, workers were proponents of diversity in tech, and would often attempt to use 

colleagues from minoritized identities as resources to augment their own limited worldviews. 

In the remainder of this Discussion, I discuss how individual workers’ positionalities are mutually 

constructive and informed by actors across a variety of contexts. I discuss how the company context 

workers are directly embedded in, the broader development context of product development, and even 
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those outside the development context influence worker worldviews. Further, I discuss how the macro 

social context in which workers are broadly embedded when conducting their work is ubiquitously 

implicitly influencing their positionalities when designing computer vision. I conclude with implications for 

attending to positionalities at both the context level (company, development, outside development, macro 

social) and the actor level.  

 

Positional Approaches in Context 
Positionality is the complex, mutually constructive relationship between one’s identity and how they view 

the world around them. Every individual occupies a specific position in the world, impacting how they are 

viewed and treated; as a result, they view and interact with the world from a specific standpoint (da Silva 

& Webster, 2018; Rolin, 2009). The traditional tech workers who develop computer vision are no different. 

In implementing identity characteristics for industrial-scale computer vision, workers implicitly rely on their 

own positionalities. They shape identity in computer vision from their own standpoints. Often, their own 

interest in identity in computer vision stems from their personal values and their own affinities with identity 

characteristics. On the other hand, those who do not explicitly value fairness for identity groups or identify 

strongly with specific identity characteristics express little knowledge or interest in identity issues in 

computer vision.  

However, the process of developing identity in computer vision is not simple and straightforward. 

Individual workers do not make individual decisions about how best to implement identity. Rather, 

workers operate within a complex environment, informed by many different contexts. Figure 13 illustrates 

the contexts in which each individual traditional worker sits.  
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Figure 13. A figure depicting all of the different actors involved in developing computer vision. Each actor is 
placed in the relevant context it is involved in (e.g., academics are outside the development context, 
traditional tech workers are in the company context). 
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Individual workers are embedded within a specific company context. Both the economic power 

and the values of their company impact the approaches workers can take to identity. In some cases, 

companies also have specific policies governing their approach to developing identity concepts in 

computer vision. Workers in smaller companies with less economic power often have limited access to 

resources, such as teams dedicated to assessing the ethics of a project or the ability to collect robust and 

diverse datasets. Further, such companies are often driven by market demand more so than ethical 

policies. Small companies like MultiplAI adopt a market-first approach, serving client demands first and 

foremost and thus deprioritizing more nuanced approaches to identity concepts like gender. Meanwhile, 

larger companies like Aqueous have core policies driving their approaches to AI, including computer 

vision. They have  teams dedicated to ensuring the fairness of products and whether products align with 

company policy. They even dedicate resources to overhauling identity concepts as outside perception 

about them changed. For example, how Kaleigh is overseeing updating gender in Aqueous’ core 

computer vision product.  

The relationship that individual workers have with their company also showcases their positional 

perspectives. Some workers expressed alignment with the values expressed by their company, indicating 

that they shared those values. These workers seemed to have a positive perspective on the type of work 

they could conduct within their companies, because their company likely valued their approach. On the 

other hand, some workers disagreed with the values of their company. Workers like Lynn did not feel 

empowered to approach development the way she felt it should be done. She disagreed with the 

company’s market-first approach and desired more nuanced, careful, contextual approaches to identity in 

computer vision. Even while she expressed relatively reductive beliefs about gender herself, she 

expressed pride in her trans colleagues who pushed back on the initial representation of gender in their 

demographics model.  

The contrast between Lynn’s description of gender classification and her description of her 

colleagues also highlighted her own positional perspectives. To Lynn, biological sex was still always 

evident on the face. It is possible that her colleagues held very different perspectives on gender. Within a 

company, workers might have differential views from the others they are working with—both their 

colleagues and their superiors. Choices are also not made by one person, but by numerous people, with 
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varying positional perspectives. Traditional workers need to negotiate their own positional perspectives 

with those of their colleagues. As such, identity in a product may shift and morph as it takes on numerous 

perspectives during the development process. For those with very different views, whoever is given the 

most decision-making power is likely to be most influential. At Aqueous, Kaleigh, in her position as a 

manager, was given power to veto product team decisions. However, in other cases, product teams or 

engineering teams might have more power to make final decisions.  

Often, the development context was larger than a singular company. In some cases, clients, 

regulations, and data workers were involved in the process of developing a product. Clients bring their 

own positions to the table through their demand for specific features when they hire a company to 

develop a product. Once more, this was evident in MultiplAI’s early clients demanding gender 

classification for marketing purposes; this led MultilplAI’s initial model having gender embedded as a 

feature from the company’s infancy. In other cases, a product that was developed years ago was relied 

upon by clients. Even though Aqueous was interested in updating gender in their models, they also had 

clients that had been using it for years. Some product teams would utilize client reliance as a reason to 

cling to older models of identity classification that they were attached to as initial developers. 

While computer vision is subject to little federal regulation, some use cases of computer vision 

products necessitated compliance with federal laws. For example, Resoom’s uses computer vision for 

assessing job candidate interviews. Thus, the model is subject to the U.S. Equal Employment Opportunity 

Commission’s regulations. Regulatory requirements govern the types of identity groups workers must 

attend to in the design of computer vision. It necessitates that workers design for specific categories and 

ensure some level of fairness for those categories. For example, the EEOC provides a list of the 

“minimum” categories which must be attended to for “race/ethnicity”: “White; Black or African American; 

Hispanic or Latino; American Indian or Alaska Native; Asian; and Native Hawaiian or Other Pacific 

Islander” (Introduction to Race and Ethnic (Hispanic Origin) Data for the Census 2000 Special EEO File, 

n.d.). While workers might push to attend to race beyond these six categories, they are not required to do 

so. Meanwhile, the gender categories as of this study were only “male” and “female,” which were the only 

categories Resoom attended to in their model. However, the EEOC plans to add “non-binary” to its list of 

gender categories, likely forcing Resoom to include “non-binary” gender options in their fairness 
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mitigation strategies. Regulation has the ability to force workers to attend to identity in ways that 

otherwise would not, but also has the potential to limit whether workers attend to categories beyond 

necessity.  

Further, many companies will hire data workers for their data needs, prior to being able to train 

and evaluate models. The positionalities of those who curated and labeled the data for training models 

add another layer of complexity to defining identity. EnVision Data is an example of a company that 

provides data services for computer vision. While traditional tech workers define identity concepts early 

on during the development process and constrain data worker positionalities via instruction guidelines 

(see Chapter Three), data workers also introduce their own positional perspectives on identity while 

conducting data work (see Chapter One). Traditional workers act to control for data worker positionalities, 

attempting to maintain their own perspectives. Often, these interactions further expose how traditional 

workers impose their positionalities on identity concepts. As they come into contact with data workers who 

view identity differently, especially when they live in a different social context, traditional workers attempt 

to reorient data workers to their positional worldviews.    

Beyond the development context itself, many traditional workers are attuned to those outside the 

development context. They were aware of ongoing conversations about identity in computer vision 

among the public, the press, academics, and their competitors. The press and the public were often 

viewed as sources of contention. In some cases, participants viewed public outcry or poor press coverage 

as a lesson for what not to do. For example, Lynn described learning from critical PR coverage of big tech 

when she was otherwise unsure how to proceed. In other cases, workers seemed to denounce the 

perspectives of the public. For example, Coleman spoke sarcastically about public outcry towards model 

mistakes, even if they were opportunities to identify issues otherwise unseen. Academia was also viewed 

as a resource for workers who didn’t want to rely solely on their own intuition but wanted to implement 

best practices.  

Overarching the development of computer vision itself, workers are always influenced by the 

macro social context in which they are embedded. Workers brought to the table opinions and beliefs 

shaped by the institutions they had learned from and the society in which they were embedded. Many 

participants expressed beliefs that were learned from their education, before they came to industry. For 
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example, Coleman expressed having an internal desire to “toss [data] into the data grinder and build 

models.” This approach stems from how he learned to conduct research. Many disagreements seemed to 

stem from different disciplinary training which led workers to fulfill different roles. Workers in more social 

scientist roles expressed a dislike for approaches that prioritized engineering goals. 

Further, participants acknowledged that identity concepts were culturally contingent; they could 

differ across cultures. Lydia felt that her clients in Japan didn’t care about sexist data, but it is also 

possible that views on sexism simply differ between the U.S., where Lydia is based, and Japan. As all 

participants came from Western countries in the Global North, their approach to identity was informed by 

what was culturally familiar to them through their socialization.  

As I’ve broken down through this discussion, individual traditional tech workers occupy specific 

positions, informed by their own personal experiences and identity affinities. However, they do not 

operate in a silo. Individuals are not solely responsible for the development of identity in computer vision. 

Rather, they negotiate their own positional perspectives on identity with various other actors and concepts 

across four contexts: the company context they are embedded in, the development context the product is 

being developed in, outside the development context where others weigh in on computer vision, and the 

larger macro social context in which all of this work is embedded. These different contexts, with all of their 

different actors, act as a cyclical feedback loop, informing the positional worldviews of those involved.  

 

Attending to Positionality in Computer Vision 
The influence of positionality on the development of computer vision is unavoidable; it is not an issue that 

needs to be solved. Given that humans are involved in the design process of identity characteristics, they 

will always bring their own perspectives to the table—perspectives which are influenced by the contexts in 

which they are situated. Like a snake eating its own tail, workers are constantly influenced by context as 

they themselves influence those contexts. Rather than attempt to “solve” positionality, viewing it as a 

subjectivity which should be stripped for the sake of objectivity, practitioners and researchers alike can 

explicitly attend to it. The goal would be to identify and attend to gaps before they become unforeseen 

outcomes. I propose attending to positionality from two perspectives: (1) attending to context and (2) 
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attending to actors within those contexts. Both perspectives are not mutually exclusive; they can be 

attended to in tandem, or in relationship with one another. 

Attending to Contexts 

Given that contexts mutually influence one another, one can imagine starting at the highest-level 

context—the macro social context—or at the one most constrained to the development of the product—

the company context. Understanding how worker positionalities are shaped and constrained by context 

can ground research on AI development in industrial context in the social, cultural, and material 

conditions of work. Companies might also consider adopting contextually informed approaches to 

improve identity practices and enable their workers to more explicitly contend with positionality, which has 

been otherwise implicit. I describe opportunities for both researchers and practitioners to examine how 

the macro social context and the company context affects identity development for computer vision.  

Starting at the macro social context would provide opportunities to understand the way identity 

categories are constructed in society, and how those constructions influence the way traditional workers 

attend to identity in computer vision. Starting with the macro social context in which development is 

embedded opens up opportunities to understand more about how social categories of identity are 

structured before attempting to define them for technical systems like computer vision. Further, examining 

the social context of development might illuminate how categorical histories influence the way that 

traditional workers approach identity problems in computer vision. They might be taking identity 

categories for granted, treating them as given, while the categories themselves are socially contingent. 

For example, workers in the United States might be making decisions about identity that are untenable in 

other contexts, like India. Tech workers attempting to define identity for more constrained environments, 

like medical contexts, might fail to account for how domain experts use identity information. If workers first 

contend with the social context governing identity, their perspectives may become more grounded in the 

specific context of use rather than personal experience. 

Each of these identity categories also has a social and political history attached to it. Examining 

the history of a category can reveal normative and prejudicial assumptions about the people grouped 

under a category. Examining social categories can also reveal which types of identity categories are 
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perceived as rigid and which are not—for example, in some cultures, gender is viewed as rigid and 

binary, while in other cultures, gender is viewed as fluid and non-binary (Driskill, 2016; PBS, 2015; 

Singer, 2020; B. Vincent & Manzano, 2017). After examining the history of institutions like the U.S. 

Census, workers might choose to explore more community-grounded approaches to categories like 

gender, race, or ethnicity. They might assess what identity categories they have chosen to be rigid and 

why. Given critiques of computer vision reflecting narrow perspectives on identity (e.g., Chapters 3 and 4 

and (Bennett et al., 2021; Hanna et al., 2019; Keyes, 2018)), contending with the macro social context of 

identity before development can expand the narrow positional worldviews of traditional workers. They 

might instead consider other ways of viewing the world.  

One might also take a step down, to examine the development context of a specific computer 

vision product. Attending to the broader development context might mean examining how the role of 

regulation influences approaches to identity in technical artifacts, much like how the identity categories 

outlined by the EEOC influenced approaches at Resoom. It might also mean understanding how the 

current landscape of B2B businesses in the computer vision space has constructed status quo 

approaches to identity in the computer vision industry, potentially shaping the way individual workers are 

primed to think about identity problems in the field.  

Starting with the company context would mean grounding understanding identity in the larger 

industrial context shaping the project. The companies that individuals work in heavily influence how 

workers can approach identity concepts. Economic conditions, internal policies, and company values 

influence whether workers could approach identity the way they desired to. Focusing on each of these 

three factors can reveal how company context shapes the positions workers occupy. For example, 

understanding the economic conditions of the company reveals the resources which are and are not 

available to workers. Workers in smaller companies are often unable to access the same resources, like 

having multiple researchers focused on developing best practices. Similarly, internal policies established 

by companies might provide justifications for certain approaches to work, while denying other potential 

approaches. Kaleigh, for example, would often rely on her company’s policies to justify pushing for better 

approaches to gender in their computer vision model. Other companies might adopt policies which do the 

opposite, prioritizing, perhaps, the technical over the social. A lack of company policies might also mean 
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workers rely more on management, intuition, or market incentives. Finally, company values might invite 

certain types of workers to succeed in their approaches more than others. Lynn and Kenny showcase this 

possibility. Lynn felt her company did not value the same things she valued and left the company. 

Meanwhile, Kenny seemed to embrace the same company’s values of a market-driven approach in his 

role as the vice president of business; he prioritized bringing in clients over developing nuanced 

approaches to identity like Lynn. Not only does understanding the company context benefit research—

and critique—by grounding it more acutely in the realities constraining and enabling certain workers, but 

companies can also benefit from understanding how their own company culture shapes development. 

Companies might also consider shifting priorities to better allocate resources or develop policies for 

scoping requirements for identity concepts, especially given changing legal landscapes and public 

perceptions around AI.  

Finally, understanding the context outside development can reveal how those uninvolved in the 

direct development process of computer vision can still influence worker approaches. Many workers were 

aware of how the public, journalists, academics, and corporate competitors perceived identity in computer 

vision. Workers could often use these outside perceptions to influence their colleagues or managers. 

Further, companies often responded to these outside influences, creating or updating policies, 

reallocating budgets, and developing new company identities. Assessing how identity is being discussed 

outside of the development context can benefit researchers attempting to understand current practices in 

industry and can benefit companies trying to understand the broader conversations around identity.  

Attending to Actors 

A more precise method for attending to positionality in computer vision is to attend to the different actors 

involved in the development process. Attending to specific groups of workers is certainly not a new 

approach in HCI (e.g., Daigle, 2003; Ghode, 2019; Heikkilä et al., 2018; Meissner et al., 2022; Muller et 

al., 2019). The work at hand took this approach—examining how traditional workers expressed their 

positionalities during the development of computer vision to understand how positionality shaped how 

identity is embedded into computer vision artifacts. There is still further opportunity to engage with the 

ways worker positionality influences identity practices in technology development for both researchers 
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and practitioners. Attending to different positional actors can further reveal how perspectives shape 

identity outcomes in AI. 

Much like this study, one might consider grounding understanding in worker positionalities. 

Beyond broadly understanding the role of positionality in identity development, there are still many 

opportunities to create better practices for documenting and attending to positionality. For example, one 

might center the positional perspectives of workers to better develop policies for explicitly engaging with 

worker positionality during development. In this study, the process of defining identity for computer vision 

projects was not explicitly part of development approaches. Workers did not explicitly engage with how 

their own positionalities influenced the way they perceived or implemented identity in computer vision. 

Given different types of workers have different perspectives, it could be fruitful to focus in depth on how 

specific types of workers reason about identity. One might compare researcher approaches with that of 

engineers, for example. One might also choose to examine the role of management in defining identity, to 

determine whether and how often identity comes from a bottom up or a top-down perspective in industrial 

contexts.  

Another opportunity for deepening the understanding of how traditional worker positionality is 

influential in developing computer vision is to understand how other actors influence the perspectives of 

core traditional workers. To do this, one might examine the perspectives of actors within the development 

context but outside the core company context—like clients, data workers, and regulators.  

Clients, those who request computer vision services from other companies, have their own 

expectations about identity. Understanding the positionalities of clients can also reveal why identity in 

computer vision products is designed the way it is and may reveal points of intervention for shifting design 

practices. For example, Kenny explained that marketing clients drove the use of discrete identity 

categories like binary gender early on at his company. Talking with client representatives in marketing 

contexts can reveal what worldviews drive their desires for such discrete categories.  

Much like clients, there is also further opportunity to understand the positionalities of data 

workers who provide data services for computer vision. Data workers, as underpaid and largely invisible 

in the development of AI (Gray & Siddharth, 2019; Miceli et al., 2020; Miceli & Posada, 2022), are still 

crucial to its development. As scholars increasingly examine the ways data workers are disempowered in 
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the development of AI, they might also examine the ways data workers make decisions about identity in 

their work. Data workers, as they interface with traditional workers, might influence the way traditional 

workers consider identity in data.  

Finally, understanding the role of regulation and its implications for identity in AI can reveal 

alignments and gaps between those directly within the company context and those outside it. 

Understanding the perspectives of policymakers and their interactions with tech companies in designing 

policy can reveal their values, experiences, and perspectives. For example, do council members at the 

EEOC even consider how their decisions influence identity categories in AI? When creating facial 

recognition laws, what positional perspectives are policymakers bringing to the table? Given regulation 

influences and constrains the way traditional workers engage with identity categories, expanding 

understanding of identity development beyond solely product can paint a richer picture of the many 

positional worldviews influencing identity in computer vision. 

One might also consider engaging the positionalities of those outside of the development context 

of computer vision altogether. Given products are deployed and impact actors outside of their 

development, understanding the role of the public, journalists, and academics might reveal different 

positional perspectives on identity than what traditional workers exhibit. Further, examining the 

relationships between outside actors and how they communicate with those in a development context can 

further ground knowledge on how traditional workers perceive and are shaped by outside actors. One 

might also consider examining the differential approaches between one company and their competitors, 

to try to understand how they influence one another’s outlooks and mutually construct worldviews.  

Attending to actors within different contexts provides both researchers and practitioners with a 

number of opportunities to better understand the role of human positionality in computer vision 

development. It can help to identify positional gaps, before they become unforeseen and undesirable 

outcomes when products are deployed. Such knowledge can lend to hiring decisions within companies, 

better practices for attending to positionality and documenting identity decisions during development, and 

more contextually informed research that extends beyond simple but untenable recommendations 

focused on improving industry practice.  
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Conclusion 
All individuals have their own positionality, the perspective that they hold as a result of their own identities 

and interactions with others and the world around them. In the development of computer vision, 

positionality is critical to how workers approach defining and implementing identity. In this Chapter, I 

showed how the practices of traditional tech workers—like researchers and engineers—reflect 

positionality. Not only do their practices reflect their own personal values and experiences, but they also 

show when workers have differential worldviews and must negotiate them with their colleagues. Further, I 

show how the contexts in which workers are embedded shape their positional approaches to computer 

vision, sometimes enabling and sometimes constraining their perspectives. Finally, I showed how 

positional gaps within tech workforces can lead to unforeseen outcomes around identity issues in 

products. Workers, acknowledging their own limitations, advocate for more diverse workforces that they 

can use as resources for improving identity approaches within their companies. 

I discuss how examining the positionality of tech workers reveals that workers are influenced by 

the many contexts they inhabit and are surrounded by during development. Further, I discuss how 

positionality is mutually constructed and constantly evolving due to the many actors in these contexts. 

Positionality, as a subjective and value-laden reality, is not an issue to be solved. Instead, it offers 

opportunities for explicit critical engagement so that researchers and practitioners can attend to positional 

gaps before they become undesirable and even offensive outcomes. I thus propose implications for more 

deeply engaging with positionality across contexts and actors in the field of computer vision development.  
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8 
HOW DATA WORKERS IMPLEMENT 

IDENTITY 
 

As I have previously described in Chapter 2, as machine learning technologies, computer vision models 

rely on data to “learn” what to predict. While some models may be trained using unsupervised techniques 

(e.g., Chang et al., 2018), most modeling is done using human-curated datasets. Individuals collect, 

clean, and label visual data, like images and videos, to train and evaluate computer vision models. This 

21st century model of work has grown into a global labor sector coined data work. Big tech and startup 

technology companies alike hire huge swaths of data workers to produce datasets for machine learning. 

These data workers are largely hired from countries in the Global South, lack the benefits and protections 

of traditional labor, and are often subject to incredibly low wages (Birhane, 2020; Perrigo, 2022a; 

Ramnani, 2022). Yet, given pervasive issues with inequitable computer vision model performances (e.g., 

Barr, 2015; Buolamwini & Gebru, 2018; L. A. Hendricks et al., 2018; Zhao et al., 2017), industry 

practitioners and researchers alike have sought to address bias at the data level, adopting a “garbage in, 

garbage out” perspective (Stuart Geiger et al., 2020). One salient approach to dealing with data bias is to 

attempt to control the potential biases introduced by data workers—through methods such as instruction 

manuals (as seen in (Miceli & Posada, 2022)), consensus (Z. Wang et al., 2020), inter-annotator reliability 

(Davani et al., 2021), and performance testing (Geva et al., 2019). Despite being incredibly undervalued, 

data work is crucial to both enabling computer vision work and ensuring that work is fair and ethical. 

Beyond monetarily undervaluing data workers’ contributions to computer vision, data workers’ 

perspectives are seen as a liability that needs to be carefully controlled (Sambasivan & Veeraraghavan, 

2022).  

Beyond implicitly acknowledging that data work is imbued with a sense of human subjectivity by 

trying to control it, few attend directly to how the subjective nature of data work shapes computer vision. 
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Data workers, like all workers, occupy a specific position in the world as they conduct their work. 

Positionality—how values, experiences, social identities, politics, time, and space shape how one 

understands the world—tangibly affects all work. While there have been increasing calls for attending to 

how positionality shapes machine learning (e.g., Cambo & Gergle, 2022), work to date has largely 

focused on the marginalization of data workers and the power imbalances between data workers and 

their employers (Gray & Siddharth, 2019; Miceli & Posada, 2022). There has been little knowledge 

produced about how worker positionality operates in computer vision beyond an inconvenient and risky 

reality that should be carefully controlled. This work focuses on better understanding how the 

positionalities of data workers influence data work and the implications that influence has for computer 

vision. 

The role of positionality in research has recently become more explicitly acknowledged in social 

computing, with researchers attempting to outline how their own positionality might have influenced their 

work (Liang et al., 2021). Understanding the role of the positionalities of others has been largely implicit in 

social computing, as we present findings from the perspectives of participants. Yet understanding the 

positional perspectives of data workers can illuminate how identity is shaped by human values, 

experiences, and beliefs. This chapter is focused acutely on how the positions data workers occupy 

influence data work for computer vision. More specifically, I attend to the following research questions: 

1. How do data workers’ approach to different types of data work for computer vision and what do 

these approaches communicate about their positionalities? 

2. How do data worker positionalities influence the outcomes of data work? 

3. What, if any, tensions arise between data worker positionalities and the data work they are 

assigned? 

In this work, I employed ethnographic observations and interviews to unearth more explicit 

understandings of worker positionalities. I conducted a year-long ethnographic study with a small 

business process outsourcing (BPO) company in Europe, where I observed and interviewed data workers 

and analyzed documentation. I also conducted interviews with freelance data workers providing services 

on the platform Upwork. Interviews were designed to understand how data workers reason through 

computer vision data work that is salient to human life—including both human-centric (e.g., images of 
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people) and human-adjacent (e.g., images of clothing) data. I asked participants to describe how they 

approach annotating and collecting data, what is challenging about their work, and their perceptions 

about diversity in data work. I thematically analyzed data around the concept of positionality, identifying 

often implicit explanations of data worker positionality and how those perspectives influence data 

outcomes.  

Through the Findings of this chapter, I showcase the various ways that data worker positionalities 

influence their approach to data work, including the factors data workers felt shaped their perspectives on 

the world, like cultural familiarity and media. I show that data workers rely on tacit knowledge—an implicit 

knowledge gained through one’s personal life experiences—when conducting identity work for computer 

vision. I also describe some of the unintended negative outcomes that occur when data worker 

positionalities do not align with client expectations of data outcomes and are unable to be captured by 

simple bias control mechanisms. While positionality operates as a form of tacit knowledge in data work, 

data workers are also not entirely unaware that their own perspectives may be limited. As such, they 

advocate for diverse workforces who can provide different subjective perspectives and experiences to 

make up for gaps in knowledge or understanding. 

I discuss how these Findings illuminate gaps in the positional knowledge of data workers and also 

their clients, who fail to realize data workers act on their tacit knowledge about identity. I highlight how 

positionality does not exist solely within the confines of an individual but is negotiated across a web of 

positional actors that influence data work—including clients, trainers, supervisors, other data workers, and 

data instances themselves. I then describe how current bias mitigation practices fail to account for 

positionality, implicitly adopting a positivist worldview that prioritizes “correct” versus “incorrect” 

classifications. Finally, I propose positional (il)legibility as an approach to data work that explicitly 

embraces positional perspectives. I argue that certain data is legible or illegible to positional actors based 

on their own positional worldviews. Positional (il)legibility offers promising opportunities for actively and 

explicitly accounting for positionality in data work. 
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Participants and Analysis 
This chapter focuses specifically on the perspectives of data workers. As such, I only analyzed the data I 

collected from data worker participants (see Table 13). Much like I described in Chapter 7, I specifically 

analyzed data from data worker participants around themes of positionality—descriptions and 

expressions of worker perspectives and how they applied them to their data work.  

Data Worker Participants 
Alias Source Employer Role Country 
Yasmin EnVision Data EnVision Data Annotator, project supervisor Bulgaria 
Ghaliyah EnVision Data EnVision Data Annotator, trainer Bulgaria 
Dinorah EnVision Data EnVision Data Project supervisor Bulgaria 
Aakrama EnVision Data EnVision Data Annotator Bulgaria  
Abyar EnVision Data EnVision Data Annotator Bulgaria 
Wares EnVision Data EnVision Data Annotator Afghanistan 
Sumbul EnVision Data EnVision Data Annotator Afghanistan 
Shokouh EnVision Data EnVision Data Annotator Afghanistan 
Sadham EnVision Data EnVision Data Annotator Lebanon 
Raiha EnVision Data EnVision Data Annotator Lebanon 
Makaarim EnVision Data EnVision Data Annotator Lebanon 
Hijrat EnVision Data EnVision Data Annotator Lebanon 
Baksish EnVision Data EnVision Data Annotator Lebanon 
Azyan EnVision Data EnVision Data Annotator Lebanon 
Jaako EnVision Data Freelance Collector Kenya 
Rebecca EnVision Data Freelance Collector Philippines  
Thanh EnVision Data Freelance Collector Vietnam 
Manjola EnVision Data Freelance Collector Albania 
Lyonis Upwork Freelance Annotator, collector, trainer Uganda 
Pelumi Upwork Freelance Annotator, collector Uganda 
Malik Upwork Freelance Annotator, collector, supervisor United States 
Sadhil Upwork Freelance Annotator India 
Nedeljko Upwork Freelance Annotator Serbia 
Gemma Upwork Freelance Annotator, collector Kenya 
Raines Upwork Freelance Annotator Russia 
Bernardita Upwork Freelance Annotator, trainer El Salvador 
Lucano Upwork Freelance Annotator, collector Venezuela 

 
Table 13. A table describing data worker participants in this chapter. The source column refers to where the 
participants were recruited from. The employer column refers to where the participant is employed. 
Freelance participants were recruited from Upwork but often worked as freelancers on a variety of platforms. 
Some freelance participants were recruited as part of field work with EnVision Data. The role column 
describes the various roles the worker described doing. 

Next, I present Findings on how data workers—both collectors and annotators—went about 

conducting data work for the projects presented in this Section. Specifically, I attend to how data worker 

positionalities influenced their work practices.  

Findings 
Throughout the varieties of data work participants conducted, they regularly relied on tacit knowledge 

about identity, a knowledge they implicitly gained through their personal life and experiences. 
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Participants’ descriptions of their work provided insight into how the various positionalities they inhabit 

influence their approach to their work. Given the nature of tacit knowledge as innate, informal, and 

intuitive, participants had difficulty formally and explicitly identifying how they made decisions about 

identity.  

In this section, I argue that data workers inscribe tacit knowledge about identity into their data 

work and how that knowledge reflects certain positionalities. Findings show that data workers embed their 

own positional perspectives in both annotation and collection tasks. Generally, referring to one’s own tacit 

knowledge is an implicit act; data workers were not explicitly aware how they were using their own 

positional perspectives to attend to their work. How they relied on positional knowledge was generally 

contextual to the specific task and specific categories they were attending to.  

In the Findings section, I first describe instances where data workers implicitly refer to their own 

experiences and knowledge to conduct their work. I then describe tensions and barriers that arise when 

clients do not actively consider the positional differences of data workers, and thus data work does not 

match client expectations. After, describe instances where data workers explicitly acknowledge some 

concepts which might be unfamiliar to them, and thus difficult to work on. Finally, I highlight that workers 

still view diversity as a net positive to data work in computer vision.  

How Worker Positionality Influences Data Work 
Data workers, whether conducting data annotation or data generation projects, regularly relied on the tacit 

knowledge developed by their own positionalities—the synthesis of experiences, values, beliefs, affinities, 

and sociocultural context. Participants regularly relied on contextual familiarity they personally built 

through life experiences, localized values and norms, personal affinities with identity categories and 

values, and other characteristics that make up one’s positionality. Such knowledge was approached as 

“common sense,” an approach also reflected in the lack of explicit instructions or engagement with 

positional perspectives on behalf of clients.  

When the workers found their subjects to be familiar to them in some way, they had a much 

easier time with annotation. In the case of tagging faces with emotion concepts for the Emovos project, 

participants seemed to have an easier time with actors that they recognized. Both Sumbul and Shokouh 
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described having an easier time with movie stars “from Hollywood, from Bollywood, and from [their] own 

country” (Sumbul). Shokouh described how familiarity with actors and media made understanding their 

expressions easier for her: “Some people, like the movie stars, it was more easier cuz we have seen that 

exact movie or series or show so we knew how was he or she [feeling at] that time, it made it easier.” 

Based on my analysis, those who have seen the media in the dataset may tag emotions differently than 

those who have not, simply because they are already familiar with the emotional context of the scenes 

they are tagging. It is possible that, for example, an emotion like “disgust” is perceived as “sadness” if one 

doesn’t know the narrative informing a facial expression.  

Sadham similarly discussed how he knew the differences between different races because of 

what he saw online and on television. In this case, familiarity and access to certain media, informed by 

larger market trends and international media exchange, made certain faces more or less accessible to 

data workers annotating the Emovos dataset. For those public figures or actors they were unfamiliar with, 

they could not refer to a prior contextual knowledge informed by a specific media context. Those who do 

not have access to media may be less familiar with the emotional context of the faces being annotated or 

the way racial categories are described. Neither familiarity nor unfamiliarity with the original media context 

of the dataset indicates more correct or incorrect answers. Instead, familiarity can be viewed as a 

positional lens that colors how data workers view the data in front of them. 

Beyond familiarity with media contexts, data workers showcased certain culturally contextual 

perspectives of identity categories. Ghaliyah worked as an annotation supervisor on the ChAI project for 

interview video interpretation. Annotators on the project were asked to tag each person with a gender: 

male, female, or undefined. When asked how she made decisions about determining each person’s 

gender, she largely relied on cultural cues she was familiar with as a Muslim woman: “Most of the people 

in the videos, they were from Islamic countries. For example, for the women, most of them were wearing 

hijab. … in those countries, the cultural uniforms are divided between men and women.” While data 

workers were not given any guidelines for determining gender, she had tacit knowledge of how religious 

garb is typically divided between binary gender categories. “It wasn’t very challenging based on the 

gender norms that we have based on the society, so we just said male and female,” she explained. 
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Ghaliyah viewed something like classifying gender as something so obvious within her own culture that 

she never questioned labeling gender in her work practices.  

There weren’t always singular reliable indicators for identity categories like gender. Gender 

presentation can be multifaceted and complex. Sadham and Raiha both described that they were also 

aware that common “indicators” of gender were not always reliable, because gender presentation is not 

always static. In particular, they both referred to how men might have long hair and women might have 

short hair, or that men might have a beard or a shaved face. Sadham explained: “We know what is the 

difference between men and women … I will figure out that this is a woman, yeah, of course.” In this 

case, annotators described familiarity with diverse presentations and a knowledge there was no 

“standard” case for defining gender. Yet, at the same time, gender was still “obvious” to them. Manjola 

similarly declared that gender, in comparison to other categories like age, is “obvious ... I mean, it’s just 

that I know that they are somehow.” Obviousness and common sense are reflective of a tacit knowledge 

about visually classifying gender common across all cultures. Workers could not explain what about it was 

“obvious.” 

Gemma expressed that trying to annotate gender was difficult for her, because she was aware 

that some people are transgender or do not fit into clear boxes of male or female. “Actually for gender I 

find it a bit tricky because some people are transgender and they don't perceive they are transgender as 

another type of face, so they just put female and male … they just put it as female, male, so that’s what 

they consider most of the time in such projects.” In this case, Gemma expressed a personal knowledge of 

transgender identities that was not expressed by other data workers. Such personal knowledge reflects 

an exposure and awareness unique to her own life experience, that other data workers may not have 

experienced. Because she felt she could not make a decision about gender in these cases, she would 

relay all edge cases to her supervisor to make the decision instead. In such cases, she did not have to 

make a labeling decision; her supervisor applied the label, and the data never came back to her to verify 

it. 

On the other hand, while Gemma was concerned with gender classification because of the 

existence of transgender people, she had never questioned racial categories. She states that the 

naturalization of human categories meant she had rarely questioned other groups: “People are divided 
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into many categories. My concern was about the people who do not consider the transgender, but about 

the racial grouping, I’ve never even thought about it.” Gemma, who did a number of freelance projects 

where she had to classify everything from attentiveness to social groups, worked on a project where she 

was tasked with tagging faces with racial classifications. Much like the ChAI project, she did not get any 

instructions beyond classifying each face; the client did not provide any examples. “You know a white 

man is white, and you know that Hindus wear this type of clothes, Middle East people, they wear hijabs. 

So, it’s not something you have to ask the client each and every time how a Caucasian person looks, you 

just use your knowledge of what you know about people.”  

Ghaliyah similarly relied on her own cultural familiarity to determine ethnicity for the ChAI project. 

Because she stated that the majority of applicants appeared to wear Islamic garb, she said that ethnicity 

was relatively simple to select; she would label the majority of the people in the videos as “South Asian 

(Indian-Pakistani-...)” given her perception of their appearance, religious garb, and language. On the 

other hand, she would often label those with darker skin tones as “African,” because they did not 

necessarily align with her view of what counted as “South Asian.” For these projects, both Ghaliyah and 

Gemma relied on locally contextual and experiential knowledge about racial categories to make 

determinations about identity concepts. The ChAI project also involved multiple annotators labeling the 

same data. In these projects, disagreements between annotator worldviews began to surface, 

showcasing how not all workers interpret the data the same way. For example, Ghaliyah labeled a data 

instance as “South Asian,” while Yasmin labeled that same instance as “Black African.” 

Relying on tacit knowledge about identity also extended beyond annotating identity concepts. 

Rebecca, a freelance data worker located in the Philippines, said that she often translated the instructions 

for EnVision Data’s SensEyes data collection project from English into Filipino. Although most of the 

people she contacted for data read English, she said they’d feel more comfortable with their own 

language, and the message would feel “more personalized.” English would be more likely to trigger 

distrustful responses, because English is often used in scams or surveys. In such cases, Rebecca made 

the conscious decision to translate her clients’ instructions because she had experiential knowledge 

about how people in the Philippines perceived English-language requests as scams. She accessed that 

knowledge in order to build trust with potential data subjects.  
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  Data workers relied on their positionality to make decisions about both data annotation and data 

collection, both human-centric and object-centric data. The tacit knowledge informing data work varied by 

each data worker’s positionality. As showcased by the examples above, some data workers had 

differential positionalities that lent them unique perspectives, such as the difference between Sadham and 

Gemma’s ideas about gender categories. Even when explicit instructions do provide examples, like with 

the ChAI project and emotions, data workers must rely on their own tacit knowledge to make sense of the 

data in front of them. Further, group projects highlighted that each data worker had different positional 

perspectives, given different labeling decisions when labeling the same data. In the next section, I 

highlight some of the tensions that arise between client expectations and data worker positionalities, 

particularly given clients are not attending to data worker positionalities in guidelines and training. 

Unintended Outcomes When Positionality is Unattended To  
Clients rarely provided explicit expectations about identity concepts; such expectations were often 

implicit, by providing labels (e.g., “male” or “female,” “South Asian” or “Black African”) that evoked tacit 

knowledge about those identities. Given that clients provided little information on identity-based and 

culturally contextual expectations for their projects, data workers relying on their own experiences and 

intuitions did not always perform as expected. As participants relied on their own positionally-situated tacit 

knowledge to make decisions about data, they also often ran up against misunderstandings, introduced 

implicit biases, and engaged in unexpected practices to complete their work. In this section, I present a 

number of tensions that arose because clients did not adequately address positionality in guidelines and 

training, including: (1) misunderstanding client perspectives; (2) implicitly introducing social biases into 

annotation; and (3) navigating culturally contextual barriers to data collection. This section highlights the 

types of unintended consequences shaping computer vision data when clients do not consider how data 

worker positionalities might differ from their own. 
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Mistakes and Misunderstandings 

Sometimes, the positionally informed interpretations data workers made seemed to clash with the 

expectations of Western-centric clients. Many data workers submitted work that was deemed by the 

clients as incorrect, but data workers explained was simply different in their own cultural context.  

For example, workers had a difficult time when certain objects, like garments, differed greatly in 

their own sociocultural context from the expected context of clients. Sadhil, an annotator who worked for 

two and half years at a computer vision company before switching to freelancing on Upwork, described 

an instance of cultural confusion between himself and his client. Sadhil is based in India, and his client, 

who was based in Japan, requested annotated data for a clothing classifier. He says that in India, a 

blouse is a type of women’s clothing that goes underneath a sari, and so when he was asked to collect 

images of blouses, he “collected the images according to blouse that [I know] in India.” However, the 

client said this was not a blouse, and so he had to research what a blouse looked like in the context of 

Japan and found that it was completely different and was a much longer shirt-like garment. He had to shift 

his own view and build an understanding of what a blouse looked like in Japan, so that he could annotate 

in a way that his client deemed correct. 

Some misunderstandings also had to do with differing environments. Bernardita also had difficulty 

with annotating cars in North America. She described annotating large buses in Canada as trains. “As I 

work with different cultures, I am not familiar with all of that … everything is really different, and when I 

saw the first time a bus in Canada, I thought it was a train, so it was really confusing for me when he [the 

client] said, ‘No, this is a bus, this is not a train.’” Malik explained a similar misunderstanding when it came 

to mailboxes in North America. Mailboxes were often incorrectly annotated because annotators he 

worked with in the Global South weren’t used to novelty mailboxes, like fish-shaped mailboxes, in the 

United States. Annotation guidelines did not explain how objects and environments could differ depending 

on locale. Therefore, clients regularly approached data workers to explain their own cultural expectations 

in cases where they received labeled data that did not match their expectations. Such moments represent 

an unintentional and implicit exchange of cultural ideas, where data workers then adopt and change their 

own perspectives on the world to accommodate client expectations.  
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Misunderstandings and confusions also occurred when data workers had differential perceptions 

about identity categories than clients. For example, Gemma, who as already mentioned, was attentive to 

queer identities, described being unsure how to annotate gender in cases where she felt gender was 

ambiguous:  

“Sometimes, it’s really hard to tell someone’s gender because of their sexuality, 
someone might apply makeup or is transgender, so then you can’t know really the 
gender of that person, so in that situation, mostly I just ask the client [what they believe 
the gender should be], cuz that’s something you can’t just tell.”  

Gemma also described being unable to choose labels between multiple racial categories:  

“You cannot differentiate between a Caucasian person and Hispanic person, so it was 
sometimes a bit challenging … If I found an image I don’t understand then I can just call 
the manager or the supervisor to ask them about it … If they can’t get it, they forward it 
to the client.”  

Given data work serves client needs, Gemma would shift hard decisions to the client, so they could 

ensure the data matched their own needs and perspectives. Instances like these also highlight that 

people perceive gender and race differently and may not always be aware of those perceptions when 

applying labels.  

Many data workers referred to these instances of misunderstanding or differential interpretation 

as “mistakes,” even in cases where they might be technically correct in their own local context or there 

may be no way to ascertain a correct answer, like with gender and race. Misunderstandings—framed as 

mistakes—highlight the shortcomings of guidelines and trainings that are presented as neutral or 

technical. Misunderstandings become cultural boundary objects from which clients begin to attend to data 

worker positionalities in the form of corrections. Mistakes may also highlight for clients the limitations of 

their own positionalities, revealing realities they had never thought to include in the instructions. However, 

misunderstandings often surface during client review processes; clients notice when large swaths of data 

do not match their expectations. There are other cases when misunderstandings are so implicit that they 

become invisible. In the next section, I show how data workers would often embed their own social biases 

unintentionally in their approach to data work.  
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Implicit Social Biases 

Beyond instances where data workers described being uncertain about the cultural or identity-based 

labels they were applying, some data workers showcased implicit social biases when trying to describe 

annotation difficulties. They did not describe their perspectives as biases explicitly, but instead 

demonstrated having more difficulty interpreting certain gender, race, and age groups. In some cases, 

their explanations of these difficulties reflected common social biases that permeate across cultural 

contexts (e.g., anti-Blackness, anti-Asianness) and are commonly reflected in AI.  

Most data workers did not express finding annotating expressions any more difficult for men or 

women, besides one: Sumbul. Sumbul described having more difficulty understanding the emotions of 

women in comparison to men when annotating the Emovos project. She said, “Woman are mostly difficult 

to know in which mood they are than men. For example, we saw the disgust and fear expressions mostly 

in woman, not in men. In women, it was a bit difficult to know in which mood they are.” As an example of 

gender bias, it is interesting that Sumbul had a harder time identifying the emotions of people of the same 

gender identity; while she could not describe what made it more difficult in concrete terms, it is likely that 

internalized perspectives of women influenced her perspective that women’s emotions are more difficult 

to read.  

Sumbul, who is relatively young, also described having more difficulty understanding the 

emotions of younger people. “Because we know that younger people are more excited and they show 

other expressions as well, but the younger was a bit more difficult than the olders.” In this case, she 

ascribes a wider range of diversity of emotions to younger people, which means she both has a harder 

time annotating them and is viewing older people as portraying more simplistic expressions. The age bias 

she demonstrated may impact annotations for both young and old faces. In collecting different selfies of 

people on the street, Manjola, though she claimed age was “easy” to tell because older people have 

“wrinkles,” still could not identify specific age brackets just by looking at people’s faces. 

The majority of biases that data workers exhibited were racial biases. In particular, data workers 

living and working in homogenous cultural contexts expressed having difficulty annotating certain features 

on certain ethnic groups of people. Bernardita, Raiha, Sadham, Lyonis, Pelumi, Shokouh, and Wares all 

described having difficulty annotating certain racial groups, across multiple different project types. In 
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particular, participants across multiple countries described having difficulties with Black and East Asian 

individuals specifically. Wares stated, “Different people, for example, Chinese, Japanese, Korean, and 

African … the difference between them are a lot greater than between male and female.”  

Bernardita described accidentally annotating different people as the same in a facial recognition 

project. She attributed her mistakes to an implicit racial bias, which made her unable to distinguish the 

difference between different Black individuals. Wares and Shokouh, were both Afghan-based workers 

hired by EnVision Data for the Emovos project focused on assigning emotion to different faces. Both 

expressed having a difficult time interpreting the emotions of certain groups. Shokouh described to me 

that “Africans” were particularly difficult for her, saying that:  

“Tagging the expression of sad and angry was a little bit hard … Sometimes we thought 
that he or she was angry, but it was not like that. The type of their face was like that, so 
we had to look closely … [Africans] looked serious and also … the type of their 
eyebrows, it was a little hard to recognize.”  

Lyonis portrayed these difficulties as if they were more technical than social, stating: “There are 

some races, which definitely will be very challenging just from a general point of view.” Lyonis, Pelumi, 

and Raiha all had difficulty annotating East Asian faces, particularly emotion and keypoint annotations 

around the eyes. “Like you go to like China, or like to maybe Korea, there is a little bit it's a little bit hard to 

figure out the corners [of the eyes]” (Lyonis). Though her intent was not malicious, Raiha described this 

difficulty in ways that reflected common racist descriptors about East Asian eyes, saying she had a hard 

time because they are not “completely open.” She felt that guidelines specific to East Asian faces would 

help her improve her annotations.  

Positionality represents how a person fits into a metaphorical space; how one’s position enables 

them to more closely relate to or understand those like them, while disabling their ability to relate to or 

understand those unlike them. The implicit biases held by annotators against East Asian populations 

might result in less accurate keypoint annotations, while the biases annotators had about both African 

and East Asian populations might result in harmful stereotypes around emotion. While popular media was 

seen as a resource for data workers to ground their interpretation in specific contexts, it was also seen as 

a potential source of biases. Sadham expressed concern that social media and television could “give 

wrong ideas” about specific groups of people. He said that media he has encountered has promoted 
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racist ideologies such as “Black people stealing stuff” and Asian people being “full of disease,” especially 

during the current political climate around COVID-19. He was concerned that such ideas might be 

insidiously shaping data work practices. In the absence of explicit guidelines, data workers fell back on 

things like media to act as training guidelines. Clients seem unlikely to consider the ideas that data 

workers are exposed to about identity in media, or in other aspects of life. Insidious and unintentional 

racial biases were not accounted for in how clients approached or assessed the projects. 

Many of the instances of social biases are particularly hard to ascertain, because the task and the 

bias are not necessarily the same. For example, in annotating emotion, many data workers displayed 

racial biases. It is difficult to notice the intersection of social bias and misunderstandings. Clients may be 

unable to discern less accurate keypoint annotations for East Asian faces or attributing more negative 

emotions to Black individuals. This difficulty could arise because those annotation differences are not 

glaringly “incorrect” in the way that labeling a bus a train. It could also arise because both client and 

annotator share similar implicit biases, especially considering Sadham’s observation that identity beliefs 

may be learned from Western or global media. Also, while the biases data workers held themselves were 

implicit, they explicitly named the groups of people they had difficulty with. It is likely that other biases 

remain entirely invisible, simply because workers do not find annotating them difficult. 

Differential Expectations for Data Collection 

Thus far, the majority of the unintended outcomes in this Section have focused on how data workers 

imbue data with unexpected or biased positional perspectives. However, the positionalities data workers 

inhabit also impacted how data is collected. Data collectors approached data collection tasks dependent 

on their understanding of how the potential data subjects they were recruiting might treat them or react to 

data requests.  

Some participants described barriers to data collection that were specific to their local context and 

cultural beliefs. Their knowledge of these specific beliefs gave them the ability to navigate and circumvent 

them to complete their data collection tasks. More specifically, Gemma, Jaako, and Manjola all described 

issues that they faced when collecting selfies for the SensEyes project. 
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Gemma and Jaako, both based in Kenya, described similar culturally contingent barriers to 

collecting face data. Both describe common religious concerns about face photographs being used by 

data collectors for “black magic” (Gemma) and “devil worship” (Jaako). Gemma explained that there were 

times asking participants for their face data that they became violent with her, because they did not trust 

her intentions. “Some become violent when you're taking their pictures … especially [when] there are 

some projects like you have to take pictures of children,” Gemma explained. Her tactic for trying to make 

collection easier and to avoid potentially dangerous situations was to offer a portion of her payments to 

participants.  

Jaako, on the other hand, said he would lie to participants about what the images would be used 

for, saying that they were for a personal project: 

 “I told them that is my project, that I’m coming up with, that I'm creating an identity 
management system that could be used in future for the bank, and I needed their 
support for the videos. That’s how I made them believe me, because if I told them it is 
something international, they wouldn't believe and they would have thought it was a … 
some kind of, devil worshiping thing, because in Africa, people are very primitive still … 
Most of them are not finished primary school, and I think that’s the reason. They are 
primitive.” 

Jaako, who expressed a positive perspective of technology and AI, in particular, described the 

culture in Kenya as “primitive” multiple times. He stated that anything involving the internet and 

international communities was seen as a potential scam, and that being scammed was quite common, 

especially for older people. “In Kenya, older people have so much beliefs in their cultural values and they 

believe anything westernized, anything foreign, is either a scam or is satanic.”  As an aspiring software 

engineer, his views seem to indicate an internalized westernization around technology. “I come from a 

very humble background and talking to someone international has never been a dream in our 

community,” he told me, describing how his involvement with Upwork projects is benefitting his education 

and work portfolio. “Maybe when I get another project, this time I'll maybe explain to them exactly what I'm 

doing and I’ll enlighten some of them.” His words indicate that a positive view of technology is more 

reasonable and that people in the community should not be concerned with donating their face data.  

Much like Jaako, Manjola also decided to lie about the commercial purpose of the data she was 

collecting. She did so in order to ease the situation and avoid uncomfortable encounters with strangers, 

who might otherwise question her intentions. Further, Manjola described being wary of approaching 
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strangers as a woman and allowed her older woman neighbor to accompany her. “I find it more 

comfortable with women, but I think men were really nice too, like really available to help, and some of 

them were with their wives, so it was easier for me to communicate openly.” Further reflective of a 

broader social concern about women interacting with strangers on the street, Manjola said she did not tell 

her father she was doing this type of work, because he would be troubled by the idea of her going house 

to house to collect data. Lyonis, on the other hand, said that women were much more reluctant to talk to 

him, given that he was a strange man. 

Both Gemma’s and Jaaako’s stories provided interesting insights into barriers to accessing 

certain populations ethically which Western companies might otherwise overlook. Gemma, who was 

honest with participants, faced potential violent backlash from people in her community. In order to make 

it safer and easier to collect data, she gave participants a portion of her earnings. Jaako was put in a 

position where, in order to complete his task and maintain a positive professional profile on Upwork, he 

felt it was necessary to lie to navigate cultural taboos he was personally familiar with. On the other hand, 

Manjola faced barriers specific to being a woman approaching strangers for their data and being unsure 

how they might react; Lyonis was less able to collect images of women because of their perception of him 

as a strange man. Manjola’s and Lyonis’ differential gendered experiences also highlighted that collection 

of certain genders might be more or less difficult depending on the gender and presentation of the data 

worker.  

Data workers had in depth knowledge of cultural beliefs and local behaviors that clients and 

EnVision Data were entirely unaware of, reflecting a specific positional familiarity and expertise that those 

based in the Global North or Western regions were unprepared to account for. Such localized positional 

knowledge allowed the data workers to complete their work, which was necessary for their financial 

wellbeing. However, these examples also indicate that not all data collectors are able to easily access all 

populations very easily, solely because they are in a certain location. That could mean that the data 

collected is biased towards others they are more comfortable or able to approach. Further, clients were 

unable to predict or understand the cultural context of their data workers and how it might implicate the 

collection of their datasets. The selfies Jaako and Manjola collected for EnVision Data were collected in a 

way that could be deemed unethical, despite the BPO’s mission to provide ethical data to its clients.  
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When data is collected, workers act as the connective tissue between client expectations and the 

cultural worlds that data subjects inhabit. Data collectors become aware of the context of collection, the 

culture data subjects are situated in, and how they might navigate data collection to meet client demands. 

To meet project goals, data collectors attempt to hone their tacit knowledge about culture to ensure 

collection is successful. Clients were unlikely to understand the contextual barriers to collecting data and 

how data workers might navigate those barriers. EnVision Data was entirely unaware of the cultural 

beliefs Jaako was collecting data in, or that he was lying to participants about their data use to complete 

the project. 

Awareness of the Limitations of Personal Positionality 
While thus far, the Findings of this work suggests that positionality is always implicit to data workers, there 

were also instances where data workers were aware that they held differential positionalities, Participants 

acknowledged that some concepts were unfamiliar to them and thus presented more difficulty to their 

work. Participants acknowledged several different positional characteristics that might contribute to poorer 

data work outcomes, including language barriers, inexperience with certain groups of people, and the 

desire to avoid causing harm due to a lack of knowledge or familiarity.  

Given that the majority of participants serviced clients in the Global North, commonly seen as 

“Western” countries, most clients relayed instructions to data workers in English. Maakarim noted that this 

might cause gaps in fully understanding or interpreting instructions. In discussing the required ethical AI 

training module in particular, he said that the majority of his colleagues have an “under intermediate level 

of English” and that “the command of English for the course is higher than they have.” He stated that 

even when subtitles were available, many workers would push themselves to understand English 

because it is “the language of the environment” (data work).  

It became apparent in discussing the course with data workers that many of the concepts were 

being interpreted differently than intended. The course was aimed at teaching workers how to collect and 

annotate data “without bias,” but the majority of workers viewed the term “bias” as directly related to the 

examples given in the course. For example, Azyan, Hijrat, Baksish, and Sadham all believed that the term 

“bias” was specifically about ensuring equal representation between men and women, as that was the 
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example given in the course. Raiha was unable to explain her understanding of the term “bias.” Maakarim 

was the only participant who discussed the ethical AI training module who extrapolated the term “bias” 

beyond this singular example to more broadly discuss it as equity or fairness as a concept. It is likely that 

the term “bias” and how it is explained through examples in English did not translate conceptually for 

those workers whose strengths were in their first language, and not English. Beyond training, many 

concepts in implementing data collection and annotation tasks might be misinterpreted or confusing for 

annotators, because they are either underexplained, narrowly scoped, or conceptually untenable between 

languages.  

However, despite ambiguity around the term “bias,” some data workers were aware of the 

potential for different biases to impact data work. They were concerned about annotators accidentally 

embedding their biases in the data. For example, Aakrama discussed his fear that bias would permeate 

how Arab people were assessed in the ChAI project.  

“I think the culture is important, because … maybe you know, in Arab culture, people 
speak loud, and most of this video is about Arabic culture. When you don’t know, 
thinking this man is angry, but some people in Arabic country speak very loud … and 
when you don’t know this, maybe you make a mistake about this man, [like he] is angry 
or have a problem … And sometimes, in this project, because this project is in English 
language, sometimes people, because they don't have knowledge about language, 
cannot speak it. But if speaking native language, [they] don’t have a problem. We can’t 
decide … is it about language or about nervous[ness] or stress … because the person 
is trying to find some word to say but you might be thinking it is about nervous[ness] or 
stress. … In this project, we have this problem because we don't know about [the] 
Arabic language, but most of the people speak Arabic, and when you don’t have sense 
about what this man say, can’t decide correctly what the passion of the person is.” 
(Aakrama) 

Aakrama highlights concerns about potential implicit cultural biases leading to Arab speaking 

candidates in the ChAI project to be rated more poorly in desirable categories, like “Would you invite this 

person for a job interview?” It is possible that those annotators who do not understand speaking patterns 

or facial expressions commonly presented in Arabic cultures view individuals negatively. Further, 

Aakrama feels that crucial context for properly rating videos is lost when the annotator is unable to 

understand the language in the videos, or when the candidate is asked to speak in their non-dominant 

language. Gemma spoke to how collecting data was much more accessible to her due to shared 

language. “So, I mostly collect data for Africans, because language is something different, when you 

speak to someone in your language they can understand you [more] easily than going to speak to 
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someone who doesn't understand your language,” she explained. Concerns about annotator biases also 

highlight the interaction between annotator worldviews and data subjects. Certain characteristics may 

only be legible to annotators who identify a shared positionality with how they perceive the data subjects. 

Aakrama might find confidence in the speaking patterns of Arabic data subjects, while other non-Arabic 

annotators might find this confidence illegible to them. Gemma also takes on the role of shaping what 

data subjects look like in her work, opting out of collecting subjects unfamiliar to her.  

Bernardita similarly acknowledged the subjective role annotators play in interpreting data 

subjects’ identities. She explained that the majority of mistakes she sees annotators make is with people 

of color:  

“Sometimes it happens to me, that I think they are the same person and I have to 
message my client and say can you help me, I think this is the same person. I think they 
are really similar, but sometimes because they are, how to say this, the color of the skin 
… Black people, I think it’s a little bit more difficult for annotators to identify them … 
[they] look almost the same. We are not used to see those kind of people.”  

In this statement, she is openly acknowledging that she specifically has a difficult time 

distinguishing between different people in images or videos when they are Black. She attributes this 

difficulty to underexposure to Black individuals in the area that she lives in, evoking an other-race effect 

(see (Anzures et al., 2013)). Gemma stated that she only collects images of Africans, because she 

doesn’t have “access [to] a lot of Caucasian people … other people can do [that collection].” Gemma 

actively limits her role as a data collector to data subjects who are accessible and familiar to her. Gemma 

provides an example of how a data worker might attempt to limit their own biases in their work. Yet, such 

personal responsibility fundamentally requires that a data worker is aware of their own positional 

limitations—and that clients are pliant to such decisions.  

Maakarim felt that he could attempt to close positional gaps by “putting [himself] in another’s 

shoes” and trying to do more research on certain identities: 

“I do know the LGBT, there are multiple genders … I'm not quite knowledgeable in this 
area, so maybe I have to make my research before I speak about it. I do because 
maybe sometimes I do not have enough context or knowledge knowing which label will 
make this person anxious or feel bad if he saw it somewhere or affect his life. I might be 
concerned if I have doubt about the label, even if I was under supervision.”  

In this example, Maakarim starts with a base knowledge of LGBT and gender expansive identities 

but is aware that his knowledge is minimal. He describes feeling “concerned” because he might 
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accidentally label data in a way which is offensive or causes harm to LGBT populations. Research in this 

case is an attempt to close the gaps caused by his own lack of experience with LGBT populations, while 

also realizing he still might not feel comfortable annotating such data. Further, tensions arise between 

Maakarim’s concerns about what a potential data subject might feel about his interpretation of their 

appearance, but his work is actually focused on providing data to an organization who might otherwise 

not be concerned with the data subject's feelings. Maakarim has chosen to prioritize, at least on an 

emotional level, the potential harm his individual interpretations could cause to a data subject, even if his 

work—and income—are predicated on a client’s desires and beliefs.  

The limitations of interpretation were not pressing for all participants, like they were for Maakarim, 

but they were pressing for some. Much like Maakarim acknowledged the limitations of his own 

interpretation of gender, Sadhil, Malik, Bernardita, and Sadham all acknowledged that while some 

concepts may be the same across countries, many concepts differ from country to country. Sadhil said, 

“Same in any country, if you are working on human fall detection, it’s the same in all countries. But when 

the thing is for the clothing, it can be different in different countries.” Malik, a freelancer based in the 

United States, similarly commented on how certain clients might seek data workers from specific cultures 

due to these differences:  

“I had a meeting with someone who worked at LabelBox, so she used to manage the 
labeling there, and she told me that … some tasks that require some knowledge of 
fashion, like clothes and this kind of stuff, they look for Americans as well because, like 
the culture, like, it's important to look at it from an American perspective.”  

Bernardita described how cultural differences can cause confusion for data workers. “When we 

are talking about culture, we can say that it’s a little bit confusing to do our work, because they have 

different things, … and we can consider both things, can be the same, but we know them as different 

things.” Sadhil, Malik, and Bernardita—as well as the woman at LabelBox Malik is referring to—actively 

acknowledge that culture plays a role in how certain concepts are labeled for computer vision tasks. 

Wares summarizes how annotation is not an objective process and that “ground truth” is imbued 

with specific values. He described an instance on the Emovos project where he had disagreed with his 

supervisor on what was the “correct” label, specifically because he believed that there was no “correct” 

answer. “It’s about recognition from every person differently. When we look to someone, we select the 
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things that we get from their face … but maybe, another person gets something else. … we select the 

expression we think [is] right the most.” Wares, who himself described difficulty annotating certain groups 

of people, was explicitly aware that each person saw each image differently, and thus each annotation 

was more a reflection of the annotators’ own worldview. Sadham felt that this diversity of worldviews was 

the most difficult aspect of data work. He explained, “Everyone, he will have his own idea, so we have to 

be aware about it, and our supervisor also teach us about … wrong ideas. So, we have to contact each 

other and report about any problem.” He believed that clearer communication between data workers and 

also with supervisors would mitigate issues caused by disagreements about data work. 

As demonstrated throughout the Findings, the gulfs between client and data worker positionalities 

were a major source of tension, misunderstanding, and unnoticed bias. Gaps between different data 

workers also led to differential approaches to data annotation and collection and to concerns about limited 

worldviews and implicit bias shaping the data. Homogeneity in data work teams also led to more limited 

worldviews about concepts like identity or cultural context. Therefore, as I present in the next section, 

participants still felt that diverse worldviews were beneficial to data work.  

The Benefits of Diverse Positionalities in Data Work  
Despite some of the concerns in Awareness of the Limitations of Personal Positionality, many participants 

expressed a belief that diverse perspectives and experiences can improve the outcomes of data work. 

Data workers believed that the diverse positionalities of their peers helped to educate them and expand 

their own worldviews, and also helped to close knowledge gaps in the annotation process. As Abyar 

commented, “The more we work, the more we know.” Work experience, especially with diverse 

colleagues, can make data workers more effective and thoughtful in their approach to their work. As 

workers are exposed to different perspectives and ways of viewing the world, they develop new tacit 

knowledge that influences their approach to their work. 

Raiha expressed that having a diverse team made datasets not only more accurate, but also 

helped to avoid biases: “When we collect the dataset we need people from different nationalities, different 

races, … maybe gender also… in order to collect a good and accurate dataset.” Raiha attributed the 

diversity of worldviews from the types of diverse positions a data worker might occupy as a boon. Despite 
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the different opinions workers might bring to the table, Raiha felt the more diverse a workforce is, the 

more accurate the annotation would be. She also felt that the more voices there were in the room, the 

more likely it was that a dataset would avoid undesirable outcomes, like racist views.  

It is possible that some might view more diversity as potentially negative, as well. Maakarim 

commented directly on the notion that diversity could be negative or cause less accurate data work. He 

stated: “I do not think diversity is a bad factor or corruptive but is completely the opposite … the 

cooperation between those different backgrounds will help us solve many problems.” Much like Raiha, he 

believed that differing experiences or perspectives can bolster teams’ weaker areas. “Especially if we 

have like, some of us have shortage in language or not really understand the context in which the 

guidelines or the client is having the AI model work for.”  

Finally, Ghaliyah applauded EnVision Data for hiring data workers from different parts of the 

world. She said:  

“The most important thing for AI is that we have different opinions, different ways of 
thinking. Of course, it depends, I think. For example, some annotators from one 
country, they will annotate some way. And the other people from different countries, 
they annotate another way. I think it depends on the society … I think the background of 
the annotator depends on the decision he or she makes for the annotation too.”  

Through this statement, Ghaliyah acknowledges that people with different positional experiences will view 

the world in different ways.  

None of the participants in this study expressed negative views of diversity. Instead, participants’ 

commentary insinuates that having diverse teams working on the same project might provide a richer and 

fuller vision of the world. At least, having diverse data work teams can highlight the different perspectives 

which are currently being overlooked or made invisible by current processes. Much like standpoint 

theorists, participant viewpoints on diversity recognize that people approach problems from different 

positional perspectives. Most importantly, these different perspectives may fill gaps which may otherwise 

be missed—and eventually introduce negative and harmful outcomes once a model is deployed.  
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Discussion 
I have built on the prior work of Miceli and Posada (Miceli & Posada, 2021, 2022) to center data workers 

and their practices, specifically in the development of computer vision datasets. I have documented the 

ways that data worker positionalities influence their work, as well as lead to unintended outcomes in 

scenarios where positionality is not attended to. I have revealed the limitations of personal positionality 

that data workers are aware of. At the same time, I have documented that workers still believe diversity is 

a boon for computer vision.  

I will now discuss these findings, further contextualizing the role of positionality in data work. I 

begin by breaking down what a lens of positionality applied to data work awards us. I describe the 

benefits of attending to positionality. I highlight two insights which offer opportunities for computer vision 

practice. First, I describe how understanding positional perspectives in data work allows us to then attend 

to positional gaps that would otherwise be invisible. Second, I illustrate how attending to positionality from 

the vantage point of data workers reveals a larger web of positional actors involved in data work. 

Approaching the positionality of data workers as part of this web also reveals gaps and misalignments in 

the relationships governing data work.  

Influence of Positionality on Computer Vision Data 
As demonstrated by the Findings in this study, the positionality of data workers is salient to data work—in 

both data collection and data annotation, and across human-centric and object-centric data types. 

Concretely defining the way data workers referenced and exercised their subjective positions is difficult, if 

not impossible, given workers referred to a tacit knowledge influenced by a number of interlocking 

identities and relationships in conducting their work. Much like Rose argues (G. Rose, 1997), I found that 

fully accounting for positionality in research contexts is an ideal; despite reflexive practice, much of 

positionality is inaccessible and uncertain, especially when analyzing the practices of research subjects 

through one’s own positional lens. Rather than attempt to define a taxonomy of data worker positionality, I 

instead revealed the multitudes of positionalities participants expressed in discussing their approach to 
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work.  Understanding how data workers express their positionality through their work allows us to do two 

things.  

First, it paints a more contextual and rich image of how identity concepts are applied to data 

concepts for computer vision. It reveals how workers refer to culturally situated notions about identity, 

rather than idealized universal ones—like religious garb and what it communicates about gender. Identity 

is designed through a positional lens. Given that identity is interpreted through the eyes of data workers, 

workers have differential standpoints. They hold knowledge about some identities, but not others, which 

reflects their exposure to certain ideals and whether they believe them (e.g., understanding of trans 

people, exposure to certain media portrayals). Such knowledge is deeply innate, based on experiences, 

values, local context, and economic conditions. Thus, beliefs about identities are largely obvious to 

workers and difficult to unearth. Nonetheless, attending to positionality and attempting to piece apart how 

it manifests in data work reveals the gaps in current practices. Gaps in worker knowledge, worker/client 

communications, and client expectations begin to emerge. We can then more acutely attend to closing 

such gaps. 

Second, it reveals a web of positionalities present in the process of data work. Figure 14 

showcases the web of relationships revealed through examining only data workers as the central point, 

but one could imagine centering clients or supervisors would expand this map of positionalities into 

further networks. Data workers not only interpret data instances, like individual images, through a 

positional perspective. They also negotiate positionality with other human actors during the process of 

their work. For example, Jaako relied on his own positional familiarity with cultural beliefs in Kenya to 

navigate asking data subjects for their face data. Gemma decided to offload the responsibility of making a 

decision about gender classifications to her supervisor when she was unsure. While data workers are 

central to this specific study, the others that data workers interact with also have their own positionalities, 

which influence the practices of data work. While not documented in the scope of this study, Gemma’s 

supervisor then had to make their own decision about gender, as influenced by their particular standpoint. 

Even data instances themselves demonstrate a specific worldview, documenting a place, time, and 

perspective as they are captured. Positionality has a different impact depending on what the data options 

are (e.g., data workers having trouble when data has people of certain races). Such realities are 
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demonstrated through the distrust data subjects had of English calls for participation, causing Rebecca to 

translate them into Filipino.  

 
Figure 14. A diagram illustrating the other positional actors that data workers interact with. Data workers 
interact with data instances, but also data subjects, trainers, supervisors, clients, and other data workers. 
Further, all of these positional actors may interact with each other outside of the context of centering data 
workers. Data subjects may also interact with data instances, and supervisors interact with trainers. Each 
actor in this network may influence and negotiate with one another. 

 
As argued by Miceli and Posada (Miceli & Posada, 2022), instructions begin to offer glimpses into 

the worldviews of clients, which data workers must attempt to adopt. When Sadhil interpreted the 

definition of a “blouse” as something different than the clients’ expectations, it revealed that the client also 

had their own worldview which was otherwise left implicit in the term “blouse.” While such definitional 
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worldviews are often easily reconciled with communication and examples, many other worldviews are 

much more difficult to address. For example, trying to attend to differential perspectives on keypoint 

annotations for certain racial categories is more difficult, because “accuracy” is dependent on pixel-level 

annotations. Further, many worldviews are so deeply embedded that workers likely couldn’t describe 

them; trying to build shared understanding about such deeply implicit perspectives is extremely difficult. 

Jaako’s perspective on his own country’s culture as “primitive” also begs questions about the relational 

exchange of positional perspectives between data workers and their clients in the Global North. Did 

Jaako have this perspective due to his regular interactions with more technocratic clients, or was it 

something else? Attending to questions raised by the web of positional actors involved in the process of 

data work, and how data workers relate to this web, reveals a reality that data workers aren’t the sole 

source of “bias” in computer vision. There is ample opportunity to further understand how relational 

positionalities shape data work—and thus intervene at these points of interaction. 

The Failures of Bias Mitigation Approaches 
Positionality is complex. Much of the positional standpoints that data workers are operating from are 

invisible. To make matters more difficult, workers also have a difficult time articulating the role of 

positionality in their decisions. Further, positionality is not confined to the individual. Positionality is 

relational. Data worker perspectives are shaped through interactions with trainers, supervisors, clients, 

data subjects, other data workers, and the data itself. Exploring positionality reveals the limitations of 

viewing data in computer vision from a positivist episteme—as something objective, neutral, and 

containing an inherent ground truth.  

Current approaches in bias mitigation (e.g., Gong et al., 2019; Harrison & Pan, 2020) attempt to 

debias and align data with some universal truth. Bias discussions often imply that bias can be easily 

identified, measured, and mitigated. Bias mitigation frames bias as discrete categories to be attended to 

and measured, presenting group parity or performance parity as fair (Kong, 2022). From the perspective 

that data is not biased but instead laden with positional worldviews, bias mitigation approaches can be 

seen as a failure to attend to positionality. Rather than attend to bias as the implementation of a specific 

worldview on identity, bias mitigation largely assumes one reality is correct. For example, “debiasing” 
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gender classification technologies might showcase parity between the categories of female and male 

(e.g., Das et al., 2019). However, this parity might mask the reality of different perspectives and realities 

of gender. First, it fails to account for other lived experiences like trans experiences, other gender 

identities outside this binary worldview like non-binary genders, or other intersecting identity categories 

like race or skin color. But further, it fails to acknowledge what gender means in context. Data workers 

embed cultural perspectives about race, gender, age, emotion, clothing, etc. For what culture, time, or 

politic does gender parity operate?  

Further, bias mitigation approaches fail to account for the context of data generation and 

annotation. In data work, the tools that data workers have are: instructions (which they do not always get), 

their positionality, and their exposure to the categories they are expected to collect or annotate. Clients 

imbue guidelines with their own worldviews, yet fail to acknowledge, document, or explain these 

worldviews. They also fail to account for data workers as people with their own positional perspectives. 

Clients in the Global North regularly fail to realize that data workers might be unfamiliar with certain 

Western-centric categories, like Hispanic vs. Caucasian (e.g., Gemma). They do not account for how 

exposure to certain categories might occur for data workers. Often, this is through daily life, or exposure 

to media, which may or may not reflect the expectations of a Western context. Clients instead present 

barebones guidelines that do not engage with differing perspectives or provide examples that clearly 

articulate an expected worldview. Implicit in this failure to account for data worker positionalities is the 

expectation that workers automatically adopt a Western worldview. 

In reality, bias mitigation can make “bias” invisible. Invisible are the ways that data workers, 

operating from specific positionalities, interpret the instructions given to them by clients, whose own 

positionalities influence these instructions. In reality, positionality very subtly shapes data and thus model 

outcomes. Model outcomes can differ between contexts based on data (Sen et al., 2015), showcasing 

there is no universally unbiased gold standard for computer vision. The types of subtle “biases” that arise 

when exploring the nuances of positionality reveal major limitations to a positivist, universalist approach to 

machine learning and fairness.  
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Positional (Il)legibility  
Even in cases where a model does perform well in its intended context, applying the lens of positionality 

to data work can reveal how practices influence data work, in desired or undesired ways. Given that 

positionality gives workers certain perspectives—and some workers might be epistemologically “closer” to 

certain subjects than others—I propose an approach that attends explicitly to epistemic standpoints. 

Rather than focusing on whether data is biased or unbiased, I propose attending to certain perspectives 

in data work as either legible or illegible to workers. Positional legibility refers to perspectives on data that 

are familiar, clear, and understandable to workers. On the other hand, positional illegibility means that 

data workers are unfamiliar with or do not understand the data they are working with.  

 

 
 
Figure 15. A visual representation of different levels of position (il)legibility. Data Worker 1’s positionality 
(e.g., gender, race, culture) aligns most with the data instance, making the data positionally legible to them. 
Some of the data instance is legible to Data Worker 2 (e.g., gender), but not all of it—they are viewing it from 
a much different angle than Data Worker 1. The data instance is illegible to Data Worker 3, who has no 
experience with any aspects of the data instance; they instead view the data instance through the lens of 
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others—like client instructions or media—but have no personal experience with the characteristics 
themselves. 

 
Prior scholars have also proposed that worker identity influences the accuracy of their work. 

Those with identities shared by their data subjects are more accurate at annotation, for example (Patton 

et al., 2019). However, in a positional-first approach to annotation, accuracy is not the primary goal, as 

accuracy purports a universal ground truth. Unlike traditional debiasing approaches, the notion of 

positional (il)legibility would mean adopting an interpretivist epistemology that posits there is no objective 

reality, only subjective and situated interpretations.  

Currently, context in the process of data work is lost to debiasing approaches. Workers tacitly 

refer to positionality as an interpretive resource—making sense of a western mindset as best as they can. 

They must translate the positionality implicit in guidelines through their own lens, then conduct the work 

based off of their interpretations. Misunderstandings reveal gulfs between positionalities of clients largely 

based in the Global North and data workers based in the Global South. For example, clients looking to 

collect data ethically might not realize when data workers have breached their own personal view on 

ethics. In such cases, data workers likely do not realize when they are engaging in “problematic” practices 

from the perspective of western ethics. They are not being purposefully unethical but are relying on tacit 

knowledge about the context of collection to get their jobs done. Similarly, clients assume that data 

workers in different contexts, where racial and gender categories might differ greatly from client countries, 

will innately understand these categories without examples. They not only fail to consider these 

categories may have different meanings (or no meaning) to data workers, but that any knowledge of 

these categories that workers have might come from portrayals in the media, rather than from exposure to 

people in their daily lives. Such exposure might result in annotations Wares was concerned about, that all 

Arabic men in hiring videos are “angry.” Clients need to make their own positions on data work legible to 

workers explicitly, outlining their own worldviews, their expectations based on those worldviews, and why 

it matters. Clients also need more open channels of communication, so that workers are not solely 

relaying confusions or mistakes, but also negotiating their own perspectives. Some data might be more 

legible to data workers than they are to clients. Gemma might have more knowledge about gender 
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identities beyond cisgender male or cisgender female than her clients. However, current practices 

prioritize the worldviews of clients, regardless of whether the data is actually legible to them.  

Adopting positional (il)legibility as an approach to classification, rather than assuming that 

objective classifications are possible regardless of data worker positionality, embraces positionality by the 

horns. Positional (il)legibility assumes positionality is always present in data work, given the range of 

positional actors involved in the process. Given that positionality is always present in data work, and thus 

data work is never neutral, objective, or “unbiased,” we might design guidelines, select data workers, 

question assumptions, and attend to open questions surrounding issues of positionality by mapping out 

our relationships with data instances (much like Figure 15). Wares’ point about contacting one another 

when confusions arise points to areas to begin closing these different gulfs: better training, better 

guidelines, and better communication. While there are already many resources available for hiring and 

training data workers (e.g., Lee et al., 2022), creating guidelines (e.g., Kornilova, 2022; Oshodi, 2022), 

and documenting decisions (e.g., Gebru et al., 2021; Miceli et al., 2021; Mitchell et al., 2018), there is still 

ample opportunity to appropriate such resources for a positional approach to classification, rather than a 

positivist one.  

Conclusion 
Computer vision is premised on its training data, the data used to train a model what the world looks like. 

The necessity of training data has resulted in a whole new industry of tech work, called data work. Data 

workers collect and label the images needed to train computer vision. Emerging research on data work 

for machine learning has revealed issues of economic precarity (Altenried, 2020; Anwar & Graham, 2021; 

M. Graham et al., 2017) and a lack of power over work conditions and procedures (Heeks, Graham, et al., 

2020; Miceli & Posada, 2022; Williams et al., 2022). Nonetheless, data workers are regularly expected to 

provide “unbiased” and objective data in the pursuit of fair computer vision. 

This study rejects the notion of “unbiased” and objective data to specifically explore how human 

positionality—the standpoint through which an individual views the world—influences the processes and 

outcomes of computer vision data work. I conducted 27 interviews with data workers (employed as 



 

262 
 

freelancers or at a data BPO) about how they interpret identity concepts when doing collection and 

annotation work. I found that worker positionality influences decisions during data work through implicit 

tacit knowledge, which data workers had a difficult time articulating. I also found unintended and 

unexpected approaches to data work, like social biases and unexpected collection procedures. Such 

unintended outcomes occur when positionality is not explicitly attended to by the clients hiring them. 

I discussed how attending to positionality in data work reveals both the gaps in worker 

perspectives, but also a range of positional actors that influence data work. I outline how current 

approaches to bias mitigation in computer vision actively fail to account for bias beyond a positivist view 

of “correct” versus “incorrect,” instead of attending to the reality that positionality is not black or white. I 

propose positional (il)legibility as a framework for capturing positionality in the data work process and 

actively attending to both the pros and cons of positionality in data work. 
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9 
HOW WORK PRACTICES REFLECT 

POWER 
 

In the previous two chapters (see Chapter 7 and 8), I uncovered how both traditional tech workers 

and data workers actively refer to tacit knowledge informed by their positionalities when conducting 

computer vision work. Both traditional tech workers and data workers rely on their own experiences and 

perspectives about the world to do their work—their individual positionalities (see Chapters 7 and 8). 

Even while the design of computer vision categories made at the traditional tech worker level are often 

portrayed as neutral or objective (see Chapter 5), every design is a choice made via negotiation with 

other workers and the broader context of artifact development (see Chapter 7). Similarly, data workers 

rely on their own worldviews to interpret how to collect or annotate data (see Chapter 8).  

Positionality is salient to both types of workers, yet has largely been implicitly acknowledged in 

work on data worker bias (e.g., Davani et al., 2021; Kutlu et al., 2020; Sap et al., 2022). Few studies have 

been conducted on the role of traditional workers in defining identity concepts. Such an acute focus on 

data worker bias over an examination of the role of traditional worker positionality highlights one of the 

findings of this chapter: traditional tech workers are viewed as making value tradeoffs about identity in 

computer vision, while data workers are seen as introducing bias. While scholars have examined the lack 

of power given to data workers and their resulting exploitation, there is opportunity to understand how 

data workers’ positionalities are constrained by traditional tech worker beliefs and practices. Through 

engaging directly with this opportunity to understand positional power in computer vision, we can both (1) 

understand the relationship between data workers and their employers, traditional workers, and (2) 

actively reflect on how traditional workers instill their own “biases” (i.e., perspectives) as well. 

In this chapter, I examine the relationships between traditional tech workers and data workers 

throughout the lifecycle of computer vision dataset development. Beyond data being viewed as the main 
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source of bias, datasets are used to train computer vision models to classify the intended categories. 

Through an examination of the relationships between workers, I reveal the power dynamics present in 

development that limit individual workers’ positional perspectives—especially data worker perspectives. In 

reality, not all workers involved in computer vision are equally empowered to define and negotiate identity 

concepts. Data worker positionalities, in particular, are viewed as risky and biased, while traditional tech 

worker positionalities are perceived as perspective, expertise, and value negotiation.  

This work represents a culmination of studies focused on both traditional tech work and data work in 

industrial-level computer vision development. I combine findings across studies of these two populations. 

In focusing on data workers, I employed ethnographic observations with a data Business Process 

Outsourcing (BPO) company, EnVision Data, over the course of a year, in which I held regular meetings, 

examined documents, and interviewed employees. I also conducted interviews with nine freelance data 

workers on Upwork. I spoke with 27 data workers in total. Focusing on traditional tech work, I conducted 

interviews with 24 tech workers employed at small and large tech companies across a variety of roles. For 

both populations, I sought to understand how individuals’ positionalities influenced their approach to their 

work, how they approached identity problems in computer vision, and how they interacted with other 

workers. More specifically, in this chapter, I attend to the following research questions: 

1. How do traditional tech workers discuss their own positionality in relation to data workers? 

2. How do contingent data workers discuss their own positionality in relation to their clients, 

traditional tech workers? 

3. What does the relationship between traditional tech worker and contingent data worker 

positionality communicate about positional power in computer vision development? 

Findings are organized across broad stages of the computer vision development pipeline: starting 

with defining data categories, moving into selection processes for data work, then the application of data 

categories, and concluding with the evaluation of data work. Through the findings, I showcase how 

identity is defined and negotiated—and eventually evaluated—at the level of traditional data work but 

applied at the level of data work. I demonstrate how traditional tech workers discuss data workers through 

the lens of bias mitigation and control, often unintentionally imparting their own specific white collar, 

techno-solutionist, and Western-centric positionalities onto economically disadvantaged data workers 
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located in the Global South. Similarly, I show how data workers reflect on their own positions in relation to 

traditional tech workers, sometimes lamenting and sometimes internalizing Western-centric techno-

solutionist perspectives.  

Through a discussion of these findings, I outline how a specific form of power, positional power, 

operates in the field of computer vision. Positional power refers to the domination of certain positionalities 

in defining identity concepts in an artifact. Traditional tech workers' positionalities dominate the 

development of computer vision artifacts. Meanwhile, data workers are expected to put aside their own 

positional perspectives and embody traditional worker worldviews. In demonstrating how positional power 

operates in computer vision, I draw inspiration from Bourdieu’s theory of habitus and Hill Collins’ matrix of 

domination. I describe how both types of workers have internalized perspectives about conducting 

computer vision work that uphold current positional power structures. Traditional tech workers exhibit a 

habitus congruent with the values embedded in the field of computer vision and are thus awarded a 

positional power. On the other hand, data workers embody a habitus that is devalued in tech and 

internalize a belief that they are not qualified to be making conceptual decisions about identity. Further, 

positional power encompasses an interlocking matrix of worker identities, where even traditional workers 

with more marginalized social identities have less power within the field. 

I argue that attending to the current state of positional power in computer vision—where 

traditional tech workers dominate how identity is conceptualized and data workers are to simply enact 

their perspectives—opens up new opportunities for reimagining the development of computer vision. I 

provide examples of how practitioners might rethink shifting power during the development process.  

Related Work 
I situate this chapter’s work within scholarship focused on power and positionality. First, I describe how 

power has been approached in prior sociotechnical work. I also describe the approach to power that I am 

taking in my analysis and presentation of this Chapter’s findings and discussion. I then focus on how 

power has been analyzed among my two worker types: traditional tech work and data work. I first 

describe prior scholarship on traditional tech workers, including notions of power embedded in that work, 
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primarily focused on the power traditional tech workers have when implementing notions of fairness in 

machine learning. I conclude with scholarship on data work, which has primarily been aimed at 

understanding the exploitation of data workers. I expand work on these two types of workers by 

examining the relationships between them, particularly as it pertains to applying positional lenses to the 

development of identity concepts in computer vision. 

Power and Positionality in Technology Design 
Technology reflects the values of their designers and the broader social contexts they are embedded in 

(Winner, 1980). As Bowker and Star so eloquently stated, “to classify is human” (Bowker & Star, 2000). 

Computer vision is a technology reliant on the classification of data. Therefore, computer vision artifacts 

reflect specific worldviews about that data. How identity characteristics are embedded into computer 

vision models and datasets echo dominant ideologies about identity as entrenched within larger social 

structures. I have demonstrated in Chapters 3 and 4 how implementations of gender and race in 

computer vision, specifically, maintain oppressive and regressive categories which harm marginalized 

groups. Further, in Chapter 5, I showed how approaches to computer vision work reflect the values of 

specific knowledge disciplines. Those worldviews become increasingly embedded through the use of 

artifacts (Bender et al., 2021; Koch et al., 2021). 

This chapter contends with two interlocking concepts: positionality and power. Positionality (as 

introduced in Chapter 2) posits that an individual’s experiences, values, beliefs, and identity impact how 

they view the world—and in turn, their positionality is mutually shaped by the world around them. The 

notion of positionality stems from feminist standpoint theory, the vantage point by which we as humans 

view the world (Harding, 2004). Standpoint theory argues that certain identities are closer to certain 

knowledges, lending a specific expertise. For example, Black women understand Black women’s 

experiences more than white women, and Indigenous cultural practices can be more fully understood by 

those Indigenous peoples who engage in them (Collins, 1998). While first- and second-wave standpoint 

theory has been critiqued for its essentialism—assuming that identity groups share the same outlooks on 

life—standpoint theory has since evolved as a more contextually situated theory (Rolin, 2009). Along the 
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lines of being more contextually situated, Wylie suggests that since identities are not static and binary, we 

cannot assume a specific and fixed standpoint based on binary notions (Wylie, 2003).  

Along these lines, Black feminist scholar, Patricia Hill Collins, pairs standpoint theory with the 

theory of intersectionality, “the ability of social phenomena such as race, class, and gender to mutually 

construct one another” (Collins, 1998). Collins argues that standpoint theory approaches positionality at 

the level of the individual, while intersectionality does so at the level of social groups—and a situated 

standpoint should address inequalities via “new understandings of social complexity” (Collins, 1998). 

Individuals among a group may operate from different positional standpoints, but the relationships 

between groups are also crucial to examinations of power. Collins focuses on notions of power in 

standpoint theory, arguing that power is central to our identity positions. 

Power has been a major theme in much of social computing research. Scholars have examined 

power from a multitude of angles. For example, Walker and DeVito examined the power dynamics 

between different social identities under the LGBTQ+ umbrella (Walker & Devito, 2020). Kannabiran and 

Petersen proposed attending to power at the level of interface design (Kannabiran & Petersen, 2010). 

Kirabo et al. investigated the differential positions of power held by stakeholders in disability 

transportation services in Uganda (Kirabo et al., 2021). In the domain of machine learning, power has 

been especially central to discussions of data ethics and model imposition on data subjects. For example, 

Shilton et al. examine the powerlessness of the general public in the age of corporate datafication, 

arguing for increased engagement with the role of power in conducting research with digital data (Gilbert 

et al., 2021). Koopman proposed a framework of infopower to describe how algorithms fasten human 

subjects to data (Koopman, 2019). Finally, Miceli et al. specifically call for attending to power rather than 

notions of bias in machine learning, specifically centering the contexts of production in scholarly analyses 

(Miceli et al., 2022). They argue for explicitly attending to “historical inequities, labor conditions, and 

epistemological standpoints” rather than the notion of bias, because the frame of bias fails to account for 

the social realities of data production. 

Power is always core to examinations of positionality (Merriam et al., 2001). In discussions of 

identity and positionality, power operates as a means of domination. Such power is not necessarily 

gained and maintained through physical force, but often through relational and symbolic interactions. 
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Standpoint theories are focused on understanding the perspectives of certain positionalities—along lines 

of race, gender, class, sexuality, ability, age, nationality, and culture. Embedded in this perspective is the 

reality that certain positions are privileged over others. Intersectionality is one theory for examining power 

relations between social groups. Collins also presents the matrix of domination as a tool for considering 

how some members of a group may be privileged in some ways, but dominant in others (Collins, 1990). 

But power between both individuals and groups manifests in various, intersecting ways. Pierre Bourdieu’s 

symbolic power posits cultural roles as more influential than economic forces in determining relationships 

of power (Bourdieu, 1987). Cultural roles determine how social groups are bounded. For Bourdieu, power 

is created and maintained through habitus. Habitus “is a set of dispositions that which incline agents to 

act and react in certain ways. The dispositions generate practices, perceptions, and attitudes which are 

‘regular’ without being consciously coordinated” (Bourdieu, 1991) (emphasis in original). Unlike Foucault 

who views power as ubiquitous and all encompassing, Bourdieu proposes a lens of power which is 

culturally created and situated. Much like Foucault, Bourdieu also proposes language as one of the main 

mechanisms for creating and maintaining power. Power exists within bounded fields where belief is 

produced and reproduced through the legitimacy of utterances, but also the legitimacy of those who utter 

them.  

In my analysis of the relationship between traditional worker positionalities and data worker 

positionalities, I examine how power shapes practice in computer vision. Power is critical to defining 

identity in computer vision because it constrains and enables how different workers reference their 

positionalities. In the case of this chapter, I approach power as a system of domination that is embedded 

into the practices underlying computer vision development. Domination refers to how certain 

positionalities are privileged while others are minoritized, erased, and made invisible. As I will argue, 

certain positionalities are given the language, tools, and opportunities to define identity for computer 

vision, while other positionalities are treated as tools for embodying privileged positionalities. For 

example, traditional workers define the language of identity and then use data guidelines as a mechanism 

for ensuring data workers enact that language of identity. Having positional power in the context of 

computer vision describes how certain types of workers can override other workers’ perspectives. For 

example, not only do traditional workers use data workers as tools to enact their positional perspectives, 
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they also actively rewrite data workers’ perspectives in the data when they disagree with it. Those with 

power have more capacity to define identity, select data services and clients, design data practices, and 

evaluate data work. 

In my analysis of power, I am informed by the work of two theorists: Bourdieu and Hill Collins. 

Bourdieu provides a lens through which to view specific fields of practice as spaces of power, where 

certain people in that field are awarded capital and others are not. Further, Bourdieu proposes that power 

is created and maintained through habitus, a set of internalized dispositions that reflect deeply ingrained 

social norms within a field of practice. Much like the theory of positionality, the theory of habitus proposes 

that individuals are encultured into specific orientations within the world. Those orientations enable or 

disable individuals with different habitus to integrate into different “fields,” or social spheres of activities 

(e.g., higher education, politics, or the tech industry). The habitus a person embodies is expressed 

through language, nonverbal communication, values, and modes of reasoning (Bourdieu, 1991). As 

Edgerton and Roberts summarize, habitus “shapes the parameters of people’s sense of agency and 

possibility” (Edgerton & Roberts, 2014). While habitus is deeply ingrained, often operating at the 

subconscious level, one’s habitus might change over time, as they encounter different fields and respond 

to them, or in instances of intentional reflection.  

Bourdieu’s perspective of power provides a tool through which to more deeply engage with the 

norms ingrained within the “field” (in the Bordieuan sense of a social arena) of computer vision. For 

example, it allows us to engage with work practices in computer vision as a field of power, where 

traditional workers inhabit a habitus that awards them positional power. Data workers similarly possess a 

habitus of lower positional power but uphold beliefs about the positional power of traditional workers. 

Thus, in examining how positional power plays out in the field of computer vision, I also attend to how 

power operates within traditional and data worker habitus. 

Further, given that I am examining how power operates relationally as different workers define 

identity in computer vision, I also pull on Patricia Hill Collins’ matrix of domination. While Bourdieu does 

not explicitly attend to identity classifications in his theory of power, Hill Collins examines power through 

the lens of social categories, like race and gender. Beyond examining computer vision as a field of power, 

I turn to Hill Collins to examine the social relations between individual types of workers, showing that 
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positional power is further complicated by social classifications, like race and gender. She proposes that 

social classifications intersect to privilege and constrain both individuals and larger social groups. For 

example, she proposes that, in the case that two individuals share the same characteristics, but one has 

a higher level of education, the one with the higher level of education is awarded more power. Further, 

she complicates simplistic and one-dimensional views of social power as simply categorical by arguing 

that individuals may be privileged in one way but marginalized in another. I use Patricia Hill Collins’ to 

attend to how the social positions that individual workers inhabit also influence the power they have in 

computer vision work, meaning that traditional workers do not have all encompassing power simply due 

to their classification as traditional workers.  

In my analysis of power, I examine how different classes of workers—traditional workers and data 

workers—are given different positional power through the development practices of the field of computer 

vision. Specifically, I show how traditional workers are awarded positional power in defining identity in 

computer vision over data workers, which are treated as automated tools for which to further ingrain 

traditional worker perspectives into artifacts. I show how the habitus of these two classes of workers 

upholds the current status quo of positional power, that traditional workers are more qualified for the task 

of designing identity than data workers. However, I also further complicate the concept of positional 

power by arguing that certain individuals within worker classes are given more positional power than 

others, dependent on the social categories to which they belong. 

Traditional Tech Worker Practices and Power Relations 
HCI and CSCW communities have a long history of examining the work practices of white-collar workers. 

Scholars have examined everything from the distributed cognition of air traffic controllers (e.g., Bentley et 

al., 1992; MacKay, 1999; Qinghao & Dengkai, 2017) to music production (e.g., Benford et al., 2012; 

McGarry et al., 2017, 2021), employing ethnographic observations and interviews to understand worker 

practices and contexts. Given the longstanding relationship between HCI and the tech industry, there is a 

rich scholarship focused on studying tech workers in companies, large and small (e.g., Halverson et al., 

2004; Olson & Olson, 2000; Seidelin et al., 2018). While work on computer vision practitioners, 

specifically, is non-existent, increasingly researchers are conducting work with machine learning 
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practitioners. Research has focused on the current practices of machine learning practitioners and the 

challenges they face in conducting their work. For example, Muiruri et al. investigated the development of 

machine learning systems across sixteen Finnish organizations, identifying well-established approaches 

as well as a lack of desired tooling for monitoring ML systems (Muiruri et al., 2022). Zdanowska and 

Taylor conducted a study on how user experience practitioners design machine learning systems outside 

of big tech companies, and documented how UX practitioners negotiate UX approaches when designing 

ML systems with other workers in company contexts (Zdanowska & Taylor, 2022).  

I described fairness efforts in industry contexts in Chapter 2. Yet work on fairness in industrial 

machine learning points out that such interventions are not without their challenges, such as limited 

resources for tooling (e.g., Holstein et al., 2019). Further, as demonstrated by the public scandal of 

Google firing prominent ML ethicist Timnit Gebru, management buy-in of fairness efforts is often limited 

(Simonite, 2021).  

The limitations to implementing fairness efforts point towards issues of power—who and how 

individual tech workers are empowered to address ethical deficits in product and their organizations. 

Investigations of power in commercial contexts have largely been limited to the relationships between 

tech workers and the larger organizations in which they operate. For example, Wolf et al. conducted 

interviews with white collar workers, including technologists, focused on addressing wage theft in the 

United States, reflecting the relative organizational power tech workers have even under capitalism (Wolf 

et al., 2022). Su et al. explored how the “techlash” shaped the cultural environment in which tech workers 

were situated to explore how affect impacted knowledge work and organizational action (Su et al., 2021). 

They document how the emotional habitus of tech workers create cultures that enable or disable political 

action. Similarly, Amrute posits that the different positionalities—such as race, gender, and class—can 

open up collective organizing in tech organizations in new and fruitful ways (Amrute, 2019). Further, much 

like I described in Chapter 6, tech workers, in particular, often have economic and educational 

advantages over other forms of traditional white collar work (e.g., Binder et al., 2016; Meiling, 2021). Such 

economic and educational prestige awards tech workers relative power—or, in other words, Bordieuan 

cultural capital (Edgerton & Roberts, 2014)—to push back against their organizations in ways that are 

otherwise not present for other classes of workers.  
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Yet amongst traditional workers in different roles, there clearly exist different values about 

fairness and implementing identity concepts. Numerous scholars have documented conflicting values in 

computer vision artifacts, highlighting the opportunities to make different decisions than the status quo 

(e.g., Hanley et al., 2021). In prior work, I proposed that computer vision as reflective of colonialist 

ideologies about race and gender, often unintentionally embedding a harmful history in the present 

(Scheuerman et al., 2021). 

Muller et al. interviewed data scientists at IBM about their interpretation and analysis of raw data, 

demonstrating how data scientists see themselves as ground truth (Muller et al., 2019). In other words, 

the traditional tech workers doing knowledge work are the source of “truth” in machine learning systems, 

rather than some universal or standardized reality. As argued by Crawford and Paglen, the process of 

categorizing data for the purposes of computer vision tasks is “itself a form of politics” in which 

representations in computer vision systems are solidified worldviews (Crawford & Paglen, 2019). Simply 

focusing on fairness as an ideal outcome for machine learning systems fails to account for how 

differential positional perspectives serve different interests and values. In her essay “Don’t ask if AI is 

good or fair, ask how it shifts power,” Kalluri questions commercial approaches to fairness, asking “fair 

and transparent according to whom?” (Kalluri, 2020). This work answers the call to attend to power, 

examining how traditional workers express their positionalities in shaping identity in computer vision. 

More specifically, I examine how traditional worker positionality is expressed in relation to data worker 

positionalities, showcasing how power manifests in the hands of traditional workers but blame falls on 

data workers for poor data outcomes.  

Data Worker Practices and Dis(empowerment) 
There has been a great deal of work documenting how the gig economy, broadly, and data work, 

specifically, is economically undervalued (e.g., Dunn, 2016; Gillis, 2001; Ruyter et al., 2018). These 

accounts on data work paint a damning picture. Graham et al. describe how globalized digital labor has 

degraded bargaining power for labor rights between employees and employers (Casilli & Posada, 2019). 

They highlight that the majority of requests come from the Global North, with much of the labor coming 

from the Global South, with wages reflecting this dichotomy; digital workers are paid less in the Global 
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South. A global digital economy has made it easy for client to engage in labor arbitrage, increasing 

competition between workers to undervalue their labor to secure jobs (Zheng, 2020).  

Some of the most popular data work platforms have negative reputations for employee 

exploitation. Data workers on Appen have turned to online forums to warn of clients using the platform to 

deny pay for completed projects (Bogle, 2022). Sama, which markets itself as an “ethical AI” company 

and provides services to tech giants like Google and Meta, underpays employees in the Global South. 

Sama employees in Nairobi are paid the lowest in the world, despite providing traumatic labor for content 

moderation (Perrigo, 2022a), begging questions about the exploitation of specific regions of the world 

despite the necessity of content moderation labor. Sama is also being sued in Kenya for violating the 

Kenyan constitution on human rights (Perrigo, 2022b). Williams et al. write, “Unlike the “AI researchers” 

paid six-figure salaries in Silicon Valley corporations, these exploited workers are often recruited out of 

impoverished populations and paid as little as $1.46/hour after tax” (Williams et al., 2022). Their words 

highlight the vast chasms between traditional tech workers and contingent data workers.  

Given workers are contingent and not traditionally employed, they are often unprotected by 

traditional labor laws (Garden, 2018). Scholars have argued that labor arbitrage practices have negative 

consequences on the health of local markets of the Global South targeted for outsourcing (Enwukwe, 

2021; Heeks, Eskelund, et al., 2020; Lesala Khethisa et al., 2020). Researchers also point out the 

negative implications of platform work on gender and racial minorities (Arora, 2016; van Doorn, 2017).  

Given economic exploitation and a lack of legal protections, it is unsurprising that scholars have 

focused on relationships of power between data workers and their employers. Miceli and Posada 

examine how power manifests between data workers and their clients, traditional tech workers, 

particularly through the form of instructions (Miceli & Posada, 2022). They identify how instructions act as 

mechanisms for controlling how data workers interpret data. Workers are also regularly surveilled and 

controlled, viewed with distrust and treated much like machines (L. C. Irani & Silberman, 2013; Shapiro, 

2017). Unfortunately, the labor of data workers tends to be entirely invisible in the process of developing 

computer vision. Gray and Suri refer to these workers as ghost workers, given their invisibility in the 

development pipeline (Gray & Siddharth, 2019). Traditional tech workers are thus portrayed as valuable 

knowledge workers (L. C. Irani & Silberman, 2016) and machine learning is viewed as “magic” (L. Irani, 
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2016), as the underlying human labor powering machine learning is made invisible. As Altenried states, 

“the work of annotators is dictated by the interests, priorities and values of others above their station” (D. 

Wang et al., 2022).  

Yet despite this invisibility, data work is central to the function of computer vision. Not only is data 

crucial to models working, it shapes the outcomes of models. Worker identity is influential in this process; 

workers positionalities influence how they approach data work (see Chapter 8). Goyal et al. found that 

annotator identities were significant to how workers rated the toxicity of content (Goyal et al., 2022). 

Barlas et al. created a dataset of people and collected tags from commercial systems and both Indian and 

U.S. annotators (Barlas et al., 2019). Their findings highlight cultural differences in annotation, as well as 

differences between commercial systems (whose annotators are unknown) and human annotators. These 

works emphasize that data worker’s positionalities—the worldview shaped by their identities—are highly 

relevant to data work outcomes. Data workers are not simply digital factory workers doing the mechanical 

work of applying universal truths to data but are experts conducting knowledge work about the data they 

work with.  

I augment work on power, demonstrating that workers are not only disempowered economically 

and procedurally, but positionally. Data worker positionalities are devalued in comparison to traditional 

tech worker positionalities during the development of computer vision artifacts. Much like Parks says in 

(Dirty Data: Content Moderation, Regulatory Outsourcing, and The Cleaners), “the voices of Big Tech 

experts or Western digital activists reign supreme and tend to drown out the experiences of digital 

innovators and experts in the Global South.” I approach data workers as experts whose positionalities are 

fundamental to computer vision. Yet, as I will demonstrate in this chapter, data worker positionalities are 

undervalued in favor of tech worker positionalities, despite many unfavorable formulations of identity 

being developed at the tech worker level.  

Analysis 
In this chapter, as I stepped into the analysis, I specifically attended to issues of power. In attending to 

power in my analysis, I drew from theories from both Bourdieu and Hill Collins. To more deeply examine 
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relations of power between traditional tech workers and data workers, I am inspired by Bourdieu’s notion 

of habitus as a lens through which to engage with and examine my data. Habitus describes the socialized 

norms underlying behaviors and practices; it is “the way society becomes deposited in persons in the 

form of lasting dispositions, or trained capacities and structured propensities to think, feel and act in 

determinant ways, which then guide them” (Wacquant, 2006). It is unconsciously enacted and reinforced 

in individuals through their socialization to a specific context. The worldviews embedded in habitus 

reinforce beliefs about value, or capital—not only in an economic sense, but also in a symbolic and 

cultural sense. Given that I have previously demonstrated the role of tacit knowledge in conducting 

identity work in computer vision (see Chapter Two), habitus provides a mechanism with which to 

understand how the intuition underlying tacit knowledge also maintains specific power hierarchies 

between different types of workers. I also refer to Collins’ matrix of domination, examining how certain 

positionalities—certain standpoints, certain knowledges, certain habituses—are privileged in the field of 

computer vision. I examine how those privileges reflect dominant identity hierarchies both between and 

within the two types of workers. 

After collecting all data, I open-coded all interview transcripts to gain more intimate familiarity with 

the data and to identify emerging themes. For each recording, I wrote a memo describing the participants, 

the company they work for and the product(s) they work on, and their general perspective and 

experiences in relation to identity implementation. Given the vast and diverse data derived from this 

study, I regularly compared findings across participants. I began writing larger memos describing similar 

participants, similar products, and similar perspectives and experiences. Writing comparative and 

contrasting memos aided me in defining larger theories about the data. I wrote theoretical memos 

describing these theories and began populating them with examples from my data. 

Once I had fully defined theoretical memos, I began the process of breaking them out into more 

expanded theories. I began memoing out themes that fit within the larger theory about the relationship of 

power to expressions of positionality in defining identity in computer vision. It was these final theme 

memos that became the findings of this chapter.  
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Findings 
I describe how two different classes of workers—traditional tech workers and data workers—approach 

identity characteristics in the development of datasets for commercial computer vision systems. More 

specifically, I document how these workers' positionalities inform their approaches to defining, classifying, 

and evaluating data. I present findings on these positionally informed approaches across the data 

development pipeline—from defining data categories, selecting clients and services, conducting data 

work, and evaluating the completed datasets.  

Power to Define Data Categories and Scope Projects 
Traditional tech workers had the power to define identity at the start of a project, as well as scope how a 

project would go. Specifically, they could define how identity was meant to be represented for a specific 

task and they had the power to select or turn down clients whose visions for identity they disagreed with. 

How Traditional Workers Define Identity 

Before having data collected or annotated or having models created, clients first need to define what they 

want their model to classify and how. Two actors are generally involved in this process: traditional 

workers and customers. Data workers are not involved in defining identity for computer vision. As such, 

the power to define what identity should even be was negotiated between different traditional workers 

and, in some cases, their customers.  

As demonstrated in Chapter Two, the way that identity concepts are defined varies greatly. 

Clients may request explicit identity classifications for either model outputs (e.g., demographic 

classification models) or for evaluation (e.g., bias testing). They also often request data for non-human 

objects which are imbued with sociocultural values and meaning (e.g., food or clothing). Deciding how 

categories should be defined isn’t simplistic or objective but is a process of negotiation between multiple 

traditional tech workers with differing positional perspectives. For those categories to be useful to 

computer vision, data must be collected and, often, annotated. As Madison explained, “working 

specifically on human-centric computer vision …  that quickly, you know, hits against issues of defining 
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identity groups and getting them annotated.” Traditional workers occupied roles that allowed them to 

define identity groups for computer vision products.  

As demonstrated by Lynn’s description of choosing demographic subgroups to evaluate model 

performance, defining the scope of identity categories is often overwhelming for traditional workers:  

“The first thing that I needed to do, which was a terribly, terribly intimidating prospect, 
was to sit down and think about how are we even going to test for which of the 
population you know, underrepresented are being unfairly discriminated against in this 
category. And like, you know, the kind of resounding sentiment from the team was like, 
we have to constrain this problem because it's an impossibility criterion if we just allow 
ourselves to think about every single phenotype and every single appearance of human 
you know, facial features.”  

Lynn’s team had discussions about how to scope identity categories so that they were still 

possible to measure, given the diversity of humankind. They had to negotiate their own personal values 

about the reality of identity to settle on something measurable: “So you think about, like, where is there 

maybe a standardized thing that I can steal from and then like, well, there's the US Census, which is 

highly problematic.” 

Western culture also seems to drive how identity is defined in AI. Vasudha described how her 

company’s computer vision models are trained primarily on celebrities, and due to this that it is 

“unfortunately, [heavily] influenced by the West.” Identity is generally defined through a Western lens. The 

majority of traditional tech workers, who are actually defining the problem space and requirements for 

computer vision products, are based in the West.  

Of course, not all traditional workers agreed on how best to scope identity, or what should or 

should not be classified. Elliot had to negotiate their own personal views on identity with the perceived 

views of their engineering colleagues: 

“Basically, [I’m] telling machine learning researchers that if they're going to be in the 
business of making predictions about people and affecting things in the world, they very 
much need to adopt the … strategy of like, understanding racial dynamics, as opposed 
to, this is some fixed attribute of an individual and we're just going to control for it after 
the fact.”  

They feel that identity categories are too often defined by “engineers who don't think that much 

about identity.” They express that they don’t necessarily have the power to stop other workers at the 

company from building identity classification models, but instead must try to advocate for more 
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incremental changes. They describe how they have pushed back on gender classifications and proposed 

reframing gender annotation as “perceived gender … as given by this annotator.”  

Nitesh described how unequal power dynamics could arise amongst traditional workers, stating 

that “when you actually have a lot of experience, you can actually share some opinions.” Nitesh felt that 

experience in the workplace awarded one more leverage, where you could share opinions because they 

would be taken seriously by colleagues. Madison similarly described how issues like sexism 

disempowered women in comparison to men in her workplace:  

“If you have a group of like women say … how they think the technical aspects should 
go, and it's what you're not used to hearing. There's like, no way they'll be taken 
[seriously] … But then if you have people who are white or Asian men, maybe more 
fitting the traditional personalities or understanding of who tech people are, putting 
forward ideas it does get a lot more traction.”  

Traditional workers did not have equally distributed power in defining identity. Aspects of their 

positionalities mattered—their job titles, their experience levels, how their colleagues perceived them, and 

the societal effects of sexism and racism influenced how much power a worker had in defining identity. As 

described by Madison, product teams would often take suggestions more seriously from men—

particularly white and Asian men who are seen as fulfilling the expected role of a tech worker. Women 

were only heard in cases where they mimicked the expected perspectives of their male colleagues. 

Similarly, those with more experience at a company, who had built relationships with colleagues and 

management, had more leverage to have their ideas heard.  

Beyond the positional negotiations between traditional workers, negotiations occurred with 

customer representatives at other businesses. Many tech companies also serve their own clientele, 

providing models for specific business purposes, like marketing or content moderation. Kenny describes, 

through the application of labels to data, “how [MultiplAI] entertain[s] a client's decision.” Kenny’s choice 

of words implies that their B2B customers make subjective decisions about how they desire a model to 

perform, and data workers are the ones who apply those desired attributes to training data. In these 

cases, where traditional workers serve a customer, the customer largely drives expectations about how 

identity should be defined. There is not an inherently correct way to classify data, but rather a profitable 

way which a customer desires for a specific business purpose. As I’ll describe in the next section, 

traditional workers do have more power in choosing their clients than data workers. However, they still 
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need to serve client demands, especially when other traditional workers in higher management positions 

decide to take on customers. 

The above examples showcase how traditional workers engage their own positional perspectives 

and negotiate them with their colleagues when defining categories for computer vision. Data workers, on 

the other hand, are not involved in the process of defining data categories. Gemma explained that, while 

she did have some opinions about how identity categories—gender, in her case—were defined, she did 

not feel empowered to speak up. She said:  

“Most of the time when you are junior staff, there are some things you cannot just come 
and speak out. Some things are raised by the manager cuz when you try to show that 
you know a lot, it might cause some displeased [sic], so you just have to follow the 
instructions … you’re just a junior staff, so you just do your work and then that’s it.”  

As demonstrated by Gemma’s explanation, while data workers did demonstrate opinions about 

how categories were defined, they were not part of scoping conversations and had little opportunity to 

provide feedback on those categories.  

Finally, some tech workers felt certain categories were less necessary than others. Often, this 

was not necessarily based on experience working with such categories, but instead due to other 

constraints, like budgets and lack of data. Sophie described how they did not test their facial biometrics 

on people with facial disabilities “because they're less structural in terms of the physiological aspect of the 

face.” It was not easy to break down disability into discrete categories, like race or gender. Further, she 

described that there was a “lack of data in comparison to, like, man versus woman.” Disability was rarely, 

if ever, a category traditional workers thought about—with the exception of Jeremy and Lydia. A lack of 

data and prioritization of disability as a category in computer vision models also reflects certain privileges 

that might lead to inequalities for people with disabilities in models.  

To summarize, the first step in the development of computer vision is defining the data categories 

that drive classifications. Often, this meant defining what identity should be in the form of categories. Data 

workers were not involved in this process at all, despite having their own perspectives on how identity 

should be defined. The only positionalities present were those of traditional workers and their customers. 

Traditional workers referenced their own positional perspectives to define identity, determining which 

identities were deemed necessary to attend to and which were not. Given the traditional worker 
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participants in this study were entirely based in the Global North, their approaches reflected a Western-

centric positionality. Whoever fulfilled the role of the client—whether traditional workers who would hire 

data workers later or customers who hired traditional workers to provide modeling services—often held 

the most influence in how identity was defined. Prioritizing client needs indicated that economic forces 

largely drove defining identity in computer vision products.  

In the remainder of the Findings, I describe the relationship between traditional tech workers, in 

their role as “clients” seeking data services, and data workers. In particular, I show how traditional tech 

workers view their own positional approaches to computer vision as creative, critical, negotiable, and 

nuanced, while implicitly perceiving data worker positionalities as risky. Traditional tech workers, in their 

capacity as clients, expect data workers to adopt and carefully reference their positional perspectives on 

identity. Thus, they attempt to carefully control data work processes.  

How Traditional Workers Screen Potential Customers 

While customers may approach certain companies for modeling service, representatives at those 

companies have the ability to turn them down or take them on. The power between traditional workers 

and their customers is relatively equitable during the selection phase, as the two parties determine what 

is and is not a good fit for a project. Traditional workers, in their roles as intermediaries between 

customers and data workers, have the power to select customers based on their own ethical 

assessments. The data workers providing data services for the customer downstream did not. 

Nicholas describes instances where his company decided against working with certain customers 

based on their values as a United States company. He said: “We've been asked to do some things in 

prediction, that wouldn't be good to do in the US, but would be okay to do in that country. And we've just 

said, … No, we won't do it.” At other times, tech workers feel the need to negotiate their own values with 

that of their customers. Rather than outright rejecting customers, they try to work with them. For example, 

Lydia describes how “different countries have different laws around bias and fairness … like, Japanese 

data is usually really sexist.” From her own Western-centric view, working with Japanese customers is 

difficult because the data is “sexist” towards women. She values gender equality, and still feels the need 

to ensure that in models for Japanese customers. Rather than reject customers, she works to mitigate 
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bias in the model despite her perspective that the customer doesn’t care. She explicated further: “They 

don't care about that in their country. So like, the customer doesn't care. And whereas we would want to 

mitigate … So, I guess for me, it's just kind of like having that conversation where there's cultural 

differences of where that balance should be.”  

Nicholas described the process of negotiating with customers as tricky, because he wants to 

maintain a balance between company image and bringing in customers. “We think what's best for your 

hiring practices and building your company.” At the same time, he doesn’t want to necessarily embed 

models with their own beliefs over the contextual beliefs of their customers. Nicholas continued: 

“Because we're an American based company, does that give us a right to sort of inject 
that attitude on another country and their hiring practices that don't follow that? … We 
have the right to not do business with them. But do we have the right to inject our belief 
on it and change algorithms for them? So that's sort of the philosophical discussion 
we've had internally with this a couple of times.”  

Nicholas describes the tradeoffs he and his colleagues feel they need to make when selecting 

customers—whether they will take the customers on and inject their own values into the models, or 

whether they will reject them. 

BPOs, like EnVision Data, have the ability to screen clients on behalf of their workers. However, it 

is not a common practice for BPOs to prioritize ethical projects, high pay, or fair treatment. Lynn, who 

often directly worked on selecting vendors for data outsourcing, described the careless attitudes of many 

of the BPOs she met with:  

“I've talked to 40 or so different vendors over the course of my time there, and some of 
them were just horrible, horrible people. I would call it almost, you know, the way that 
they talk about their workforce, and they talk about the law enforcement [use cases] 
where they’re annotating body cam videos, and things like that. And they're kind of like, 
‘Oh, yeah, we do that work, that's totally fine, we don't care if our workers are doing 
stuff like that.’ That was the worst sales pitch I've ever sat through.”  

Lynn, in her search for data workers to do content moderation labor, was also focused on being 

as ethical to the workers as possible and regularly encountered BPOs who had no concern for the 

wellbeing of their workers.  

Social good companies like EnVision Data make an effort to select clients that they believe 

contribute ethical—or at least, not actively harmful—computer vision products. Samuel worked to 

determine whether clients requesting data services were ethical. They utilize an ethical scoring system 
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that the C-level staff came up with: (0) very high risk of harm; (1) high risk of harm; (2) neutral; (3) indirect 

positive impact on society; (4) direct positive impact on society.  While Samuel’s role is assessing the 

ethics of clients, every decision to contract with a client goes through Irina, the CEO.  Samuel and Irina 

both said it was difficult to actually assess the ethics of a project, because they had to rely on the clients’ 

word. 

While they refuse to work on projects they label 0s, such as weapons projects, they do take on 

1s. Irina explained that their desire to avoid attributing to unethical computer vision products is often in 

tension with their mission to provide work to their data workers: “Ideally, we’d be working primarily on 

deals with a score of 4, because that’s more in line with our vision and who we are as a company … I 

don’t think we can afford saying no to [1s].” EnVision Data is not accountable for the product uses as a 

contractor; if they were to be accountable to end uses of the data, they would be more “picky” than they 

currently are. While they refuse to take on content moderation or weapons projects (e.g., autonomous 

aerial vehicles using computer vision to locate targets) now, they are aware that other BPOs take that 

work on. When rejecting a weapons project, they were aware their client went to iMerit for the project 

instead. 

Irina described having a difficult time competing with cheaper annotation companies based in 

India and Africa, which do not operate as social good NGOs. She expressed that clients were generally 

not interested in ethical annotation labor or whether annotators were being treated fairly. In one project 

meeting, she described one of the clients as “checking the box” when asking about how annotators are 

paid, reflecting a cynicism about whether clients actually cared rather than it being a policy requirement. 

Given that one of her clients, Emovos, only paid half of what they had agreed to before cutting them off, 

such cynicism was unsurprising. Ghaliyah, who started off as an annotator at EnVision Data but now 

works as an annotation trainer, expressed a positive view of EnVision Data in comparison to other BPOs: 

“We care about our annotators, this makes us better than other companies.” 

Similarly, since EnVision Data’s workforce is uniquely employed through NGOs in conflict 

affected areas, the NGOs can push back on EnVision Data’s projects. In one example, the NGO EnVision 

Data works within Iraq refused to annotate a project that included lipstick, short skirts, and swimsuits. In 

particular, their women workforce based in Iraq was uncomfortable annotating these categories due to 
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“cultural sensitivities” (Irina). In these cases, EnVision Data either filters out some content so that 

annotators are comfortable, or they reassign the project to another location. Though data workers at 

EnVision Data have the ability to push back on projects, they are not involved in actually screening 

clients. All of the data workers at EnVision Data had never actually interfaced with a client directly 

themselves. 

Overall, data workers were not involved or considered when screening clients. Considering 

whether a client was ethical, or what their culture was, did not lead to traditional tech workers discussing 

the implications the chosen client might have for data work. However, traditional workers did occasionally 

consider the backgrounds of data workers on a project basis. In the next section, I detail how traditional 

workers discussed specific expertise for data work. 

Power to Select Data Services 
Traditional tech workers have the power to think critically about who they will hire to conduct data work. 

Generally, clients select one of three types of data workers: (1) they hire data workers through a BPO 

(often referred to as a vendor); (2) they hire freelance worker from websites like Upwork or crowd work 

platforms like Amazon Mechanical Turk; (3) they employ specified workers with expertise in specific 

tasks.  

The reason that traditional workers decide to outsource data work is that the work is considered 

below the pay grade for traditional workers. The datasets which are outsourced to BPOs or freelance 

contractors are for work that is considered too tedious for full time traditional workers to be using their 

time for. Jeremy described how “outsourcing is typically done for the tagging of the more precise, the 

more labor-intensive tagging.” Jeremy works on gesture recognition and so requires data of hands in 

different positions with annotated keypoints. “For example, tagging the positions of all the fingertips on 

every frame of an image is very labor intense. … it's still tedious no matter what you do, when you’re 

tagging all the fingertips. That's what we typically outsource the most.”  
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How Traditional Workers Select Data Workers 

Once traditional workers decided to outsource data work, they had to decide who to outsource that work 

to. Not only did traditional workers have the decision-making power to choose to outsource work, they 

also had the power to decide who they would select to do that work. In particular, traditional workers 

seemed concerned about selecting data workers who would not introduce bias to the data or produce low 

quality work. Selecting data workers included an assessment of how the positionality of data workers 

might be undesirable to their vision of the product.  

Concerns about the bias of data workers came up often with traditional worker participants. In 

particular, they expressed that data workers were likely to be biased, or to express undesirable cultural 

perspectives. Due to this, some clients were looking to hire workers they viewed as more “expert” for data 

services. Kaleigh explained, “We are moving more and more towards full time employees doing data 

collection and labeling. The priority for that is especially sensitive or high-risk scenarios. So, think 

carefully.” Similarly, Lynn, in discussing the famous Gender Shades work expressed admiration for the 

use of dermatologists for labeling skin tone. She said, “She basically had a social scientist come in and 

label each and this is a professional person, not like an annotator in India, or something like that.” Lynn’s 

perspective insinuates that outsourced data workers are less qualified than more traditional workers. 

More specifically, Lynn’s commentary reflects a distrust of outsourced annotators in the Global South to 

be doing high quality data work. 

It was not always clear whether selecting data workers based on their expertise was an available 

resource for tech companies. For example, Kaleigh, a program manager in a larger company, described 

that it might be possible to “specify if people should have a particular background in order to be a fit for 

the task. And I think it probably just depends on the task, whether the person creating the task decides to 

opt for that.” However, she was not actually sure whether it was an option, or how to utilize it if it was. 

Elliot said that determining which vendors to hire for data services is something they have little knowledge 

of, given they have never been in the room. “I’m not sure who exactly would be in the room for those 

conversions,” they admitted, though they speculated that policy professionals and lawyers would likely be 

involved. Nonetheless, there are areas pertinent to computer vision development that some traditional 

workers are not invited to participate in.  
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Contracts with BPOs are often written that do not allow workers to collect information from data 

workers, so understanding data worker perspectives is legally untenable. Elliot described further legal and 

policy barriers to collecting any sorts of information from data workers: 

“So sometimes a researcher might be like okay I want to work with this vendor but I also 
want to understand some basic sociodemographic characteristics of my annotator pool 
and then they'll actually be hit with a legal or policy barrier where the institution will be 
like no you can't ask these people for race, gender, or other sensitive characteristics. 
That’s not in the terms of their contract, so it’s not possible … Then depending on the 
regional context it might also raise identity concerns as well depending on political 
climates and safety climates. It’s kind of a million different things of what on the surface 
seems like a really simple question of understanding who your annotators are.”  

Elliot describes law and policy as a “barrier” to engaging in practices that make understanding the 

positionalities of data workers accessible. In the context of large companies, legal teams often set the 

terms of what is prohibited and what is allowed to avoid litigation—not necessarily due to actual 

governmental law. In these cases, the legal team has power over product teams and research teams, like 

Elliot is part of. Legal decisions constrain the practices that other traditional workers can engage in. 

Most traditional workers were not super aware of how outsourcing processes works and did not 

interface directly with vendors or with data workers. For example, Beiwen describes how data services 

are requested at Zeta, a large tech company that regularly outsources data: “[It’s] beyond my knowledge. 

Our team is more focusing on the machine learning part. When requesting data, there could be some 

request form us to also annotate the data, and then the dataset team will take care of the request. They 

may—I'm not sure if they will ask somebody else—but when they return to us, they provide the data with 

annotations.” Beiwen only knows the pipeline for requesting annotations, but not how annotations are 

actually obtained.  

Such gaps in knowledge were common for traditional workers, especially those focused on 

engineering, like Beiwen and Nitesh. However, some traditional workers did have an understanding of 

pieces of the selection process. To start, for traditional tech worker clients working in large tech 

companies, there are often limitations on which vendors can be used for outsourcing data work. Elliot 

described how Maelstrom has an approved list of vendors and contracting with new vendors likely 

required an intensive approval process. They were unsure how vendors were initially approved, or what 

the conversation about new approvals looked like, saying: “A lot of tech companies, it’s a lot of patchwork 



 

286 
 

… but I don’t know, I have to speculate.” Processes seemed to be especially opaque in large tech 

companies, where workers are attending to bits and pieces of the development process. 

While traditional workers have the power to outsource necessary yet undesirable work, like data 

work, they did not always have the power to choose which vendors they could hire from. This was largely 

because of legal barriers at their companies, to protect the companies from litigation or malpractice. 

Traditional workers in legal or policy roles were able to engage in decisions about vendors, but the 

workers who directly needed data work were not. Even so, often, traditional workers did not seem 

concerned about vendors. They were not necessarily worried about wrestling over power to select vendor 

companies. They still had the power to choose to outsource data work and to select from a list of pre-

approved vendors.  

Elliot complicates the issue of selecting data workers based on their identity characteristics. Not 

only are contracts often legally limiting, the reason for contracts are often tied up in political barriers. 

BPOs might be seeking to protect their workers from being identified for safety or political reasons. They 

might also be seeking to protect themselves from any legal liability if issues arise around identity 

characteristics.  

Not all traditional tech workers turn to BPOs for hiring data workers. Crowdsourcing might also be 

chosen by some clients as a means of collecting a lot of data quickly from many users. However, 

crowdsourcing did not seem to be particularly desirable in comparison to vendors. Elliot expressed that 

the use of an internal crowdsourcing platform served to “avoid compensating people.” Crowdsourcing 

makes selecting annotators based on any perceived expertise more difficult, because often tasks are 

posted and any users can apply to work on them. While it is possible to limit demographic criteria on 

some crowdsourcing platforms, participants did not mention those options. Instead, they focused on how 

crowdsourcing was lower quality than BPO work. Lynn expressed that crowdsourcing tools that allow you 

to gather labels from a “non-consistent staff,” but they are “low quality, highly biased.”  

Concerns about data worker biases differed from the perspectives of data workers themselves. 

Data workers discussed the benefits of diversity to improving the accuracy of datasets and the resulting 

models. Shokouh said: 
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“In my perspective, it will be so good and it’s so much interesting that if we get familiar 
with other cultures, new people, it will be more fun to get to know other people in 
different countries, about them, about their experiences, we share ideas. I think it’s 
helpful.”  

Shokouh values expanding her own positional horizons from learning from other cultures. Similarly, 

Dinorah felt that issues in data work did not stem from culture:  

“It’s definitely not from the culture I can say. I can see that they’re intelligent, they have 
this passion for knowledge. This is what makes me love my job even more. They’re 
really trying their best when it comes to work and to quality.”  

Makaarim stated that it was not the responsibility to account for the diversity of annotators. He 

said, “Mainly the client is the one responsible for setting the guidelines or the criteria they are seeking 

from the company.” However, he did feel that the client should be employing diverse annotators, even if it 

is not their responsibility. He felt that choosing not to use diverse annotators for projects was “directly 

contributing to creating problems for people” in the form of biased datasets.  

To summarize, traditional workers had the power to outsource data work. When they chose to do 

so, they sought to select data workers who they felt would not be highly biased or produce low quality 

work. Traditional worker views of what made a data worker highly biased or low quality was tied up in 

their perspectives on data worker positionalities. Traditional workers expressed that the data workers they 

usually hired in the Global South were not ideal, because they seemed to believe that they had lower 

expertise than in-house annotators, or annotators trained in specific areas (e.g., dermatology). Yet, due to 

legal barriers with vendors, many traditional workers could not specify the identity characteristics they 

hoped for in a data worker staff. Data workers, on the other hand, thought that a diverse workforce was 

ideal for improving computer vision. Even if they did not feel it was the responsibility of their clients to hire 

more diverse data workforces, they thought it would create better datasets.  

How Traditional Workers take Advantage of the Economic Precarity of Data Workers 

The selection of data workers gives clients the power to consider which types of data worker 

positionalities are appropriate for the task at hand. Given clients also hire based on profit models, they 

also have the power to set market standards for data work costs. As a heavily outsourced form of labor, 

prices for data work are competitive across the globe.  
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Rather than culture, Dinorah felt the true issue in terms of quality stemmed from economic issues 

and that the availability of work is always in English: 

“Unfortunately, due to the[ir] status, … most of them … cannot even afford a laptop 
when they’re refugees, which is understandable. So, yes, when they get the computer, 
we give them multiple courses, like… sometimes we give them courses in English 
because most of them speak only Arabic, only Farsi, because most of our annotators 
are Arabs and are from Iran.”  

Rather than their culture being inherently prone to bias, Dinorah’s perspective insinuates that 

their lack of access to reliable technologies is what makes data workers unreliable. Further, EnVision 

Data provides English language courses because data work is largely in English, and not having a grasp 

on English might therefore lead data workers to receive negative reviews from clients who find their work 

to be low quality. Most data workers do not have access to such courses, as provided by EnVision Data 

as part of their company mission.  

Data workers would even take on projects they are personally opposed to due to economic need. 

Ghaliyah explained how annotators have to do their jobs, regardless of their beliefs: 

“Some annotators, they are from countries… for example, drinking is forbidden there, 
you cannot drink alcohol. But I think as the annotator, you have to accept it is your job 
and it is not something illegal or something very bad, it is like the client’s point of view.”  

Even Ghaliyah disagreed with projects as a supervisor. She described disagreeing with the premise of 

the ChAI project. She said, “Personally, I didn’t want to spend time like, choosing, … to care about the 

person’s appearance a lot.” 

Irina described an early project EnVision Data took on focused on content moderation, and how it 

negatively impacted the only worker who agreed to do it. “In the very early days, we actually did … 

dataset collection for content moderation. We had something like 5 people back then and only 1 agreed 

to work on it.” This data worker worked full time to collect partially nude and fully nude images. Irina 

expressed a sense of guilt for taking on the project, though EnVision Data was a new company with very 

little economic power. She described how this project in particular shaped her perspective on declining 

future projects:  

“It was so sad, just because we were really pressed for money and we agreed to do 
that project. But it was very uncomfortable for him and also for his team. And I think it 
was also kind of damaging for him. He did receive good compensation for it so I think it 
made it worthwhile for him but it really wasn't an ideal situation, especially when you're 
working with a vulnerable group. One of the biggest tradeoffs is the position of the 
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annotator and the effect that the annotation has on them and all of the content they are 
exposed to. Ever since then we try to limit the amount of [not safe for work content] 
people are exposed to.”  

Irina explained, “As a social enterprise, we’re telling people we want to make a good impact on 

their life and we’re all about ethics, [making people do that work] isn’t consistent with our advertising.”  

Globalization and low pay not only pits BPOs against one another, but individual data workers 

against each other. Nedeljko, a freelancer worker in Serbia, described his frustration with trying to 

compete with data workers in cheaper countries:  

“The semantic segmentation was paid $5 per hour and the bounding boxes was $3 per 
hour, pre-COVID. After COVID, they laid off all of the, from my country, from Serbia, 
they laid off all workers. And now they are only paying Philippines and they're paying, I 
think $1, per hour. The same company … All the managers were from Serbia and also 
they laid off.”  

Lucano described how competitive it was to even get paying jobs for data work online: “It was a 

first come first serve basis, so if I get there and do the job I get paid, and the ones that didn’t have the 

opportunity or were asleep at the time, they didn’t got any money.” Individual workers compete for jobs so 

that they can make an income at all, and those who are unable to commit to staying up long hours to 

quickly try to sign up for jobs simply do not get paid. Further, besides already paying low wages, clients 

would sometimes scam data workers out of their earned pay. Lucano describes how he had been taken 

advantage of by a client in the past, who did not pay him fairly for the work that he did. In particular, the 

client tried to develop an exploitative relationship with Lucano simply because he was from the same 

country as him. 

Workers also often had to take on extra costs themselves. For example, Rebecca did a project for 

EnVision Data that involved printing documents. She described being afraid she would not make a profit 

due to the cost of printing. 

Economic precarity also took a toll on data workers’ bodies. Lucano explained how doing long 

hours at the computer led him to having back and neck issues. “I had a lot of pain. That's the cost of 

working a lot of time on my computer,” he explained. He described how he and colleagues would work 

ten to twelve hours or more, staying up through the night until 5 AM in the morning. He discusses the 

negative effects of the work on his body as a “cost” to doing the work, which is already low paid. Lucano, 

in particular, expressed complicated feelings about data work. While he felt he could not blame clients for 
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worker conditions, he also felt it was their responsibility for structuring data work in such an exploitative 

manner: 

“Maybe [the data workers] had no choice [but to work long hours]. It's very sad 
because—well I don't want to get philosophical. If a person wants to sacrifice some of 
their health because of that … I can’t judge the company, because they are not 
obligating the people to work like that, but it's a result of how they implemented, how 
they set up the platform …  At least give the qualified annotator a stable income. I know 
that this is hard, because most of them are far away, they crowdsource this task for 
people in India or Africa or South America, Third World countries that they don't have to 
pay thousands of dollars monthly in a single person. They spend like 200 plus for the 
person to work diligently on the project. I wouldn’t say it is slavery, because they aren’t 
obligating the person … I don't know if it's a group of people decide to start work for 
those companies, there are a lot more people that don't have an income or that don't 
have stable job, and wanna make more money and this they look at this like a good 
opportunity. the companies are always going to find those people who need this kind of 
job and I don't think there's nothing to stop them from doing it.” 

Lucano believed that data workers had some level of autonomy, in that they did not have to take 

on jobs, but at the same time, expressed that they might not have a choice because of economic 

conditions. Therefore, there would always be workers willing to take on low paying work that damages 

their health. He implicitly expressed that such work conditions were similar to “slavery,” except that 

companies aren’t forcing people to work in the traditional sense of slavery. Instead, companies take 

advantage of the poor economic conditions of specific countries and drive down prices further.  

Poor economic conditions also had a gendered component, as well as a geographic one. Many 

women data workers described how difficult it was for women to find work in their respective locations. 

Sumbul and Shokouh both described the current political conditions for women in Afghanistan as 

preventative of them being able to work outside of the home, meaning online work was the only option for 

them. Shokouh explained, “Whenever you go out from your home the stress begin until you come back to 

your home. It is a very normal thing for every Afghan woman and girl.” Sumbul similarly described the 

state of work for women: “Especially for women and girls here in Afghanistan, that we cannot work 

outside home and it’s very difficult for us, and it was online work, that’s why, we were also jobless.” 

Sumbul said, because of her own experience as a woman, she thus enjoyed working with fellow 

women. “Because I am also a woman, I know which difficulties, which challenges have in our society, in 

our community, in Kabul, especially in rural provinces. I know which challenges do a woman face with 

that, that’s why I’m really interested to work for them, and also to serve them,” she explained. She also 
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described helping widow women with job training so that they could continue to bring in income and help 

their families.  

Makaarim felt that clients should acutely hire groups struggling with economic and political 

conditions. “We know there a very underrepresented communities because of their conditions whether its 

economic or political so they will be deprived of such opportunity, and when you empower them to have 

access to this information it shows sympathy and strength, humanity.” He felt that attending to worker 

needs is a sign of “humanity.” However, economic precarity for data workers was also fueled by tech 

companies devaluing necessary data work. As Kaleigh explained, her team had asked for “double [their] 

previous budget.” The reason was “because that's what it's going to cost to actually do fairness, at least 

doubling data budgets, if not more than that. And that doesn't even include all of the extra headcount 

that's needed to be able to manage data collections in a much tighter way.” She describes that she 

doesn’t want to approach data work as “just toss it over the fence to a vendor and get it back” but that 

teams are constantly “compet[ing] for resources” at Aqueous. Zephyr recognized that data work 

conditions would likely not improve over time, and that “for most people, annotation isn’t a career.” That is 

why she helps develop vocational training programs for workers at EnVision Data. 

While data workers were paid poorly, they also often didn’t have many other options due to the 

economic conditions of their country. Given economic precarity, data workers generally do not have much 

power in selecting clients. Many data workers could not get other work, due to the economic or political 

status of their country or because of their visas as immigrants or refugees. Outsourcing data work reflects 

not only the decision-making power of traditional workers, who don’t want to take on the work themselves, 

but also the economic power of workers in the Global North. Those data workers in the Global South 

often did not have other viable options for work. Rarely did conducting data work offer a sustainable 

career path. Thus, social good companies like EnVision Data, while a data BPO itself, offered vocational 

training to help its workers find better career opportunities. Meanwhile, most companies had set norms for 

outsourcing in ways that take advantage of cheap data labor, and traditional workers, encultured in that 

environment, regularly rely on those norms. 
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Power to Design Data Practices 
The main mechanism through which clients impart their perspectives about data categories onto data 

workers is through data guidelines. Guidelines, also known as instruction manuals, are documents where 

clients formalize their expectations about data categories. Siddhartha presents a sort of overview of how 

guidelines are used as instruction documents: “If you want to train models with the same data, [the data 

team makes] sure that the [data workers], they are following the guidelines that they were told … they 

know everything that they're doing.” Clients often described guidelines from this perspective—as a set of 

instructions which outline the rules and expectations for data collection or annotation processes. Yet, 

guidelines also acted as mechanisms for controlling data worker positionalities.  

How Traditional Workers Design Guidelines and Training to Control Data Worker 
Positionalities 

Guidelines serve as documents meant to communicate traditional worker expectations about identity to 

data workers. Guidelines are reflective of traditional worker positionalities and are meant to enculture data 

workers to their positional worldviews.   

Both Lynn and Vasudha worked on image classification models that included wedding concepts. 

Wedding concepts proved difficult specifically because of interpretations around same gender couples. 

Lynn explained her first introduction to dealing with guiding data workers to be “unbiased” was in training 

this wedding classifier for a B2B customer. She described the concepts she had to get across to data 

workers in the guidelines: “It could be two women, it could be a man and a woman, they can have 

different skin tones … there are different races and different garb for weddings.” Much like Lynn, Vasuda 

similarly had difficulties with queer concepts when data workers were in cultures where queerness was 

taboo—or where current norms were changing. She explains: “Like gay marriage became legal in India 

very recently … So, we can guide them to say, if two people are getting married, and both seem to look 

like women, tag them both as bride.” Vasudha speaks about guiding data workers to see two women as 

brides. While she does so in the context of applying data labels, training also works to shape the 

perspectives and cultural outlooks of data workers.  
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Differing cultural conceptions could often clash, making this goal difficult. One of the company’s 

customers requested a moderation dataset for classifying explicit versus non-explicit content. The 

customer, based in the United States, expected nudity and pornography to be labeled as explicit, while 

other content would be labeled as non-explicit. For the explicit photos, she expected “there would be 

nudity, right, like the American concept of explicit … you know, X-rated stuff.” However, they found that 

the annotators based in India labeled concepts outside of nudity and sex as explicit: 

 “So, we get our data set back, and we start combing through it. And all of a sudden, we 
start noticing that man on man, whether they were fully clothed, or kissing, or even just 
holding hands came back [labeled explicit] … And so we had to train this overseas 
workforce to say, `We don't consider homosexuality to be explicit or taboo.’”  

Here, training data workers to see data in a specific way—for example, that two men could kiss or 

two women could be brides—extends beyond the data. Traditional worker positionality is meant to shape 

the positionalities data workers inhabit. Training and guidelines cultivate the positional values of those in 

the Global North in individuals who might otherwise not be exposed to such values. 

Given that many traditional worker participants didn’t directly discuss how guidelines are created 

or written, examining examples of guidelines illustrates how they can be designed to reflect traditional 

worker positionalities. Often, this is because guidelines were not specific—they simply reflected back 

implicit assumptions about identity. As discussed in Chapter One, instructions and examples were not 

given for annotating demographics like gender or racial categories. Instead, annotators were given a list 

of options to choose from, such as “male / female / unsure” (ChAI project). Vasudha said that it was 

difficult to define in guidelines how to annotate identity categories like gender, which reflects data workers 

being equally unable to explain how they make categorical decisions about identity categories (e.g., “I 

mean, it’s just that I know that they are somehow” (Manjola)). Like most clients, Vasudha describes telling 

data workers “what you perceive is what you perceive,” yet she also explains that they are constrained to 

the categories of gender that they are given. 

In many cases, guidelines are actually designed in ways which are so vague they fail to account 

for possible interpretations beyond traditional worker worldviews. Such “straightforward” guidelines 

suggest that clients may fail to predict when something is not actually “obvious” but is instead highly 

interpretive. For example, Figure 16 is a snippet of the instructions provided to Nedeljko for a facial 
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segmentation project. The instructions are simply a series of examples for selecting different facial 

features. Yet, facial feature annotation was one of the most variable project types among data worker 

participants. Bernardita, Wares, and Shokouh all expressed difficulty discerning different facial features 

on Black faces, while Lyonis, Pelumi, and Raiha expressed having a hard time selecting eye regions for 

East Asian faces. These workers came from geographic areas where seeing such faces was rare, and so 

they were unfamiliar with them. The guidelines given to Nedeljko—and the previously mentioned 

annotators—did not provide multiple examples across racial dimensions, indicating that perhaps clients 

did not expect data workers to find the task difficult. Beyond racial difficulties, even examining the outline 

of the nose in the bottom image of Figure 16, one could imagine another annotator interpreting the visible 

shadows of the nose as the bounds rather than outside of the shadows. Traditional workers, in designing 

the guidelines, were not thinking about whether data workers were familiar with different types of faces. 

Embedded in the guidelines is the implicit assumption that different types of faces were equally 

interpretable for data workers.  

Facial Segmentation Example 

 
 

Figure 16. Facial segmentation project from Nedeljko. 

CodeGuard Example 
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Figure 17. NSFW moderation classification (Codeguard) from EnVision Data 

 
Similarly, the instructions for the Codeguard project, which involved EnVision Data workers 

collecting examples of NSFW content for a moderation classifier, was simply a list of content they desired 

images for. The list itself was non-specific, making instructions highly interpretable. For example, “vulgar 

gestures” are not only subjective from an individual perspective, but from a cultural perspective, as 

“vulgar gestures” vary widely by country. Similarly, determining whether a nude image is of a “teen” or 18 

and up is highly subjective. It was also risky for the annotator who might be searching for such images, as 

they might be exposed to illegal underage content or culturally inappropriate content. Vasudha described 

the issue of cultural interpretation in her own experience with content moderation:  

“So, when you think about the different aspects here, the one thing that we struggled 
often is sort of to draw the line between what is racy and what is adult. And in cultures 
like even wearing like, swimwear is still very offensive, like in Indian culture … And this 
is it all, not knowing what countries would have certain limitations has definitely been a 
challenge.”  

Here, Vasudha is actively acknowledging the limitations of traditional workers’ knowledge of other 

cultures. These limitations come through in the vague and non-specific nature of identity categories in 

guidelines.  

Yet differing cultural interpretations seemed to be an area of concern for traditional tech workers. 

Both Lynn and Vasudha described scenarios where they dealt with different cultural interpretations of the 

data, which led to undesirable outcomes in a US context where the product would be deployed. The 

knowledge that cultural biases around identity categories could infiltrate datasets outside of the explicit 

annotations themselves led Lynn to be more careful with training annotators outside of the customer’s 

cultural context in the future. Lynn said:  
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“I can tell you just having worked with overseas teams for so long, it's like whack a 
mole, like, as soon as you find a sense of cultural bias, and you just kind of have to peel 
away the layers of the onion ... But it's not to say that they are biased, right? And I'm not 
saying that their bias is problematic. They're a different culture from us. And they're, you 
know, they're coming at it from the way that they, when I say the word bias, I mean, you 
know, I'm meaning in the, in the statistical sense in that, you know, as I mentioned, 
every human is biased.”  

Lynn acknowledges that identity work is subjective in that “every human is biased.” At the same 

time, she maintains that there is still a desirable outcome for identity in models, in that she is still seeking 

a statistically correct outcome. As such, she seeks to control how data workers apply labels, to avoid this 

sense of statistical bias. Yet, since statistics are dependent on how a problem is framed, Lynn is 

overlooking that the desirable output is still reflective of her own cultural bias. Examining this statement 

reveals that traditional workers often view data workers as introducing statistical bias, in the sense that 

traditional worker expectations are statistically fair. 

At EnVision Data, clients occasionally came with pre-written guidelines. However, oftentimes, 

clients came only with requirements or desired outcomes for the project, and the annotation trainers, like 

Yasmin and Ghaliyah, translated those documents into guidelines for the data workers. Larger tech 

companies which regularly outsourced data work also often wrote their own guidelines and worked with 

fleshed out pipelines for writing project guidelines. Vasuda discussed how at Aqueous, they intentionally 

ensure the guidelines are “understood by the global audience” of data workers they use all over the world. 

“Most of our AI vendors come from China, from India, from Brazil, because our AI teams sit there.” They 

have a pipeline for “all of the logistical work of now getting like translating it into language that is easily 

understood by the vendors.” In many cases, for clients who are not located in large tech companies, 

instructions are given only in English. Given that the majority of data workers I interviewed would often 

need to translate pieces of our conversations, it is likely they often had to translate English-only 

instructions. At EnVision Data, the annotation trainers purposefully translate instructions into Arabic given 

the majority of their workforce’s native language. Freelancers hired for data collection projects, like 

Thahn, also translated English instructions to build better rapport with data subjects. Translation 

endeavors add another layer of interpretability that may lead to differing data outcomes. For freelance 

workers, like Thahn and Dinorah, the labor of translation and interpretation also fell on them, as clients 

did not provide translation services.  
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Of course, defining guidelines was not always viewed as a simple task. Some traditional workers 

acknowledged that guidelines were documents laden with perspectives. Vasudha explained that defining 

guidelines is difficult, because people have such different perspectives on their application: “I don't think 

we are in a world where all of us are aligned on what those guidelines should be, just because global 

population perceptions are different perspectives are different.”  

Traditional workers are tasked with determining, to the best of their ability, what should be 

communicated in the guidelines so that the data can be used in expected ways. Guidelines are meant to 

be used to ensure data consistency, objectivity, and quality. They are designed to enculture data workers 

to traditional worker positionalities, to train them to see the world through traditional worker eyes. 

However, in practice, communicating clearly and strictly through guidelines is difficult. As such, many 

guidelines are extremely vague, leading data workers to attempt to synthesize their own positional 

worldviews with the expectations of their clients.  

How Data Workers Apply Data Categories 

Data workers do not have the power to define what identity looks like in the overall task. By the time the 

project gets to the data workers, identity has already been defined and translated into technical 

requirements. The training material tells data workers what to do to implement this vision of identity. As 

Pelumi said: “I use the training material as what is truth.” 

Ghaliyah, who works as an annotation trainer for EnVision Data, described how for each project,  

a supervisor walks the annotation team through the labeling guidelines. She acknowledged that the 

annotator’s point of view may differ from the guidelines. Especially for some projects, which ask the 

annotator to make decisions about subjective or imprecise concepts, like how fast a person is speaking, it 

is difficult to prescribe a correct answer: “At the end, it depends on the annotator's point of view. So, there 

were no 100% rule for some questions. For example, some questions were like, ‘Is she or he speaking 

fast or slow?’ … We cannot say 100% if this is the correct answer or not.” In actuality, what was 

considered “correct” was whether the client agreed with the data they received from data workers.  

Largely, traditional workers didn’t discuss data worker positionalities in the application of 

instructions; rather, they often talked about controlling for bias at a high level. For example, Nicholas 
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explained, “We know that AI can be biased if you have bias in your data, that we want to make sure that 

we want to remove the bias in the data … the biases that people inject into the process that they're not 

even aware of, you heard the term unconscious bias. Right, so we start to look at what those are.” He 

discussed the concept of biased data at length, and how Resoom worked to control bias in the data, but 

he did not discuss data workers directly. Instead, both Nicholas and his colleague, Lydia, regularly 

discuss the positive role of having diverse teams of traditional tech workers to keep bias in check. In one 

example, Nathan explains that Amazon’s biased resume parsing model “probably wouldn't have gone as 

far down the road as they did without checking for biases” if they had a team with diverse disciplinary 

backgrounds. 

As Kenny describes about the annotation process, “[data workers] make a logical human 

decision. So, here's the thing about computer vision, if you can't figure it out with your own eyes, then the 

computer vision will never be able to figure it out. That's the base level.” While Kenny explains that data 

workers are making “logical” human decisions, he is more so implying that computer vision can only 

reflect the positionally-informed decisions of human beings.  

EnVision Data implemented a new required ethical AI training module in 2021 to help better keep 

“the bias out as much as possible.” The module was aimed at teaching their data workers to think critically 

about data possibilities, thinking outside of their limited positionality to try to imagine other ways of 

classifying the world. As seen in Figure 18, this might include how different objects—like food items, in 

another slide—differ across the world. 
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EnVision Data’s Ethical AI training 

 
Figure 18. A screenshot of EnVision Data’s ethical AI training module. 

 
Sadhil felt that annotators learn how to better annotate and recognize different concepts across 

cultures through experience annotating. He explained:  

“These things come with experience. In simple terms, we can identify any object, like I 
can identify this is the thing called a chair, this is in front of me. So, who taught me this? 
So our parents taught us this, that this is chair, so in our brains, there are neurons. So 
my parents told to me five to ten times or fifty times, ‘This is chair, this is chair, this is 
chair.’ So I can identify this is chair.”  

Sadhil compared himself—and other data workers—to how computer vision is taught to see 

patterns, reflective of Kenny’s perspective that computer vision can only reflect what humans teach it. Yet 

Sadhil also acknowledged that annotators “make mistakes.” However, he blamed these mistakes on 

annotators forgetting the goal of the model, rather than for either poor instruction or differential 

perspectives interpreting guidelines. 

But guidelines, though they act as the “truth” which data workers are aiming to apply to data 

instances, often fail to account for all of the “edge cases” that show up in data. Pelumi, a freelance 

annotator that also oversees some projects as an annotation supervisor, explains his approach to 

identifying confusions in the guidelines. When he notices certain patterns, he turns to the guidelines to 
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see if the annotations match the instructions. If they do not, he will talk with the annotators to identify the 

core issue. Sometimes, this leads to the annotation instructions being too confusing or too vague to cover 

the issue. “Any slight change in the instruction, the client may be affected by it. So, when I agree [to 

changing the instructions], I quickly inform the client that there was this case, the training instructions 

didn’t quite explain it, so we have decided to consider it this way. Do you agree or will this work out for 

you?” If the client approves, then the annotators re-annotate those Attributes in accordance with the 

updated guidelines. 

Like Pelumi’s case, at EnVision Data, the supervisor may provide clarification themselves, 

reiterating or reinforcing their own interpretation of the guidelines. The supervisor has the role of 

mediating what annotation should look like based on their knowledge and interaction with the client. 

Yasmin, who supervised the ChAI project, explained how she would have to address confusions about 

specific expressions. “Like the most edge cases that we faced were about the expressions of the people 

in the video, for example, if they were enthusiastic or not, or if they, for example, if they smiled more than 

once in this two minute video.” While she acknowledged that such expressions were subjective, she still 

had to guide annotators to understand the expectations of clients and correct “mistakes.”  

After all, guidelines regularly fail to account for different interpretations of the same “truth.” Sadhil 

described a mix-up about what the item of clothing, a “blouse,” was, because it looked different in India 

than in Japan.  

“In India, a blouse is called a woman’s dress … like half sleeve t-shirt, like, thing is 
called a blouse in India. And in Japan, a blouse is like a full quarter gown, so this was a 
different thing. In Japan, different clothing type is called Blouse [than in India]. So first, 
when we prepared the data, we collected the images according to blouse that we 
[know] in India, because I don’t know that in Japan the blouse is the other thing. Then 
he [the client] said this was not the blouse. Then after searching on the internet about 
the Japan and their clothing, the blouse in Japan, then I understood that the blouse in 
Japan is the other thing, then I collected the Japanese blouse images … And many 
other things, same in any country, if you are working on human fall detection, it’s the 
same in all countries. But when the thing is for the clothing, it can be different in 
different countries.” 

Sadhil did quite a bit of work based on his intuition of what a blouse looked like in his own country 

of India before the client corrected him. He then had to conduct research to understand what a blouse 

looked like in the context of another culture. Gemma similarly described being stuck between multiple 

categorical options because she did not understand how to apply the labels. “You cannot differentiate 
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between a Caucasian person and Hispanic person, so it was sometimes a bit challenging,” she explained, 

implying she did not find the categories meaningful. Dinorah had a similar reaction to ethnicity categories: 

“We have to be superficial. We have to see the color of the skin, we have to see, let’s say, if we see 

someone super dark, we should write African, we cannot write Caucasian, even if he is from this origin, 

we cannot know this. We should just answer whatever we see, there is no other indication.” Such 

categories could be reflective of U.S. perspectives on ethnicity that are not common in her home country 

of Kenya.  

Gemma also had to classify gender in another project, and she ran into some issues where she 

was unable to tell the gender of the person. “Mostly it’s their physical appearance, and then sometimes, 

it’s really hard to tell someone’s gender because of their sexuality, someone might apply makeup or is 

transgender, so then you can’t know really the gender of that person,” she explained. Gemma would 

offload the responsibility to make final decisions to her client. “So, in that situation, mostly I just ask the 

client, cuz that’s something you can’t just tell.” In those cases, the client usually looks into the data 

themselves, and she no longer has to deal with it. Given Gemma had no power in defining how gender 

identity should be represented in the first place, the only options she had were to guess within the 

parameters of the categories she was given or simply let the client decide. She did not have the power to 

define the categories, and she did not agree that the categories fully accounted for gender identity as she 

perceived it. Letting the client decide implicitly acknowledged the power the client had over the entire 

process. Binary gender was an attribute designed to serve client needs, and so the client was the best 

person to make determinations when the data worker was unable to fulfill their role as inhabiting the 

client’s positionality.  

During the process of annotation, a number of workers expressed disagreement with the 

processes of annotation. In particular, they felt that annotations were often subjective, and thus it was 

unfair or unrealistic to expect a specific answer. For example, Abyar didn’t necessarily agree with 

supervisor decisions. She felt that every person sees things differently, which didn’t necessarily mean she 

was incorrect. However, in the end, she felt supervisors “know better” because they interface directly with 

the client. “Sadly, yes [the supervisor has the final say] … but yeah, according to the supervisor, cuz they 

actually have direct contact with our client, so they know better.” Aakrama had even stronger feelings 
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than Abyar. He explained that he felt the ChAI project, in particular, was “ridiculous” because there was 

no way to accurately rate the qualities of a person: 

“[The] customer expects us to find the collective of the person in the short time of the 
interview. We must recognize if the man is stressful or very relaxed … many different 
fields that must be filled out. … many details must be suggested from the short movie. 
And it’s very confusing because anybody can have a different idea about one person. 
Maybe I see this person and say he’s nervous, maybe you don’t say nervous … 
because the reality … because the rules is not certain … because anybody sees the 
very short, between the one and two minute interview, the customer expects us to find 
the personality of the [person] and make a number from 1 to 10 about this person.”  

Aakrama felt the client’s expectations were unreasonable, because there was no objective way to 

assess the qualities of a person in a short interview video. Further, he expressed concerns that people 

whose first language was not English might be seen as more “nervous” simply because they are focusing 

on speaking a second language. Much like with other categories, like gender, Aakrama was not given 

clear detailed instructions for how to assess categories in the project. Further, the categories were 

structured as assessments, asking data workers to rate the qualities of the person in the video. Therefore, 

the work was presented to data workers in a way that implicitly asked them to embody their own 

positionality, rather than the client’s. This seemed to make data workers feel uncomfortable, because it 

more clearly exposed the subjectivity of their tasks. Data workers, encultured to embody the desires of 

their clients, were rarely asked to assess categories from their own perspectives in such a blatant 

manner. In the end, data categories are meant to reflect the desires—and positional perspectives—of the 

client. As summarized by Abyar, “We did whatever the client wants.” 

Power to Evaluate Data Work 
The final step in the data work process is to evaluate the submitted datasets, checking whether collection 

or annotation quality is up to the expectations of the client. Data workers submit datasets to their clients 

for review, and then the clients ensure the dataset reflects their desired perspectives. In this section, I 

describe how traditional workers define the processes for evaluation datasets. I then describe how 

traditional workers largely shift the responsibility for any data bias onto data workers, given data workers 

were the ones conducting the data work.  
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How Traditional Workers Define Evaluation Procedures 

Supervisors reviewing work before submitting it to the client was very important to EnVision Data, 

because negative client feedback could reflect poorly on the BPO as a whole. As Wares stated, 

“Supervisor reviews and quality of work should be very good before submitting to clients.” However, not 

all data workers had a supervisor to submit work to. Sometimes, clients did the final review of the work. 

Clients doing final reviews was especially common for freelance data workers. Ghaliyah describes how 

the process of evaluation generally works at EnVision Data: 

“Before submitting your works, we tell annotators, please check it multiple times … but 
after they submit their works, they cannot see their works anymore and the supervisor 
have access to the work only. The supervisor will go through all the details, all of their 
works. If they have problems, they will give back their works and they will work again on 
that. But in some cases, I think the supervisor will make corrections.” 

The actual process of evaluating work looked different depending on the client. Some clients 

decided to use consensus models, assuming that multiple workers annotating the same data would lead 

to less biased outcomes. For example, because human beings have differing perspectives about the 

same concepts, Kenny says “that's why we use three people … to keep the bias out as much as 

possible.” The purpose of using three people, rather than two, is to include a tie breaker. This meant that 

annotations were ruled by the majority. When two out of three data workers labeled one way, the final 

outlying data worker’s perspective would be overruled. This arrangement minoritized outlying 

perspectives, assuming that disagreement with the majority indicated incorrectness.  

Irina explained that they had tried automatic quality control techniques, but they did not work well. 

While they are more cumbersome and time consuming, Irina believes that human measures of quality are 

more effective than automatic ones. She said, “What works better is having a supervisor do a double 

checking of the work.” She then believes that the supervisor should communicate with the team what the 

mistakes were, so they can learn from their mistakes. She explains that this process is “more human and 

addresses annotators as sentient and thinking beings instead of just this random crowdsource person.” 

As a supervisor, Dinorah had to view all the videos in the ChAI project where disagreements 

showed up. “When there is a conflict … this is where I come and I look at the video and I say, okay, that 

is more likely to be correct.” However, she did not review data where all of the annotators agreed, 

indicating that a shared perspective was treated as truth.  
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As described above, some data workers disagreed with supervisors about their annotations being 

correct. In some cases, they managed to convince their supervisors that their perspectives were correct. 

For example, Sumbul described how when working on the Emovos project, she would try to prove her 

perspective to her supervisor:  

“I just personally [told] her that this was my observation … for example, the disgust is 
the feeling that you dislike something or someone, and fear you are in …  danger … 
These two expressions we had a small discussion between each other and sometimes 
[my supervisor] agreed with me. I keep the same [label] for that picture.”  

Of course, supervisors did not always agree with data workers, and had the final say in whether a 

label would be updated or not. The model of EnVision Data, where data workers interfaced with 

supervisors and were valued as employees of the organization, allowed for data workers to express such 

disagreements. However, freelance data workers often operated much differently, rarely expressing 

disagreements with their clients (e.g., Gemma’s example in How Data Workers Apply Data Categories).  

Sometimes, clients actually decided to override the classifications that data workers assigned to 

data. In the SensEyes project, many of the ethnic categories for the data collected were reclassified by 

the client. The client, based in France, disagreed that the ethnic categories matched their expectations of 

appearance and would manually change the categories. Solange, the client representative, explained that 

they were less interested in the accuracy of the ethnicity of the individual and more interested in having 

diverse appearances. Traditional workers at SensEyes reviewed each piece of data and updated those 

they disagreed with. They most often reclassified Latin American data, because they did not want to 

classify white appearing people as Latin American for the purposes of their dataset.  

Quality checks were also another area that more negatively affected data workers than traditional 

workers. In some cases, the quality checks were so opaque to data workers that they did not know which 

data was rejected. In the SensEyes project, this resulted in data workers needing to find a whole new 

batch of participants to collect selfies from, because they had no idea which selfies had been rejected in 

the first place. Manjola described having to continuously do data collection on the SensEyes project 

because so many people, especially older people, had a difficult time holding still. Her selfie data would 

then be rejected by the client.  
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The rating systems on platforms like Upwork might also negatively impact workers’ abilities to get 

future work. Rebecca explained that because she could not complete all of the work within the expected 

time frame, she was given a negative review on Upwork. She explained that EnVision Data, who she was 

contracting for, told her they could not provide a five-star review for her incomplete work:  

“They gave me a heads up that if you will not be able to complete the project, I will not 
be able to prove you that five-star review for this specific project. And knowing that I'm 
out of control with that situation I just had to say it was okay with me.”  

The lower her reviews, the more negatively it impacts her job success score on Upwork, leading 

to less work. “It is really a huge factor.” However, Rebecca did not try to convince EnVision Data to rate 

her more highly; she simply accepted the lower rating.  

Much like in the other parts of the pipeline, evaluation procedures were entirely defined by 

traditional workers. The goal of evolution was to ensure that the submitted data reflected the visions of 

the traditional workers’ initial requirements. In very few cases, data workers made the case that their 

interpretations were actually correct and not incorrect (e.g., Sumbul). Such examples reflected whether 

organizations were structured to empower data workers to speak up, like EnVision Data is. However, 

largely, data workers did not express their own opinions or attempt to convince clients their work was 

valuable. Even in cases where they got lower ratings, which could affect their ability to get future work, 

data workers largely accepted whatever outcomes the client decided was fair.  

How Traditional Workers Shift the Responsibility for Data Bias 

It was at the evaluation stage that notions of bias were often identified by clients. Vasudha had such 

experience with auditing models that she knew to expect potential bias for the populations doing the data 

work. She explained, “We did notice wherever the model is trained, you're heavily biased for the 

population, our models predominantly were trained in Asian countries. So, it's tuned for that accuracy is 

amazing for that subset of the population.”  

The responsibility for bias often fell on the data workers, given the notion that data is the source 

of bias rather than the data categories themselves. Perhaps some of this stemmed from traditional 

workers not wanting to take on the responsibility themselves. As Coleman said, “It's a little bit like the 

history of the nuclear bomb. Everybody wanted to research on this stuff, and nobody wants to be 
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responsible for having built it.” That annotators were responsible for bias often came through when 

traditional tech participants discussed the role of data workers. Elliot described a hypothetical image 

captioning system which was biased against women:  

“Now imagine you have a system that takes in an image and captions that image for 
example, so it says, like, takes an image, maybe there's like a person in scrubs, you 
know, interacting with like some patient. And we find that if the person in scrubs has 
short hair and a beard, then the thing captions that there's a doctor talking to a patient. 
And if the person in scrubs has like, you know, long hair or some other like, you know, I 
don't know like other feminine signifiers that the dataset might be picking up on it'll 
caption it, there's a nurse talking to a patient. … it could also be that your annotators 
had a whole bunch of like biases. And so, the people who are annotating those images 
looked and were like, Oh, I think that this is like, I believe this is a man. And so, this is a 
doctor, I believe this is a woman, this is a nurse, and like, not consciously, but just like, 
right, like these things get filtered in.” 

Responsibility for AI falling on data workers was internalized by those in the data workspace as 

well. Irina taught her data workers that this was the case during training modules:  

“Obviously if they make mistakes, it will be really bad for AI, so we should be 
responsible. So one of the most important things for being an annotator is to be 
responsible for the things that you are doing so you have to be patient, you should care 
about your job, and you should check anything, because your behavior, your choices 
will have an effect on AI.”  

Data workers internalized this. Dinorah believed every annotator must take responsibility for themselves 

and their positionalities:  

“My vision is that everyone is responsible for himself … For example, see, my English is 
not that good. I am responsible for this; I cannot blame anyone that my English is on 
this level. I do not see here that culture affects that much, when it comes to 
development or giving something to a company.”  

In her view, Dinorah believes that one’s perspectives or experiences should never negatively affect the 

outcomes of their work.  

Often, clients did not even check ratings when they received datasets. Yasmin said the client for 

the ChAI project never asked why annotators assigned certain ratings for each category. Yasmin 

described that the project was so subjective, that the client probably didn’t see a reason to check each 

answer. “It's just the human perspective on how the interview went, there’s no right or wrong answer,” she 

explained, indicating that the model which would be released was equally as subjective.  

However, some traditional tech workers took on the responsibility of pushing back on managers 

before deployment. Coleman’s job includes approving models. “I have had situations where of course, I 
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had to tell people in the way above my paygrade, no, I will not approve this. And then it's either meant 

sometimes they would basically follow my approval or non-approval note and say, okay, and sometimes 

they would override me,” he explained, indicating that he did not always have enough power within his 

company to push back on model releases. However, he described building that power through seniority: 

“The longer you are in the company, the more senior you get, the more people listen to you. And 

sometimes you just need to make sure that your management is on your side.” Traditional workers, unlike 

data workers, are able to build reputation and rapport with those above their stations.  

Despite the fact that data workers were usually viewed as the core source of biased data or poor 

performance, most data workers had never even interacted with the types of models they were helping to 

train. Given that workers never get to interact with their end products, Irina and Yasmin both expressed a 

desire for data workers to be more included in the overall process of development. Yasmin said, “As a 

community we need to think about to make annotators more involved about what will happen to the data 

after. On a core team level we are also aware of what will happen to the data most of the time but it may 

be very surface level.” Irina similarly had a goal to make human annotators more visible in the overall 

process of AI development: “It’s just acknowledgment of the fact there is a workforce behind this amazing 

AI model that’s being created … And the clients are very much aware of that, our clients, … but when 

they are presenting that to their end clients, that’s maybe where a bit of more acknowledgement [should] 

come through.” 

Yasmin and Irina both felt that data workers were a core part of the computer vision development 

pipeline but were not acknowledged for their work. They want to see data work acknowledged by the end 

clients who use the data to train their models. Further, they hope to see data workers involved more in the 

overall process of development, from start to finish. They wanted data worker roles to be expended 

beyond solely collecting and annotating data in an almost automated fashion.  

In sum, although the majority of decisions about identity concepts throughout the development 

pipeline are made by traditional workers, traditional workers largely shift the responsibility for any biases 

in the model to the data and thus the data workers who conducted the data work. The data workers 

themselves also internalize the view that data workers are responsible for bias, given the ingrained 

culture of perceiving data as the core source of machine learning bias. 
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Discussion 
Given every individual has their own positionality—the way they view the world—then workers are always 

applying their own worldviews when developing computer vision. In this Chapter, I examined how 

different types of workers enacted their positional perspectives during the development of computer 

vision. Through the examination of how different workers referenced their positional perspectives, I 

identified how power manifested during the development of computer vision artifacts.  

In the end, the entire development process of computer vision is controlled by traditional workers. 

Even while traditional workers had differential power dependent on their positionalities to shape identity, 

navigate legal barriers, and push back on managerial decisions, the culture of traditional tech work 

allowed for interpersonal negotiations and accruing decision making power. Further, computer vision work 

is structured so that all decisions are controlled by traditional workers—from defining categories, selecting 

data services and clients, training data workers, structuring guidelines, evaluating data, and even placing 

responsibility onto data workers.  

On the other hand, data workers have very little power during the development process. They do 

not have the ability to define data categories, determine training or guidelines, or evaluate data. Those 

data workers at BPOs, like EnVision Data, aren’t even involved in screening clients. Due to economic 

precarity, even freelance data workers are forced to choose between accepting undesirable projects and 

their incomes. The only place in the process data workers have any decision-making power at all in 

conducting data work—collecting or annotating data. However, even as data workers conduct data work, 

traditional workers maintain a tight leash through training and guidelines, and later evaluate data work to 

ensure it aligns with their expectations.  

Traditional worker positionalities drive how identity is structured in computer vision. Data workers, 

as human beings with their own positional perspectives, are expected to embody and automate the 

positionalities of their clients, the traditional workers. Given data workers largely come from highly 

different sociocultural contexts than traditional workers, mechanisms are built into the pipeline for 

teaching data workers how to see like the traditional workers based in the Global North. Traditional 
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workers ensure that data workers understand and internalize their positionalities through training and 

guidelines.  

Data workers’ positionalities are seen as a threat to quality data work; the belief that data workers 

are homogenous, lower class, less educated, and more likely to be from the Global South and thus less 

familiar with the ethical beliefs of the Global North, are seen as unreliable and more likely to produce poor 

quality data. On the other hand, traditional workers imagine their own positional perspectives—as 

informed by class, education, sociodemographic identity, and geographic location—as values to be 

negotiated with their fellow workers, and within the constraints of their organization. Data workers are 

given no processes, or sense of empowerment, to give input on how identity is implemented. 

In the rest of the Discussion, I describe how positional power is present in computer vision work. I 

reference both Bourdieu’s theory of habitus and Hill Collins’ matrix of domination to describe how 

positional power manifests between traditional tech workers and data workers. I then conclude this 

section by describing ways we might reimagine the structure of positional power in computer vision 

development, to intentionally include the positional perspectives of data workers.  

Positional Power in Computer Vision 
Positionality plays a crucial role in how identity characteristics are implemented in computer vision. 

Workers reference the perspectives and values they gain through their life experiences. This is 

demonstrated clearly in Chapters 7 and 8, as well as. Yet not every type of worker’s positional standpoint 

is treated as equal. In this chapter, I have attended to the power that arises between the positionalities of 

traditional tech workers and data workers presented in Chapters 7 and 8. Through documenting the 

positions workers occupy during the dataset development process, patterns of power emerge. Traditional 

workers have much more freedom in expressing their own positional standpoints during development and 

pushing back against those whose perspectives they disagree with. On the other hand, data workers 

have very little power during the entire process. Computer vision development is a field of power where 

habitus operates to influence the positional power of individual workers. Positional power is not 

necessarily intentionally enacted upon data workers by traditional workers but is latently reproduced 

through the earned set of norms and rules that implicitly shape how individuals view the world, much like 
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Bourdieu’s habitus. Habitus “produces individual and collective practices - more history - in accordance 

with the schemes generated by history,” it “guarantee[s] the 'correctness' of practices and their constancy 

over time, more reliably than all formal rules and explicit norms” (Bourdieu, 1990).  

Positional power, and the practices that uphold it, have become so deeply ingrained in computer 

vision development that it is upheld by both traditional workers and data workers. It is presented by 

traditional workers and data workers alike as entirely natural, expected. Traditional workers openly 

discuss data worker positionality as something risky that introduces biases into the data. Data workers 

are seen as introducing cultural biases into the data. On the other hand, while data work is treated as the 

source of bias, traditional worker positionality is never treated as biased. Largely, traditional workers 

never questioned how their own positionality might introduce bias into the development process. Even the 

role traditional workers play in scoping identity is not viewed as biased, from either traditional workers 

themselves or by data workers, but instead as a necessarily valued tradeoff. The “engineers who don't 

think that much about identity” are not necessarily biased, but value different things than the traditional 

workers who do think about identity. This propensity to assume data workers are biased, unreliable, and 

should not be making key decisions about identity underlies the field of power of computer vision. 

Edgerton and Roberts explain that “dispositions of the habitus generate practices in fields which in turn 

can affect those dispositions by (de)valuing them” (Edgerton & Roberts, 2014). In the context of this 

world, the structure of worker positions, or habitus, in the field leads to the (de)valuing of their positional 

perspectives.  

Traditional workers are awarded with positional power—the power to dominate how identity 

concepts should be defined and implemented in computer vision artifacts. From the start, traditional 

workers define what identity should look like in computer vision, have the capability to select and deny 

clients they disagree with, and choose which data workers to hire and what to pay them. They have the 

power to decide what is and is not ethical, dependent on their own positional perspectives. Their 

positional power is mutually constructed and upheld through other forms of power, such as economic 

capital (high salaries and the overall economic power their companies have to outsource undesirable 

work), social capital (their opinions, perspectives, and even disagreements are valued when discussing 

how to implement identity in computer vision), cultural capital (in that traditional workers often speak a 
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similar language in discussing computer vision, a language that was largely inaccessible to data workers, 

who, even working on AI, never came into contact with actual AI systems) and symbolic capital (in that 

they are viewed as prestigious, as elites).  

Even the way that prior work engages with identity in computer vision reinforces the underlying 

power structures currently present in computer vision. After all, all interventions, from designing better 

models to mitigating biases in data, are aimed at “designers”—often a broad description that 

encompasses traditional workers as a class. All of the implications sections found in prior literature on 

fairness and ethics presume that traditional tech workers are, and should be, the people in the positions 

to improve machine learning. 

Data workers, on the other hand, have no positional power. They do not have the agency to 

define identity or to screen clients, even when they have opinions about both. Data workers express their 

positional standpoints only when conducting data work, like collecting data and annotating it. The habitus 

that data workers embody is one which is incongruent with the values of computer vision as a field of 

power. As demonstrated in my prior analyses of values in the computer vision and AI space (see Chapter 

5), computer vision as a field of power largely prioritizes the habitus of workers in the Global North with 

specific technical backgrounds. As a result of their undesirable habitus, data workers are awarded no 

economic capital (in that they are underpaid and experience economic precarity) and little social capital 

(they are neither encouraged to develop opinions about or able to communicate their perspectives). They 

also have no cultural capital, in that they are positioned as outsiders to development, treated mainly as 

automated labor, they have not developed a shared language around computer vision or AI, and have 

little understanding of its actual use. Further, the educational status many data workers have gives them 

no power or prestige—given their home countries or status as refugees, their degrees are meaningless to 

change their situations. All of this lends to data workers having no symbolic capital, in that their role is not 

viewed as essential and is made invisible in the process of development.  

Even as the disempowered group, data workers demonstrated internalized beliefs about their 

own positionalities as data workers. They expressed similar opinions about data workers introducing 

biases, while clients “know better.” Data workers also felt responsibility for poor quality data work fell on 

data work shoulders, despite being underpaid and largely invisible. Even when they disagreed with client 
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perspectives on identity, they never spoke up directly to clients about their opinions. Often, the 

mechanisms by which datasets are developed do not even allow them to speak up. Many data workers 

simply submitted data to their supervisors once done but did not interface directly with them. As 

demonstrated by the available literature on contingent online work, data work is often a highly invisible 

form of labor. In comparison to traditional tech work, the role of data workers in creating computer vision 

products is portrayed as automated, or “magical” (L. Irani, 2016). The labor of data workers is often the 

most crucial aspect of machine learning, but the credit for such labor is usually assigned to researchers 

and engineers. Beyond the visibility of the labor itself, the visibility of worker positionality is different 

depending on the type of work.  

In cases where data workers are able to express their positional perspectives, when conducting 

data work, these expressions are seen as highly undesirable, and attempts to control them occur both 

before and after data work. Before data work occurs, traditional workers, in their capacity as clients, 

create data guidelines focused on ensuring specific data outcomes. Data workers often go through 

training so that they internalize the worldviews present in the guidelines as they conduct data work. In 

reality, these guidelines are often vague and fail to account for positionality; they do not attend to 

differential perspectives on identity concepts. While workers then resource their own positional 

perspectives to make decisions about data—such as referencing their cultural familiarity with clothing 

items—clients use their power to veto decisions they disagree with. During the evaluation stage, clients 

who disagree with data worker interpretations either send the data back to be corrected or simply override 

the annotations they received. Data workers are expected to be objective, neutral, and apply a “view from 

nowhere” to data (Haraway, 1988). Any trace of their own positional outlooks should be absent from data. 

Meanwhile, traditional workers openly discuss and negotiate different approaches to identity in their work. 

Though they may not explicitly discuss their positionality and its influence, it was always apparent that 

traditional workers are operating from their own specific habitus. 

As a result of deeply ingrained dispositions about the roles of traditional workers and data 

workers, all participants expressed the attitude that traditional workers are qualified and educated enough 

to make identity decisions, and data workers are biased by their non-Western cultures. Therefore, 

traditional workers hold excess positional power over how identity is defined in computer vision. More 
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specifically, the positionalities of traditional workers are more valued than those of data workers. 

Traditional workers have a positional power that data workers do not. Positional power is broader than the 

titles traditional workers hold. It extends to the value their own positional perspectives are given in 

developing identity in computer vision.  

In the next section, I describe how the social identities inherent in worker positions also influence 

the level of positional power they are awarded in the field of computer vision. The paradigm proposed in 

Collins’ matrix of domination can be used to examine both how data workers are disempowered, but how 

traditional workers hold different levels of positional power as well.  

A Matrix of Positional Domination 
As a result of the positional power traditional workers hold, data workers are actually treated as 

extensions of traditional workers. They are expected to embody the positionality of traditional workers 

when conducting their work. They are habituated to traditional tech worker perspectives through their 

training, the guidelines they are given to conduct data work, and through the evaluation methods used to 

strip data of any trace of data worker perspectives. In examining how data workers are expected to 

embody traditional workers, social hierarchies emerge in ways that extend beyond the perspective of 

positional power I just outlined. In particular, positional power between workers' different social identities 

becomes salient as certain workers are marginalized or made invisible through computer vision 

development. First, I attend to how the social identities held by data workers are erased and exploited by 

traditional tech workers seeking “unbiased” data work. Then I attend to how traditional workers also hold 

differing levels of positional power depending on their own intersections of social identities. 

Traditional tech workers are primarily based in the Global North; participants were largely based 

in the United States and Western Europe (see Table 10). If we revisit Figure 7, we can see that the 

majority of the clients that data workers have served come from countries in the Global North, as well. In 

contrast, the majority of data workers were based in the Global South. Those based in conflict-affected 

regions are particularly disempowered, often with no other opportunities for work outside of contingent 

data work. As Dinorah stated, clients expected work to be conducted in English, making many projects all 

the more inaccessible for many data workers. Such conditions acutely impacted women participants, who 
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often live in regions with far stricter laws about women’s movement, affecting their abilities to get a job 

and an education. In Chapter One, women participants even discussed how collecting data put them at 

differential risk of harm than men. Meanwhile, their clients failed to account for the lived realities of data 

workers in the Global South. Their expectations for how high-quality data work was conducted aligned 

with their own experiences of work in the Global North. They did not account for differences in collection 

processes and safety, nor did they consider factors like internet access, ability to leave the home, family 

life, or working conditions. Beyond the differences in conditions, data workers were also expected to 

easily and naturally interpret data through the lens of the Global North. Seeing swimwear as racy or 

explicit would be considered a “cultural bias” for clients in the Global North. 

The difficulties and realities of data workers outlined above showcase more than simply the 

different conditions underlying positional power in computer vision. Clients failing to account for the 

positions data workers inhabit can be interpreted as a direct extension of the desire for data workers to 

reflect and embody traditional worker positionalities. The field of computer vision employs what Wendy 

Chun calls “user amplification,” taking one’s own subject position and attempting to amplify it through 

technology. Crucial to user amplification is also the hierarchical component of erasure, making the 

complexity underlying computer systems invisible. Chun writes, “Such erasure is key to the 

professionalization of programming—a compensatory mastery built on hiding the machine.” Traditional 

workers did not discuss how their own culture influenced their views on identity but seemed acutely 

attuned to how the culture of data workers, occupying positions in the Global South, influenced data. As 

such, they sought to make the positions of data workers invisible. Implicit in the field of computer vision 

work is the presumption that, if the traditional worker could clone themselves, they could do the job better 

than the data worker, since they already embody the positionality needed for the ideal outcome. In doing 

so, they make invisible the subject positions that data workers inhabit—including their identities as 

economically disadvantaged, as women, as refugees, as located in the Global South. In erasing the 

positionalities that data workers inhabit, traditional workers fail to account for the intersecting forms of 

oppression underlying the reliance on data work. For example, how gender and religious beliefs intersect 

to make annotating certain types of content harmful, or how gender and space intersect to make 

collecting data more dangerous or risky. In an attempt to produce universal representations of the world, 
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rather than contextual ones (see Chapter 5), traditional tech workers implicitly presume a universal 

positionality. 

Further, the current structures of domination underlying computer vision practices uphold 

interlocking systems of oppression. As other scholars have pointed out, data work relies on the economic 

exploitation of individuals largely located in the Global South. The notion that traditional workers are 

valuable stakeholders while data workers provide risky and mechanistic labor mutually reinforces the 

economic conditions underlying computer vision. Clients, in high paying and prestigious positions in 

wealthy economic countries, take advantage of data workers disempowered positions. Labor arbitrage 

pits workers from different countries against one another, driving prices down across the globe and 

further limiting diverse perspectives. Poor reviews fail to account for the economic conditions which might 

have led data workers not to finish tasks. At its worst, some clients even scammed data worker 

participants out of their earned pay, trying to build cultural rapport with data workers solely to exploit 

them. Beyond the individual impacts of exploitative economic practices, computer vision as a field of 

power relies on the economic exploitation of data workers. Many computer vision projects—even in their 

desire to improve the ethics of computer vision, through practices like developing highly diverse datasets 

of human faces—are only viable due to the economic configurations underlying computer vision. After all, 

EnVision Data could not undertake Xavient’s project because it was too labor intensive and too expensive 

for their client.  

Of course, power is not a clearly delineated top-down structure from traditional workers to data 

workers. Just like with data workers, some traditional workers have more positional power than others, as 

well. As demonstrated in Chapter Two, women and people of color often relied on their white male 

colleagues for leverage. As insinuated by Elliot, engineers often had the most power in defining identity in 

early project stages. Engineers having more positional power to define identity led to less nuanced and 

more discrete categories of identity that other traditional workers disagreed with or viewed as harmful. 

Only through collective action did the transgender and non-binary workers at Lynn’s company, MultiplAI, 

manage to push back on decisions made by engineers to frame gender as sex. Identity classifications 

play a large role in determining the positional power available to different individual workers.  
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The field of computer vision is further complicated by the social positions each worker holds, such 

as race, gender, and class. To shift positional power in computer vision to be more equitable between 

workers, it is also necessary to attend to how positional power is awarded or denied given the matrix of 

social identities present in the field. In the next section, I describe potential approaches to reimagining 

positional power in computer vision. Not only do I encourage practitioners to think about shifting power 

between types of workers, but they should also consider the role of identity-based oppression within types 

of workers.  

Reimagining Positional Power in the Field of Computer Vision 
Teasing apart the way that habitus reinforces specific power hierarchies in computer vision—with 

traditional workers on top and data workers on the bottom—can also aid us in reimagining alternative 

structures of power. In this section, I engage with an imagined world where the underlying habitus of 

computer vision prioritized the positional perspectives of data workers across the development pipeline, 

rather than the positional perspectives of traditional workers. Further, as I have just discussed, those with 

the most marginalized identities, even among traditional workers, are currently disempowered. Given 

standpoint theory also posits that some people are “closer” to certain knowledges than others, I consider 

the tactical advantages of making the most marginalized identities dominant in the development of 

computer vision.  

Shifting Defining Power 

In the current structure of the field of computer vision, the power to define identity is largely in the hands 

of the traditional worker—and their customers, for whom they are serving. Data workers are entirely 

absent from this process and are simply handed identity categories to collect for and annotate during the 

data work stage. By the time identity categories get to data workers, data workers are expected to learn 

and embody the positionalities of traditional workers, to ensure data aligns with identity categories 

through traditional worker eyes. But what would it mean for data workers to have defining power?  

One method of shifting defining power to include data workers would be to consider leveraging 

data workers’ culturally situated positionalities in defining data identity categories. Rather than relying on 
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traditional tech workers to attempt to create universal data standards—that largely reflect the views of the 

Global North anyway—data workers could develop culturally contingent definitions of identity. One could 

imagine how data workers in Kenya would develop very different models for identities like gender than the 

traditional workers based in the United States. After all, someone like Gemma might intentionally account 

for transgender identities in ways that are not currently attended to by traditional tech workers. Similarly, 

racial or ethnic categories might differ significantly if defined by data workers situated in, for example, 

India, where historically racial categories differ significantly than in the U.S. (Morning, 2008). Other 

categories of identity might also be more salient in other contexts which otherwise do not even show up in 

computer vision in the Global North.  

Defining identity from a culturally contingent perspective, rather than an idealized universal one, 

might lead to more contextual modeling practices. Perhaps building computer vision models based on the 

positions of data workers, rather than the desires of customers, would lead to more accurate 

classifications in specific locales. Of course, there are certainly barriers in current approaches to 

computer vision to creating more culturally situated artifacts. Universalist models are largely the approach 

to computer vision because the positions which many traditional workers occupy, particularly in 

engineering, prioritize abstraction for the sake of universality. Further, it is cheaper and more efficient for 

the companies building them. However, it is worth questioning why traditional workers with no positional 

knowledge of the regions that they are attempting to gather data from or release products in should be 

the ones empowered to define identity categories. While identity categories always reflect the subjective 

positions of specific cultures and locales, including in the current status quo of computer vision 

development, harnessing the positional perspectives of data workers in defining categories can reveal 

new lenses through which to view identity, and new considerations for which to assess concepts like bias. 

Leveraging data worker positionalities more in defining data categories could lead to new insights, richer 

data labels, and more imaginative approaches than always relying on traditional tech workers in the 

Global North. 
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Shifting Selecting Power 

Current selection practices give traditional workers the power to both select data workers to outsource 

to—within legal limitations—and to select the clients they develop computer vision for. Even when 

traditional workers select data workers, the data workers themselves have little leverage. Not only are 

they not able to determine which projects they want to work on or which clients they want to work with, 

the economic precarity of data work pushes them to take on jobs simply out of necessity. They have little 

bargaining power when it comes to choosing projects or negotiating payments. Here, I imagine what it 

would look like for data workers to be given selecting power. 

Selecting power was the ability to select clients. One might imagine what it might mean for 

traditional workers and data workers to have mutual selection power, much like traditional workers have 

with their customers. For data workers, selecting power was heavily tied to economic precarity. If data 

workers had more economic capital, they would be able to set stricter boundaries about what types of 

work they would engage in. After all, numerous data workers expressed finding projects they were 

working on to be “ridiculous” or even unethical. Yet they would often still work on those projects because 

not doing so meant they would lose out on necessary income, a reality which was not present for 

traditional workers when assessing their clients. Traditional workers only had to consider whether the 

company they worked for would profit, but not whether they themselves would suffer economic losses.  

While many have proposed paying data workers more given their centrality to the development of 

AI (e.g., M. Díaz et al., 2022), they are also experts in how AI systems might impact people. They have 

positional perspectives which allow them to assess the ethics of a project in ways traditional workers 

might not. After all, Maakarim clearly saw issues with how a hiring-based computing vision model might 

discriminate against people whose first language is not English. Not only could being able to turn down 

projects data workers find harmful benefit them individually—in that they would not be exposed to the 

harm—it might also allow them to communicate to clients what aspects of the projects are problematic. 

While realistically, many clients might not change anything and still attempt to find new workers for their 

project, data worker input might also help to reshape and improve certain projects to be less unethical.  
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Shifting Designing Power 

The only place where data workers currently have any power in identity development for computer vision 

is in conducting data work. They are able to access tacit knowledge from their own positional worldviews 

as they collect and annotate data (see Chapter One). However, this power is heavily constrained. 

Traditional workers use their own power to ensure their positional perspectives are privileged. They train 

data workers to see data instances in the same way they do (e.g., two women as brides) and/or reinforce 

their worldviews through guidelines (e.g., breasts/nipples are to be considered explicit content). Data 

workers, largely based in entirely different cultures from traditional workers, are asked to put their own 

worldviews aside and embody the same positionalities as their clients, the traditional workers. In this 

section, I imagine what designing power might look like if data workers were allowed to embody their own 

positionalities in designing data practices, rather than those of their clients. 

After all, data workers have expertise in conducting data work, while traditional workers do not. 

One benefit of shifting designing power would be data workers being able to design data practices could 

lead to more accessible and detailed guidelines. Often, the way that guidelines are designed only 

implicitly reflects traditional worker positionalities. The vagueness of expectations in guidelines means 

that data workers are already applying their own interpretations to the data. If data workers were involved 

in designing guidelines, they could discuss how they do or do not meet project requirements directly with 

their clients before conducting data work. It would allow data workers to construct mutual understanding 

with their clients, rather than promoting a one-way flow of information from client to data worker. Involving 

data workers in designing guidelines and conducting training would give data workers opportunities to 

negotiate and clarify with their guidelines before collection, avoiding culturally contingent confusions 

about what a blouse looks like in certain countries.  

Ideally, involving data workers in the design of training and guidelines would also allow clients to 

learn more about the contexts that data workers are situated in, and prompt reconsiderations for how 

identity is being defined in guidelines before collection or annotation occurs. While clients might still seek 

to create computer vision models that classify nipples as obscene, they might consider how their own 

views of obscenity are biased by their positions.  
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Shifting Evaluating Power 

The final stage in defining identity in computer vision is broadly the evaluation stage. Traditional workers 

evaluate the data given to them by data workers. The status quo of this stage means that traditional 

workers can determine whether data is biased, low quality, or does not meet their expectations. They 

then have the ability to veto data worker decisions, either sending the data back to be recollected or 

reannotated, or simply overriding the decision themselves (e.g., relabeling Latin American selfie videos as 

white). In this final section, I present possibilities for data workers to evaluate their own data.  

Rather than deploying authoritarian quality assurance checks from traditional workers, who can 

simply override data worker perspectives they deem to be incorrect, one can imagine more democratic 

modes of assessing the quality of data work. Instead of relying on majority rules models of evaluation, 

data workers might attempt to reach consensus about data instances. For example, data workers might 

be encouraged to discuss the application of identity categories amongst themselves. Such discussions 

would allow data workers to form deeper understandings about the data, to see it from new perspectives, 

and ideally lead to higher quality datasets as workers collaboratively apply data labels. Involving data 

workers in evaluation procedures would also necessitate involving them in scoping the project, so that 

they understand how the data would go on to be used—an aspect of the development pipeline they are 

currently not involved in. 

Discussing agreements and disagreements might prompt reconsiderations about the categories 

altogether. In the status quo approach that privileges the positional power of traditional workers, certain 

identity categories might be a misrepresentation of lived experiences. For example, relabeling Latin 

American people as Caucasian can be considered erasing the actual identities of the people in the data 

and replacing them with Western interpretations. If data workers were able to communicate 

disagreements about identity categories to their clients more effectively, identity in the data might also be 

more democratically reshaped before product deployment.  
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Conclusion 
Positionality is crucial to implementing identity concepts for computer vision. Both traditional tech 

workers—like engineers and researchers—and data workers—like data collectors and annotators—define 

and interpret identity concepts differently given their own worldviews. Through interviews and 

observations, I examined the relationship between traditional tech workers and data workers during the 

development of computer vision. 

I found that these two types of workers are given very different power to engage their 

positionalities. Traditional workers are given opportunities to enact their own positionalities and negotiate 

disagreements with their colleagues. The only place data workers are able to reference their positional 

viewpoints is during the conducting of data work. Yet, the development of computer vision is set up so 

that data worker positionalities are carefully curated and controlled. Traditional workers view data worker 

positionalities as threatening to the quality of the data and are particularly concerned that they will 

introduce biases into the data and subsequent models. 

I discuss how practices in computer vision reflect a specific kind of power, positional power. 

Positional power refers to the agency workers have to engage their own perspectives and experiences 

when implementing identity for computer vision artifacts. In discussing how positional power manifests in 

computer vision, I draw inspiration from Bourdieu’s theory of habitus and Collins’ matrix of domination. I 

conclude with potential ways of reimagining positional power in computer vision to better enable data 

workers, as well as to account for different identity-based oppressions which are marginalized in 

computer vision development.  
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10 
HOW IDENTITY MOVES FROM OPEN 

TO CLOSED 
 

In this dissertation, I have explored how identity is constructed in computer vision. First, I presented a set 

of work focused on analyzing how identity is currently represented in computer vision artifacts—both 

models and datasets. Computer vision artifacts are the finalized output of the development pipeline. This 

work showcased that identity in computer vision artifacts is rigid, calcified, and closed. I showed that race 

and gender in datasets are portrayed as static, as well as neutral and apolitical, ignoring the social 

realities of race and gender. I also showed that the binary gender in computer vision models erases and 

marginalized transgender and non-binary people. How race and gender are historically embedded into 

these artifacts leads to a further calcification of marginalization of certain identity groups, like people of 

color and non-binary people. As such artifacts are deployed, they actively harm those groups in different 

ways, whether through stereotyping or erasure.    

Further, I showcased how computer vision artifacts communicate implicitly the underlying values 

of their creators. Solely through analyzing datasets, models, and documentation, we can see how 

computer vision practitioners value closed models of identity in computer vision. Dataset creators valued 

efficiency, universality, impartiality, and model work, reflecting the careless and underexplained 

approaches to identity showcased in Chapters 3 and 4. Thus, a lack of human-centeredness seemed to 

be entrenched in the practices of dataset creators and the field of computer vision more broadly. Yet, 

there were still open questions about how practitioners actually approach embedding their values in 

computer vision artifacts.  

Then, I presented a set of work focused on how human workers implement identity for computer 

vision artifacts. I revealed how both traditional tech workers and data workers embed their own 

positionalities in how they implement identity concepts in computer vision. I showed the different contexts 
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traditional tech worker positionalities are enabled and constrained by, as well as how they negotiate their 

perspectives with their colleagues. I also showed how data workers reference their own positionalities 

when collecting and annotating data. For both traditional and data workers, I revealed how unexpected 

and undesirable outcomes of identity end up in computer vision systems due to positional gaps among 

workers. Positional gaps help to explain why workers, like the dataset creators of Chapter 5, approach 

identity in artifacts the way that they do. They also suggest a need to attend directly to the positions that 

different workers occupy during the development process, to mitigate and prevent the harm caused by 

positional gaps. 

In comparing how both traditional and data workers can access their positionalities to conduct 

identity work in computer vision, I also revealed ingrained power differentials in how computer vision is 

developed. I showed that traditional tech worker positionalities are privileged and empowered over data 

worker positionalities. Traditional tech workers largely drive identity towards a specific vision, using data 

workers to enact that vision. Data workers are expected to put aside their own positionalities so that they 

can embody the positionalities of traditional tech workers. While traditional tech workers largely drive how 

identity is implemented in computer vision, data workers are seen as the source of undesirable 

characteristics, like bias, that end up in finalized artifacts. However, many data workers might have 

contextual and localized knowledge that would benefit the development of identity concepts that 

traditional workers cannot even foresee. This work suggests a promising approach to identity in computer 

vision that centers and empowers data workers as knowledgeable resources during development.   

The above work shows that, while computer vision artifacts represent a rigid and closed model of 

identity, workers still ingrain their own positionalities within those artifacts. The process of defining identity 

for computer vision is inherently subjective, and workers—even when constrained by the power 

embedded in development practices—always access their implicit positional perspectives to make 

decisions about identity categories. Thus, somehow, through the highly social process of producing 

identity for computer vision artifacts, concepts of identity become increasingly rigid. Identity moves from 

something that is negotiated among workers with different experiences and perspectives, to something 

that is calcified in datasets and models that enact very specific classifications of concepts like race and 

gender. 
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In this concluding chapter, I synthesize this work on both artifacts and work practices to argue 

that identity in computer vision is a result of a very specific narrow model of identity—one which moves 

from something open to something closed. I present a theoretical framework for how identity moves from 

an open and intangible concept to something that reflects the positional perspectives of various workers 

during development to, finally, a concrete and closed attribute to be used in a technical system.  

In the next section, I detail how identity is transformed in the development of computer vision. I 

describe five steps in developing computer vision which transform identity. I will elucidate the 

transformation processes commonly employed when developing computer vision artifacts. I apply the 

open-to-closed model of identity to the development of computer vision by mapping moments of 

transformation—how “Identity” becomes an Attribute, how an Attribute is subtly changed throughout the 

development of the product, and how the Attribute becomes solidified into a Technical Attribute.  

I then conclude this chapter by describing the open-to-closed model of identity in technology 

development. I outline the three phases and what each means: “Identity,” Attribute, and Technical 

Attribute. First, I discuss “Identity” as a nebulous and intangible meta concept which exists in the world, 

prior to any forms of technology development. “Identity” as a concept exists regardless of human 

intervention, though many different scholars have attempted to theorize about what “Identity” means and 

where it comes from. I then discuss how this meta concept of “Identity” serves as a resource from which 

different human actors attempt to pull from to help concretize identity into something tangible. In the case 

of technology development, workers access their own positional perspectives about “Identity” so that they 

can ground decisions in those perspectives. They thus create Attributes, malleable categories of identity 

that they work with during the process of technology development. The goal of this Attribute is to slowly 

turn it into something fixed and unmalleable, the Technical Attribute. The Technical Attribute represents 

the narrowest closed perspective of identity, which has been implemented within a technology. The 

technology can then enact this view of identity on the world around it, ascribing a singular and highly 

specific view of identity concepts.  

Through my theory of open-to-closed identity in technology development, I reveal how something 

as complex and messy as “identity” as a concept is made into something technical. Understanding how 

identity is transformed for the purposes of technology development gives us a new approach for 
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interrogating the rigid categories often presented as neutral and objective in artifacts like datasets. While 

often assessments of technology occur at the artifact level, when identity has already been solidified into 

a Technical Attribute, we can use an open-to-closed model to reverse engineer Technical Attributes back 

to their “Identity” roots. 

Five Step Transformation Process in Computer 
Vision 
Let me begin by reiterating in more detail the development of “human group” categories in the SensEyes 

project (as briefly described in Chapters 8 and 9). In 2020, EnVision Data was contacted by a small 

technology company, SensEyes. SensEyes provides identity verification for mobile applications, and they 

desired a new dataset of 5000 selfie videos to train a model for identity verification and spoof detection. 

The goal behind this new dataset was to ensure their models would work equally well across different 

sub-groups; to ensure fairness. At this stage, SensEyes had already taken a fuzzy and amorphous 

concept of identity and constrained it to something more technical—defining human subgroups to 

measure classification parity. 

Thus, SensEyes came to EnVision Data with a list of pre-established data requirements. 

SensEyes wanted the new dataset to be diverse across various human attributes, so that their product 

worked more robustly on different faces. In envisioning what “race” should be, SensEyes’ research and 

development team had already established the attribute “human groups.” They came to EnVision Data 

with a list of “human group” categories; they wanted an equal distribution across the five categories 

“Caucasian,” “Asian,” “African,” “Latin American,” and “Middle Eastern.” As demonstrated by Chapter 9, 

these human groups were laden with the positional perspectives of workers at SensEyes. They were 

colored by their own perceptions about racial categories. 

EnVision Data took on the project. Due to the scale of the project, EnVision Data decided to hire 

freelance data workers from Upwork from around the world. EnVision Data had mapped regions of the 

world to the categories that they were given. Data workers were then hired based on their region, such as 

Southeast Asia.  Each data worker was asked to collect videos from their contacts or those around them. 
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Data workers were not asked to target specific groups themselves. The hope in hiring freelancers based 

on their location was that their regions would map to the expected “human group” categories. Therefore, 

the data collected from data workers located in the Philippines would be assigned the category of “Asian,” 

while the data from workers in Guatemala would be assigned the category “Latin American.” Here, 

EnVision Data had to transform the five “human group” categories into something that could be actioned 

on. Thus, they layered their own interpretation of “human groups” onto each category, associating 

categories like “Latin American” with specific countries they assumed “Latin American” would be located. 

But both EnVision Data and SensEyes discovered that their definitions for the attribute of “human groups” 

did not align. EnVision Data took an approach to collecting data from the “human groups” categories 

through regional distribution. They assumed that the data collected from a certain region would map to 

the expected categories, even if imperfectly.  

Yet during the quality assurance check that SensEyes researchers performed on the data, 

SensEyes reclassified many of the videos. They reclassified “Latin Americans” who they felt looked too 

white as “Caucasian” and those who looked too Black as “African.” As their goal of their product was not 

to classify people into the five categories of “human groups,” SensEyes did not care about the accuracy 

(in terms of geolocation) of the category that the person in the video was assigned to. They instead 

focused on getting an equal distribution of the appearance of people across the globe. The 

reclassifications were each done by the researcher and development team at SensEyes, using intuition 

about the appearance of the data subjects in each video. Once again, identity in the nebulous concept of 

“human groups” was transformed via the interpretation of workers. As it was transformed, it became more 

solidified, into something that was deemed usable for a specific task—fairness measurement.  

EnVision Data adopted a location-based approach that reflected concepts of ethnicity, while 

SensEyes adopted a phenotypic approach that was more aligned with concepts of race. “Human groups” 

acted as a stand in for a conflated notion of race and ethnicity that EnVision Data and SensEyes had not 

coalesced on, despite the shared goals of creating a fairly distributed dataset. The categories themselves, 

which were meant to provide a more concrete shared understanding about what a “human group” was, 

instead acted as a mechanism for revealing different mental models for identities like “Latin American.” In 

the end, the implicit mental models that each entity had of “human groups” and its associated categories 
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led to different data outcomes. However, the client, SensEyes, had the power to redefine and solidify the 

categories, overriding EnVision Data and their data workers’ perceptions. As the concept of “human 

groups” became more solidified, it also reflected narrower positional worldviews. In the process of identity 

development for computer vision, some actors always have more power over the process than others.  

From the outset, the process of implementing human-centered computer vision artifacts may 

seem straightforward and mechanical: define relevant categories, explicate them in data requirements, 

collect and annotate data based on those requirements, train model. However, in reality, there are dozens 

of decisions that are being made throughout the process of implementation, involving a number of human 

actors. Many of the decisions about human identity are implicit; they are never explicitly discussed or 

concretely defined by the actors involved in development. Given that each person involved in the process 

carries their own understanding of human attributes, they often assume a shared mental model of what 

that attribute is. EnVision Data had assumed that data collected from “Latin American” data collectors 

would reflect the expected category of “Latin American.” However, SensEyes was hoping for an otherwise 

undescribed and unspecified phenotype: a certain skin color and a certain appearance. Often, such 

disagreements can be so implicit in the data that different actors never realize they are perceiving identity 

in different ways. However, in this case, SensEyes was able to perceive those differences because the 

skin tone of subjects in the data did not match their expectations. Because they were able to perceive a 

differential interpretation of “human groups,” they were also able to easily override it. 

Yet, regardless of whether different perceptions of identity are discussed explicitly or revealed 

implicitly, each decision transforms the concept of human identity—what it is and what it looks like—in the 

data and the models trained on the data. This variation is evident in how SensEyes reclassified “human 

groups” that EnVision Data believed fit the criteria, an explicit recalibrating of what “Latin American” was 

made to look like in the data. There were also more implicit transformations of the attribute of “human 

groups,” such as who the data collectors had access to when collecting the data, how they determined 

their attributes visually, and how the data subjects expressed themselves when the data was collected. 

Every step in solidifying the broad concept of “identity” into something technical for a classification task 

means “identity” becomes narrower and narrower.  
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I have demonstrated in my dissertation that human actors—in their capacity as traditional tech 

workers or data workers—reference their own positionalities to define identity in computer vision. I have 

also demonstrated that identity in computer vision artifacts is rigid, discrete, and calcified—it operates 

under a “closed” model of identity, where identity categories are defined by very specific data instances. 

Synthesizing insights from both the development processes of traditional work and data work and how 

identity is communicated through artifacts like datasets and models paints a much fuller and richer picture 

of how identity is constructed in computer vision. More specifically, I synthesize the work presented in this 

dissertation to ground a new theory about how identity in technology development occurs.  

I propose a theory of how identity moves from “open”—laden with opportunity, nuance, and 

interpretation—to something that is “closed” through the processes of development. I argue that human 

identity in technology development is implemented through a three phase transformation process, from 

(1) “Identity” as an open, complex, and intangible concept, to (2) an Attribute where workers attempt to 

coalesce around different positional perspectives of “Identity,” to (3) a finalized Technical Attribute that 

can enact its own closed model of “Identity” in the world. The open-to-closed process can be seen in 

Figure 24.  

To demonstrate this open-to-closed transformation process, I detail how identity is transformed in 

the context of computer vision. I outline a five-step development process where the transformation of 

“Identity” to Technical Attribute occurs. I map the transformations between each stage of the development 

process as “moments of transformation” where workers actively transform identity categories through their 

social and technical decisions. Understanding the transformation process by which identity moves from 

something “open” to something “closed” reveals intervention points throughout the development process 

for revisiting and reinterpreting how identity is negotiated and defined. It also helps us operationalize the 

implicit characteristics of positional power present during the process of transforming identity. Thus, we 

can assess and take action on dynamics of positional power at each stage of identity transformation. 

In this section, I describe how different actors enact their own positional power over the process of 

transforming “Identity” into a Technical Attribute for computer vision models.  To demonstrate how identity 

moves from open to closed, I go in depth on how the three phases outlined above actually occur in the 

context of my data on computer vision. I will describe in detail how “Identity” becomes a Technical 
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Attribute during the process of developing a computer vision artifact. I outline five different steps of 

transformation that occur during the development process of computer vision, mapping them to specific 

practices that workers engage in to solidify a Technical Attribute. I detail the practices of workers through 

process maps, which highlight different key decisions that workers can make when transforming “Identity.”  

Step One: Transforming “Identity” Into an Attribute 
The first step to creating an artifact is taking “Identity” and transforming it into an Attribute. “Identity” is not 

tangible, but conceptual. It exists as a vast and nebulous concept with the capacity for multiple 

intersecting or diverging interpretations. Different people have different mental models about “Identity.” In 

fact, most people have many mental models of “Identity.”  

An Attribute is a feature derived from concepts about human identity. Given that the way human 

identity is imagined, experienced, and theorized as vast and contradictory, there are many types of 

Attributes and use cases for them. Taking concepts from “Identity” and attending to them as an Attribute, 

or a feature, is the first step in creating a human-centric computer vision product. The product may be an 

entirely new product, which has not been built yet, but it is also often an existing product which is being 

updated. When individuals work to define an Attribute so that a feature of a product can be implemented, 

they access their own positionally informed mental models associated with “Identity” concepts relevant to 

that Attribute.  

Certain Attributes seem clearly derived from mental models of “Identity”—such as race, ethnicity, 

or gender. In order to build a product like a gender classification model, workers must determine that they 

desire the Attribute of “gender,” and develop an understanding of what “gender” is. Nevertheless, that 

understanding or defining of “gender” can vary. While gender is often implemented as a binary (male 

versus female; man versus woman; masculine versus feminine), even the conceptualization of each 

binary reflects slightly different mental models. While “male” insinuates a sex-driven model of gender 

identity, man insinuates a social model, and masculine implies a self-presentation model. Of the 

companies represented in my study, many implemented “gender” in their artifacts, but often differently. 

The company, MultiplAI, implemented a “gendered appearance” Attribute, while others, like Exodia, used 

“gender” which was formed by mental models of sex identity.  
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Mental Model of 
“Identity”  

Product Feature Attribute Categories 

“Gender identity” Gender classification Gender  Male; female 

“Racial identity” Bias assessment Race White; Black or African 
American; American 
Indian or Alaska Native; 
Asian; Native Hawaiian or 
Other Pacific Islander 

“Personal identity” Facial recognition Individual Identity Is X individual; is not X 
individual 

“Emotion” Affective classification Emotion Happy; Sad; Angry;  
Neutral 

“Personhood” Human face detection Face Is person; is not person 

 
Table 14. A table with examples of different potential models of the concept of “Identity” and how they might 
be reimagined as features. Features lead workers towards concrete definitions in which to ground Attributes 
for a product. 

While traditional workers often associated “Identity” with “demographics”, other Attributes are less 

obviously derived from “Identity,” because they aren’t necessarily envisioned as types of identities (in the 

same way “gender identity” or “racial identity” is theorized as types of identities). Yet Attributes like 

“emotion,” “personhood,” and “personal identity” are also tied to models of “Identity.” Emotion is often 

used as an Attribute for affective or expression classifications and attempts to map human expressions to 

human feelings. Personhood is informed by models of identity that differentiate human beings from other 

beings and objects. Finally, personal identity is tied to theories about identity that assume each human is 

unique and can be identifiable by unique characteristics.   

Table 14 shows some potential approaches to defining Attributes. Often, a product team is 

tasked with implementing some “Identity” concept in a product, whether that product is new or existing. 

From my data, I gleaned four different decision points which might occur during this process. A product 

team might decide to discuss how to define the Attribute amongst themselves, negotiating their differing 

positional perspectives within the confines of the product team. They might also decide to consult 

research, bringing in different perspectives from traditional workers outside of their direct team, who might 

have very different perspectives on identity. Researchers also have their own decisions to make, such as 
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consulting existing literature on the “Identity” concept at hand or conducting empirical research to 

understand best practices around implementation. Whether the product team takes the research teams’ 

perspectives into account is dependent upon existing practices within the company and how decision-

making power operates between different traditional workers.  

 
 

Traditional Workers Distill “Identity” into Attribute

 
 
Figure 19. A process map showing approaches that traditional tech workers take when considering how to 
turn “Identity” into an Attribute. This initial ideation process may involve a product team and a research team, 
though research is not always involved. Each pink diamond represents a potential decision point that can be 
made, leading down different potential paths. In the end, “Identity” is stilled into an Attribute in the form of 
requirements. 

More often than not, it seemed that product teams simply decided on immediate implementation 

of an Attribute, implicitly assuming that everyone had an agreed upon definition of how “Identity” should 

be concretized. According to traditional tech workers in Chapter 7, it was not common practice for 

traditional workers in technical roles to think deeply about how to implement Attributes. In some cases, 
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the practice of simply implementing without thinking led to direct intervention from other workers in the 

company, like policy. For example, Kaleigh described in Chapter 7 how policy would step in to ensure 

product teams complied with updated approaches to “Identity.” When existing mental models about how 

“Identity” should be properly implemented, it can make it more difficult to settle on the best steps 

forward—especially when there is a legacy model already employing one group’s mental model of 

“Identity.” Often, decision making about Attributes are resolved through positional power within institutions 

(see Chapter 9), rather than through equivalent co-construction.  

Regardless of the approach taken, by the end of Step One, the core team of traditional workers 

working on the product has coalesced around the ideas governing the Attribute. Step One reflects how 

multiple mental models have contributed to the way the team thinks the Attribute should be implemented. 

After determining how “Identity” should be represented in the form of an Attribute, workers also have to 

decide on what Categories should define that Attribute. For example, SensEyes defined the Attribute of 

“human” groups as the Categories of “Caucasian, Asian, African, Latin American, and Middle Eastern.” 

Table 14 shows different potential Attributes that can be derived from different mental models of 

“Identity.” Each “Identity” generally leads to one Attribute; something like “gender identity” was never 

represented in the form of multiple Attributes in a single product. Though, Attributes might differ between 

models at the same company (e.g., facial classification versus image labeling (see Chapter 2)).  

Three Points Where “Identity” is Transformed into an Attribute 

The point at which “Identity” becomes an Attribute matters because the starting point for which “Identity” 

is derived might push traditional workers to define it in specific ways. Throughout my data, I saw three 

different patterns for translating “Identity” into an Attribute: (1) at the start of new product development; (2) 

without specific product goals; and (3) when changing an existing product.  

At the Start of New Product Development 

In some cases, Attributes are determined from the start of product development, and driven by the desire 

for a specific product feature. In the case of building products from scratch, a team generally determines 

the need for a product—for example, to build a suite of computer vision models clients can then purchase 

and use for their own unique needs, or it might be to build a model for auto-captioning photos the users of 
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your social media website upload. In such cases, the features of the product often drive the selection of 

Attributes. “Identity” is generally viewed through the lens of utility, often informed by demographics. 

Attributes like “age,” “race,” and “gender” are imagined as values attached to broad social behaviors, like 

shopping choices. 

For example, in Chapter 7, Kenny described a very utilitarian and market-driven approach to 

“Identity” when selecting and defining Attributes. He described how the Attribute for gender was largely 

driven by client demand. He explained that the vast majority of clients requesting the Attribute gender are 

doing advertising, associating behaviors with the concepts behind gender as an identity. Thus, they 

defined the Attribute “gender” with two Categories: “male” and “female,” based on advertiser beliefs and 

needs. In this case, there is a relatively simple method for selecting the Attribute: business. The simplicity 

of the approach makes any engagement with “Identity” in defining the Attribute all the more implicit. 

Underneath the market-driven goals of the client is also a historical set of practices imported from the field 

of marketing, which has historically used gender as a means of tying identity to products. Even while the 

stakeholders involved have a mental model of gender identity, there is little explanation or negotiation as 

to what the Attribute “gender” is beyond a presumably predictive variable.  

When “Identity” is transformed for a totally new product, rather than for any existing one, defining 

the Attribute differs. Mental models about “Identity” are largely colored by client needs or market use 

cases, driving workers to think about defining the Attribute in specific ways. Given the history of gendered 

approaches in marketing, refining “gender identity” into an Attribute for a marketing classifier leads 

workers towards a more binary model of “gender.” 

Without Specific Product Goals 

Some Attributes are defined without specific product goals in mind. For example, both Kaleigh and 

Vasudha work at the same large tech company on computer vision products. Kaleigh works as a program 

manager who oversees fairness efforts and responsible AI approaches, while Vasudha works as a 

product manager who oversees implementation. The company that Kaleigh and Vasudha work at doesn’t 

ascribe a top-down hierarchy when it comes to product development like the smaller company Kenny 

works at. One of the models they worked with came about through open-ended research, rather than 
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specific market-driven goals. As such, product ideas can often come to fruition through a number of 

avenues. Many larger tech companies take this “innovation comes from anywhere” (Chin Leong, 2013) 

approach.  

While one might expect that those Attributes that are defined without specific product goals or 

clients driving business needs would involve a deeper engagement with “Identity,” “Identity” is still often 

implicit in the process of determining and defining Attributes. Instead, “Identity” is often approached as a 

means for technical achievement, and then later assessed for its utility. Technical research teams often 

approach classifying identity concepts for the sake of exploring new research areas or improving 

performance on existing problems (as seen in Chapter 7). How “Identity” is transformed into an Attribute 

is reflective of the priorities and interests of the teams developing them. 

When Changing an Existing Product 

Revisiting legacy systems which have implemented identity Attributes is increasingly common. A legacy 

product might have an embedded Technical Attribute that is being reconceptualized and revisited, so 

workers are starting from a new model of “Identity.” Often, the workers involved in the original creation of 

the model—and its associated identity categories—are no longer at the company, and there is often no 

legacy documentation explaining the choices that were made. Often, the combination of the huge number 

of employees and teams at large tech companies with this “innovation comes from anywhere” approach 

also makes it difficult to trace the genealogies of Attributes back to their ideation; often they are 

undocumented decisions that become lost over time with employee turnover.  

As described in Chapter 7, Kaleigh is now overseeing an overhaul of gender in Aqueous’ core 

computer vision model, which would have downstream effects on all of the products currently employing 

it. To update “gender,” Kaleigh is returning to Step One of the development process, more aware and 

more critical of how certain approaches to gender identity influenced the way the Technical Attribute was 

implemented. In negotiating the changes to be made to the system, Kaleigh’s perspective on 

implementing gender is informed by a mental model of gender as an “Identity” that is not visual, but 

internal; therefore, the use of gender as an Attribute meant to indicate something about a person’s 

“gender identity” is logically incorrect and potentially harmful. She must negotiate her mental model of 
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“Identity” with those of the product teams she is working with, which largely view gender as something to 

be classified for specific tasks. 

Step Two: Translating Attributes and Categories into Data Guidelines 

After Step One is complete and the concept underlying the Attribute is loosely defined, workers must 

begin to work on actually implementing the Attribute. In Step Two, traditional tech workers turn to data 

workers to begin gathering and labeling examples of the Attribute—the data that will represent it. In order 

to ensure their vision for the Attribute remains intact, traditional tech workers design trainings and 

guidelines for data workers. Idealistically, these trainings and guidelines work to ensure that data workers 

understand traditional tech worker perspectives about the Attribute. Attributes are further refined into 

something solidified in Step Two because the ideas governing Attributes from Step One are put into 

specific requirements for data. By the end of Step Two, descriptions of the Attribute have been formalized 

in the form of documents like guidelines and trainings. 

Legal Constraints to Outsourcing 

The way that the Attribute becomes transformed in Step Two is also largely shaped through logistics and 

constraints about what data can be collected, how it can be collected, and who can collect it. In the 

context of larger companies, legal teams play a major role in what data can be collected and which data 

workers can be involved in that collection. Larger companies often have a process of legal review for 

projects, including what a team might be able to outsource. Legal review encompasses both, literally, the 

legality of a project, but also if the project complies with company policies. Not all companies have this 

process, and even large companies may have standardized contracts, where projects that meet the 

approved standards no longer have to go through a legal approval process. The legal review process 

might differ widely depending on the company and its policies, as well, and policies are constantly 

evolving, especially at large companies which face more critical press and many more lawsuits. However, 

when legal is involved in defining what is acceptable to outsource, they also have the ability to shape 

what an Attribute might look like and what kind of documentation on the project can be collected.  
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Legal Approval Process for Accessing Data Vending Services 

  
Figure 20. The above process map shows the legal approval process for traditional workers seeking data 
outsourcing vendors. Legal often has multiple checks before approving the purchasing of vendor services. 
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Some processes may also be put in place to avoid accidental violations. For example, a company 

may not allow anyone to collect facial data from Illinois, even if it does comply with the law, to avoid any 

accidental legal issues. Legal may have also decided that certain data is too risky to collect, certain 

countries/people are too risky to employ from, or certain things cannot be requested (e.g., recordings of 

workers doing their jobs). As described by Elliot in Chapter 8, companies may also have contracts with 

data vendors that do not allow traditional workers to collect information about data workers. Legal may 

also limit collecting sensitive data, such as biometric data for facial recognition, which may reshape how 

product teams can define an Attribute or if they can use the Attribute in their product at all. In cases where 

the legal team denies the proposed project, the product team must make changes to comply with legal 

and policy requirements.  

Legal rejections, regardless of whether they are due to violations of legal law or to protect the 

parent company, particularly from downstream effects which might happen in Step Three, the data work 

step. Legal further constrains how data can be collected, where it can be collected from, and who can do 

the collecting. The way that the Attribute is shifted by legal is subtle. Limiting where data can be collected 

from constrains how an Attribute can be represented. If one cannot collect data in a certain setting, that 

setting will be absent from the final perspective of identity in the Technical Attribute. Similarly, limiting 

where annotation can occur, and limiting it to specific pre-approved companies, reflects the training and 

beliefs of those data workers.  

Options for Outsourcing Data Work 

Who is doing the data work influences how the Attribute becomes refined. If a team needs data collected 

or annotated by outside parties, they have several options. The first is to use third-party crowdworking 

platforms, such as Amazon Mechanical Turk, where workers across the globe can complete “micro 

tasks,” small individual tasks that individuals can complete quickly but eventually lead to a larger output—

such as a fully annotated dataset. Elliot explains that, due to Maelstrom having strict policies about data 

protections, researchers and product teams cannot “just throw whatever they want onto AMT.” Largely, 

traditional tech workers felt that Attributes were more poorly refined when choosing crowdworking 
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options, because they had less control over the workforce on crowdworking platforms. In other words, 

crowdworkers could influence Attributes more than desired (see Chapter 9). 

A second option, most similar to the first option, is to use free crowdsourcing. Since Maelstrom is 

a large and well-known company, they have options for freely collecting gamified crowdsource data 

annotations and data validation. Most smaller companies, and even many large companies, do not have 

this option, so it is rather uncommon in the process of implementation. Once again, in using free 

crowdsourcing, traditional tech workers are concerned that Attributes might be shaped into something 

less closely aligned with their own visions. 

A third option would be to employ contract workers. Contract workers are directly employed by 

the company. In the case of Maelstrom, they go through more bureaucratic channels like hiring firms to 

select contractors; however, many smaller companies employ contract workers directly from sites like 

Upwork. In using contract workers, traditional tech workers can directly interface with data workers, 

influencing their interpretations of data through guidelines and ensuring their work actually adheres to the 

guidelines.  

The fourth and final option is to hire a vendor, or business process outsourcing (BPO) company, 

which specializes in data collection and/or annotation—such as Appen, Lionbridge, or EnVision Data. 

These companies act as intermediaries, supplying their own trained workforce but also managing that 

workforce, so that companies like Maelstrom need only supply instructions and approve the outputs. In 

the case of using vendors, the vendors themselves often influence how guidelines are structured, adding 

a layer of translation to the Attribute which would otherwise not occur in other options. For example, as 

documented in Chapter 8, EnVision Data’s supervisors and trainers were involved in developing 

guidelines and overseeing data work activities.  

As an example of how the choice in data worker type can influence the way an Attribute is 

refined, I describe the effects of outsourcing to a vendor by reviewing the overall processes at EnVision 

Data. Figure 21 showcases the process of creating and refining guidelines for a project at EnVision Data. 

Once a client and EnVision Data agree to move forward with the proposed data project, then the implicit 

definition of what the Attribute is meant to be has to be translated into tangible directions for data workers 

to implement. At EnVision Data, a statement of work is written describing the product and its 
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requirements. Two parties are involved in getting the project running: the operations team and the training 

manager.  

 
Implementation of Description of Attribute in Data Guidelines 

 
 
Figure 21. The above process map shows the way that EnVision Data approached implementing Attributes 
in their clients’ guidelines. 

The operations team determines which local annotation team should conduct the project, based 

on their experience with past projects. Local annotation teams are situated in different countries, primarily 

in Central Asia. Certain teams may be more or less familiar with the types of Attributes and annotation of 

those Attributes than other teams, and familiarity is usually associated with expertise.  
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The training manager takes the documentation from the client for annotation guidelines. An 

important aspect of annotation guidelines is defining clearly the Categories which are meant to represent 

the Attribute. For example, the Attribute may be “emotion,” but there are many ways to represent 

“emotion.” Therefore, the training manager must list the potential categorical options for data workers, 

such as “angry” and “sad.” However, there are many Attributes treated as so obvious that the Categories 

are not clearly defined. “Gender” is an Attribute which often does not specify categories like “male” or 

“female,” but “male” and “female” naturally emerge as the expected categories. Defining categories for 

“gender” varied by project at EnVision Data, and usually only occurred when a client expected a certain 

distribution of “gender” Categories (e.g., the SensEyes project wanting an even split between “male” and 

“female”).  

In some cases, the client supplies their own written annotation guidelines. In these cases, the 

training manager will simply adjust the guidelines to be more readable or understandable for the 

annotators, often translating them into Arabic at EnVision Data, given that the majority of their clients are 

in Western Europe and the majority of their workers are based in or are from Central Asia. Language 

translation necessitates the translation of the concepts of the Attribute, as many “identity” terms are 

described or discussed differently in different languages. Language is also known to shape how people 

view certain concepts.  

In other cases, the training manager takes existing documentation to create guidelines from 

scratch. For example, they might be given a slide deck explaining the expected Attributes and then use 

that slide deck to create annotation instructions. This involves interpretation of the documentation to 

create actionable instructions. This approach may still involve language translation, given that the 

Attributes are largely named and explain in English. 

Through the process of creating guidelines, the training manager acts as a translator of both 

ideas and language. They interpret the documentation given to them by clients to ensure annotators can 

apply the Attributes and Categories to data as expected. “As expected” is, however, different for different 

actors. The training manager also trains the annotation supervisor and annotators on the team, enforcing 

their vision of how the Attribute the client desires should be defined.  



 

341 
 

However, as documented in Chapter 8, workers often create vague and unclear guidelines. The 

lack of clarity of guidelines reflects two difficulties in capturing “Identity” for technical systems: (1) workers 

often don’t realize others do not share the same mental model of the Attribute as them; and (2) Attributes 

are always highly interpretable even when they are defined.  

Step Three: Solidifying Attributes with Data Instances 
By the start of Step Three, the Attribute and its Categories have been defined in the guidelines. These 

guidelines are then used to collect and annotate data instances—thus solidifying Attributes with actual 

examples. Beyond Step One, defining concepts about “Identity” into desirable Attributes, Step Three is 

the most impactful to shaping the representation of human identity in the final artifact. The Attribute 

changes from a theoretical representation to a concept represented by real data. What that data looks like 

and how it is annotated essentially defines the Attribute itself. Attributes are solidified in two ways: 

through data collection and through data annotation. 

Data Collection 

Data collection is the act of collecting image data representing the categories of a specific 

Attribute. During Step Two, the product team has determined where they want the data to come from. 

Generally, data is captured from real world settings or from online sources. Data from online sources 

might be collected via a company’s interface or taken from other websites. Which form of data collection 

is chosen also subtly shaped the Attribute.  
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Solidifying Attribute with Data Collection Processes

 
Figure 22. A process map showing how an Attribute(s) in guidelines are solidified through the collection 
process. 

When the data is collected in the real world, data collectors are tasked with going out and asking 

their connections or strangers for participation. A number of decisions rest on the data collectors’ 

shoulders when taking this approach. Where the data is collected from, whether in a specific country, or 

in a city versus a rural area, or near a university, or in a specific neighborhood may all impact who is 

selected to represent the Attribute.  

For example, Jeremy described that he needed images of hands for gesture recognition. Data of 

hands in different poses are collected by data workers. The data collected for Jeremy’s product was 

broadly construed by the Attribute of “human diversity,” where “age,” “gender,” and “skin tone” act as 

Categories with ideally as much variation as possible. He states that capturing such a range of diversity is 



 

343 
 

difficult, because there is no way to control who decides to participate in data collection. Who is available 

to represent Categories under the concept of human variation shapes what the Attribute looks like—

perhaps “human diversity” includes no images of children’s hands. Therefore, children’s hands, or hands 

of people under a certain age, are invisible to the Attribute “human diversity.” There is also a level of how 

a subject’s image is captured during a specific time and place, and so age, presentation, and mood are 

entangled with the Attributes collected.  

Similarly, when data collectors are given specific Categories to collect for, they must visually 

assess the people around them to determine if they fit the Category. Visual assessment is not entirely 

accurate, and data collectors themselves acknowledge that it can be a guessing game. For example, how 

Manjola approached guessing “age” and how Gemma dealt with labeling race in Chapter 8. Whether 

someone is perceived as fitting a Category, and how they might fulfill that Category, is influenced by the 

data collectors’ mental model of the Attribute and its Categories. A data collector might assume someone 

is female based on their presentation, or a child based on their height, or younger than they are based on 

their facial features.  

Further, once the data collector identifies a potential subject, they have to approach them to 

capture their data. Data collectors not only have to ask permission to take their photo or for them to 

participate in uploading their own photo to an interface, they generally have to convince them that 

participating is worthwhile. We can see how certain data workers, like Jaako, navigated cultural barriers to 

collect data of people in his home country of Kenya in Chapter 8.  

On the other hand, Nitesh’s company used data uploaded by users on the company’s platform. In 

this case, the Attributes used by the product team are constrained by what the platforms’ users upload. 

The data is reflective of what the uploaders believe certain Attributes to be. Often, the data workers also 

decide the keywords for finding images, or they adapt suggested keywords from the guidelines to find 

more images. The keywords for finding data are shaped by the subjective perception an individual has of 

the Attribute, but the returned results are also shaped by the mental models of the original uploader. In 

selecting the images from results for each category, the data worker is visually determining which people 

fit with their vision of the Attribute but also aligning their vision of the Attribute with what they see in the 

search results. 
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The collection process is primarily shaping the Attribute through the lens of what is represented 

and visible, and what is not.  

Data Annotation 

Once data has been collected, it is also often annotated with the Categories traditional workers 

determined define the Attribute. Data workers look at each data instance and, following the guidelines 

created in Step Two, apply the Categories for each Attribute. The data worker labels these Categories 

based on their own assumptions about the Attribute. 

Annotators are often expected to do different types of annotation, depending on the project. While 

the annotation process is the same regardless (assess image, apply annotation), the application of the 

Attribute is different depending on the type of annotation. The type of annotation is often connected to the 

application type. Categorical annotations involve selecting from predefined or “intuitive” categories (e.g., a 

list of 5 races, 2 genders, 3 clothing options, etc.). Spatial annotations focus on measurements, bounding 

boxes, polygons, etc. Finally, numerical annotations involve ratings or values (e.g., a scale of 1-10). The 

type of annotation means that data workers must approach, and think about, the Attribute from a specific 

perspective.  
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Solidifying Attribute with Data Collection Processes 

 
Figure 23. A process map showing how an Attribute(s) in guidelines are solidified through the annotation 
process. 

As previously stated, guidelines may range from highly descriptive, with examples, or vague, 

expecting the annotators to simply know what the Attribute is. Certain Attributes tend to be much more 

vaguely defined. In particular, Attributes seen as highly tied to specific identity groups, like “gender” or 

“race” tend to be the least concretely defined, and rarely include visual examples. Traditional workers, in 

designing guidelines for specific identity Attributes, tend to assume their vision of them is obvious. 

Annotators are expected to intuitively “know” how to apply Categories. On the other hand, Attributes that 

may be perceived as less clearly tied to “Identity” like “emotion” or “culture” tend to be defined more 

clearly, often with visual examples. (Example) Using visual examples and more in-depth instructions for 
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certain Attributes implies that workers view some Attributes as intuitive, clear, or obvious, in which 

everyone would share the same mental model.  

Whether or not guidelines are detailed and provide examples also works to shape the outcome of 

the final Technical Attribute. While guidelines can provide annotators with an idea of what the client 

expects, a clearer image of the mental model the product team used to define the initial Attribute in Step 

One, they may also implicitly shape how annotators view all of the data. (Example). On the other hand, 

vague guidelines with no examples privileges the mental models of the annotators, so there may be more 

variation in how they interpret the Attribute.  

Annotators may also be asked to provide their own opinions, or more subjective classifications, 

which inherently allow annotators to shape what the Attribute looks like. For example, they may be asked 

to rate the confidence of a person in an interview, like with the ChAI project. While the Categories are 

defined (a scale), the application is subjective. Usually subjective classifications are categorical (e.g., this 

person looks happy) or numerical (e.g., a rating of how happy a person looks).  

Finally, some annotators may have a time constraint for annotating, expected to annotate x 

number of data instances in a certain time period or finish a whole project in a certain time period. Having 

a time constraint can lead annotators to move more quickly, engaging less critically with the data. On the 

other hand, without a time constraint, annotators may analyze data more carefully. The time constraint or 

lack thereof can shape the Attribute due to quickly labeled versus carefully labeled instances.  

Step Four: Refining Attributes into Technical Attributes 
After Attributes are concretized through the process of assigning data instances to their Categories, they 

are then further refined into finalized Technical Attributes. To refine an Attribute into a Technical Attribute, 

traditional workers review the data submitted to them by data workers. Quality checks are meant to 

ensure no mistakes are made during annotation. Mistakes indicate an Attribute that is implied 

“incorrectly,” or not in line with the presumed shared mental model of what the Attribute should be. Here, 

traditional workers are able to regain control over the Attribute. They exercise their power in the computer 

vision development process to ensure that the data representing the Attribute meets their expectations.  
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Both data collection and data annotation are subject to revision. Refining—in the form of quality 

assurance—may be established in a number of ways. If traditional workers conducting reviews find the 

current state of the Attribute to be lacking in some way, the Attribute is then refined and subtly redefined 

through the process of revision.  

Some traditional workers employ inter-annotator reliability to establish congruence between 

annotators (i.e., ensure the outcome of identity is homogenous). In such cases, Attributes are refined into 

Technical Attributes to reflect the perspectives of the majority. Those perspectives which are outliers are 

erased, so that the perspectives of the majority are represented. For example, if two data workers label 

an image “male” and one labels the same image “female,” the image will be officially labeled with “male.” 

In other cases, traditional tech workers will check each data instance to determine whether they 

agree with the application of the annotation or not. When traditional workers find instances they disagree 

with, they then revise it. Revisions might occur by sending the data back to be re-collected or re-

annotated by data workers, or it might involve traditional workers simply overriding the labels they 

disagree with, as occurred with the SensEyes project. Through this approach, traditional workers actively 

maintain their mental models for the Attribute as it is solidified into a Technical Attribute—though some 

implementations might be so vaguely implicitly different that they are not obvious during revision (e.g., the 

placement of keypoint annotations for different racial Attributes).  

Step Four is the last step in filtering out undesirable perspectives on the Attribute. After review 

and revision are finished, the Attributes and their Categories, represented in the dataset, are given a 

stamp of approval. Once all of the undesirable perspectives have been filtered out of the Attribute, the 

Attribute is finalized. It has become narrowly defined. It is no longer malleable. It has become a Technical 

Attribute. 

Step Five: Technical Attributes are Embedded in Artifacts  
By Step Five, there is a solidified Technical Attribute. The Technical Attribute represents a very specific 

and narrow worldview of “Identity.” Given the Technical Attribute is no longer malleable—it cannot be 

updated or changed—it is a completely closed model of “Identity.” The Technical Attribute is solidified into 
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artifacts, like datasets and the models trained on them. When the artifacts are deployed, they reinforce a 

very specific mental model of “Identity.”  

The analyses of race and gender in Chapter 3 and gender in Chapter 4 are examples of how 

Technical Attributes are deployed. Gender in, for example, Microsoft Azure’s computer vision model has 

been entirely solidified by the data that Microsoft used to train their model. The Technical Attribute of 

“gender” (as defined in Microsoft Azure) is represented by the Technical Categories of “male” and 

“female” (as defined by the labeled data used to train the model). When the model is deployed on new 

subjects, they are classified on the basis of “gender” as represented in the data making up its Technical 

Categories. How “male” is defined is entirely based on what images are used to define “male” in the data 

the model was trained on. The model does not learn any new perspectives or worldviews about what 

“male” is—that is, unless workers return to prior steps to transform the Attribute again (e.g., by collecting 

new data, by adding new categories, etc.) 

The consequence of Technical Attributes are that they implicitly, often invisibly enact very narrow 

and closed perspectives of identity on the world around them. These worldviews are also often portrayed 

as “objective” or “neutral” (see Chapters 3 and 5), despite being shaped by the positionalities of workers 

(see Chapters 7 and 8), who also hold different positional power (see Chapter 9). Untangling all of the 

positionalities embedded into Technical Attributes is an untenable task, because workers largely cannot 

identify how their own—or other’s—perspectives affect the transformation of identity. Further, despite 

these worldviews being incredibly narrow and value-laden, artifacts are used to make consequential 

decisions which negatively impact those who fall outside of the confines of the Technical Attributes 

embedded in them (see Chapter 4).  

I have just shown how workers engage in a five-step transformation process during computer 

vision development practices. I documented how workers can make a variety of decisions during 

development that transform “Identity” into an Attribute and then a Technical Attribute. Next, I will describe 

at a high level how this five-step process is demonstrative of a model of identity present in technology 

development more broadly—what I call the open-to-closed model of identity.  
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The Open-to-Closed Model of Identity: Identity > 
Attribute > Technical Attribute 
Identity is treated as an infrastructure on which to ground the development of a technical artifact. In 

building an artifact, human actors attempt to unearth underlying truths about identity that can be 

operationalized. As demonstrated in Chapter 3, the designers of artifacts like datasets present identity 

concepts as “ground truth.” This “ground truth” insinuates that the identity upon which the artifacts are 

built is reality, not simply a specific viewpoint of the world. However, the way that human actors actually 

“capture” identity through the development process showcases that there are numerous lenses for which 

to view identity. Therefore, grounding the development of a technical artifact in identity does not reflect 

any underlying “truth” about identity. Instead, it shows how workers reference their own positional vantage 

points to make sense of identity concepts. Workers pull threads from this nebulous and intangible concept 

of “identity” and attempt to weave together a clear, concise, and tight definition within a technical artifact. 

Though identity is viewed as an infrastructure from which to build technologies, in reality, technologies are 

grounded in the interpretations of the human actors who are designing them.  

The Open-to-Closed Model of Identity 

 
 
Figure 24. A visualization of how the three phases that make up the open-to-closed model of identity.  

The development of technology involves transforming the messy, complex, contingent concept of 

“Identity” into a solidified feature to be used by a system, a Technical Attribute. Different positional 
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perspectives about “Identity” are negotiated and implemented to form a boundary concept, an Attribute. 

An Attribute is malleable, in that many actors are still making decisions about how to define and represent 

the Attribute through its Categories throughout the development process (see Figure 19). An Attribute is 

slowly made into something concrete throughout the development process, but finally becomes 

concretized once it is embedded into a computer vision artifact (a dataset and/or a model). These 

attributes thus become features of the artifact, Technical Attributes. Technical Attributes can no longer be 

changed, and do not act as a boundary object for making decisions. They work to enact a specific 

technical worldview of human identity characteristics. I define each of these terms in Table 14. In this 

section, I describe in more detail what each of the steps in this open-to-closed model of identity theory 

entails. 

Outside 
Development 

During Development Finalized Artifact 

“Identity” Attribute Categories Technical 
Attribute 

Technical 
Categories 

An intangible meta 
concept humans 
use as a mental 
model for defining 
the characteristics 
of a person or 
group.  

A characteristic of 
human “identity” 
that has been 
envisioned as a 
feature to be used 
in a product (e.g., 
“gender”).The 
Attribute is still 
malleable in that it 
has yet to be 
implemented but 
is still being 
defined across the 
development 
pipeline. Attributes 
are defined by 
their Categories 
(e.g., “male” and 
“female”). 

The values 
envisioned to 
make up the 
Attribute (e.g., for 
gender, the 
categories “male” 
and “female”). 
Categories are 
reflective of beliefs 
about what 
defines the 
Attribute. Like the 
Attribute, the 
Categories are still 
ideas and are still 
malleable during 
the development 
process. 

A Technical 
Attribute is an 
Attribute that has 
become a 
solidified feature 
of the system 
(e.g., the Attribute 
“gender” has been 
implemented in a 
model and is now 
solidly defined by 
its Technical 
Categories (e.g., 
“male” looks like 
this type of data, 
“female” looks like 
this type of data.) 

Technical 
Categories are 
defined by the 
data that is used 
to train a finalized 
system (e.g., the 
data collected for 
“male” now define 
the category of 
“male” for the 
Technical Attribute 
of “gender”) 

 
Table 15. A table describing the different terms in the open-to-closed model of identity. “Identity” exists 
outside of the development process but is accessed by workers during development as they attempt to 
capture identity concepts in an Attribute and its Categories. Once development is complete and an artifact is 
created, it is imbued with a solidified Technical Attribute and its associated Technical Categories. 
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“Identity” exists as a meta concept; a concept which broadly encompasses the human experience 

and how individuals make sense of themselves and others, but which also differs greatly based on 

individual and cultural experiences. Individuals access their own mental models of “Identity” to make 

sense of the implementation of human characteristics in technologies. An individuals’ mental model of 

“Identity” is not necessarily cohesive, but an amalgamation of personal experiences, collective affinities, 

cultural and temporal values, and, in some cases, favored theories. In other words, these mental models 

of identities are formed based on individual positionalities. The exact mental model of identity of each 

individual worker is not necessary to define, and workers in my study largely cannot point towards any 

specific definitions governing their decisions. However, whether an individual adopts a postmodernist 

approach to “Identity” versus a more biologically essentialist one influences how they approach defining 

specific features for development (e.g., gender as fluid vs. gender as binary).  

To necessitate the use of human characteristics of a feature, the broad concept of “Identity” is 

simplified and transformed into an “Attribute.” An Attribute is a characteristic of “Identity” that has been 

envisioned as a feature to be used in a product. For example, a product team might envision a model for 

classifying the gender of a person. When conceptualizing this product, the product team identifies 

“gender” as a key Attribute to the model. In identifying an Attribute, the product team is—often implicitly—

referring to their own individual and collective mental model of what “gender” is. Throughout the 

development process, the Attribute acts as a boundary object—and often, a false friend. Workers may 

believe they have the same mental model, but every individual is employing a subtly different one. What 

one worker envisions for the Category of “male” is always going to be subtly different from another 

worker’s definition.  

Positional mental models are reflected in the Categories of the Attribute that the workers identify 

as salient. Categories are the values envisioned to define the Attribute. For gender, the categories are 

often values like “male” and “female”—but they can also reflect other mental models of gender, such as 

“man” and “woman” or “feminine” and “masculine,” or include “non-binary.” The Categories used to 

represent the Attribute often indicate the beliefs about “Identity” held by the workers at the forefront of the 

development process—usually white collar traditional tech workers. In the example of “gender,” it may be 

that the workers have bio-essentialist beliefs about gender as binary and sex-dependent. Yet not all 
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individuals may hold this mental model; some may disagree with the mental model they are expected to 

help implement (see Chapters 7 and 8). When disagreements occur between workers, they attempt to 

negotiate their perspectives with one another. However, in the end, “Identity” must be synthesized into 

one Technical Attribute. Both agreements and disagreements mutually shape the Attribute throughout its 

development, reflecting not only positional perspectives, but also power. Certain perspectives are always 

privileged over others. In my data, I describe how some trans workers at MultiplAI disagreed with the 

binary sex-based approach to gender in the original Attribute to be deployed. While they were unable to 

fundamentally change gender, they were able to shift the language of gender in the Attribute from 

“gender” to “gendered appearance” and the Categories to “masculine” and “feminine.” In the cases of 

retraining or updating the model, workers cycle back to defining an Attribute and its Categories; only 

when the Attribute becomes Technical, in that it is implemented in a working model, is the definition 

solidified.  

As demonstrated through the MultiplAI example, during the development of the product, both the 

Attribute and its Categories are still malleable ideas. They may be treated or discussed among workers 

as if they are solidified, but each decision about the Attribute and its Categories during development 

shapes the finalized definition in the end product. The product team is always implicitly negotiating 

different mental models of “gender,” even in cases where there is a belief that their mental models align. 

Research teams may provide product teams conflicting definitions identified through user research. As 

data workers collect data for “gender” Categories, they are tacitly collecting data that reflects their own 

personal mental models. When annotators apply gender labels to data instances, they are enacting 

subjective judgments informed by their perspective about what “gender” looks like.  

Much like traditional workers negotiating perspectives, but ultimately enabling certain 

perspectives and declining others, traditional workers enact a positional power over the open-to-closed 

model of turning “Identity” into a Technical Attribute. The diagram below (Figure 25) represents that, in 

developing requirements for computer vision, the positional perspectives of traditional workers are wide 

open. Many perspectives can be taken into account. As decisions are made in how to action those 

perspectives into Attributes, the wide-open possibilities of identity in computer vision narrow into specific 

(or not so specific) guidelines. From there, these narrow guidelines are given to data workers, whose 
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positionality in interpreting and actioning on them is much more constrained by needing to follow the 

guidelines. Guidelines are artifacts that traditional workers employ to exert power over how identity is 

defined in computer vision. They are also used to control the role of the positionality of data workers in 

shaping datasets. As the workers apply the narrow guidelines using their own constrained positionality, 

identity calcifies into a very narrow, specific, stable artifact - the dataset. Quality assurance checks further 

allow traditional workers to transform the Attributes in the dataset into Technical Attributes that reflect 

their worldviews, not data workers.  

 
Figure 25. An illustration representing how worker positionality becomes more constrained as identity 
moves from open (“Identity”) to closed (in Technical Attributes embedded in an “Artifact”). Traditional tech 
workers’ positionalities start out more open, becoming increasingly constrained as they define “Identity” for 
an “Attribute.” They use guidelines to ensure data worker positionalities are already constrained by the time 
they are involved in the process. 
 

Once the dataset governing the intended computer vision product has been finalized and is used 

to train the model, the Attribute of “gender” is finally solidified into a Technical Attribute. Workers may 

have envisioned the Attribute itself as a finalized, working definition, but in reality, an Attribute is always in 
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a state of (even if minor) flux. As demonstrated by the five-step transformation process in computer 

vision, Attributes are updated and refined through each worker’s interaction. 

On the other hand, a Technical Attribute is an Attribute that has become a solidified feature of the 

system with one specific definition. “Gender” has been implemented in a model and is now solidly defined 

by the way that its Technical Categories have been trained. The dataset used to define “gender” and its 

values are the one working definition of what “gender” is. The category of “male” in the product applies its 

classification based only on the data it has been told is “male.” The new product, the model, now has its 

own individual mental model of gender—informed by all of the mental models that went into developing 

it—that it can apply to the world. “Gender” no longer exists as a fluid and intangible concept of “Identity,” 

or as a negotiable and shifting feature like an Attribute. “Gender” now exists as a means of classification, 

and classifications are determined by its Technical Categories. “Male” represents a summation of learned 

patterns from the data selected to teach the system “male”; any human that falls outside of this pattern is 

likely to be unrecognizable as “male.” 

This open-to-closed model operates beyond the field of computer vision—any attempt to capture 

“Identity” for the sake of a technical artifact involves transforming it from something nebulous and open to 

something narrow and closed, something which can act as an affordance of a system. As “Identity” 

becomes solidified in the narrow reality of a “Technical Attribute,” it is inevitable that certain perspectives, 

experiences, and positions will be marginalized. The “Technical Attribute” can only represent a limited 

worldview, one which those outside that worldview cannot be represented by. As artifacts defined by the 

limited worldviews embedded into artifacts via “Technical Attributes” are deployed, they inevitably cause 

harm to those whose identities aren’t represented.  

In the next section, I build on my theory that technology development operates within an open-to-

closed model. Specifically, I discuss future directions for actively engaging with the open-to-closed model, 

including ways to imagine adopting a closed-to-open model instead.  
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Future Directions 
Identity is central to the design of technology. In the realm of machine learning, identity is actively 

embedded into models, like computer vision models. As I have demonstrated through this dissertation, 

implementing identity in computer vision operates on an open-to-closed model of identity. Further, how 

closed models of identity in computer vision models have been historically implemented actively 

marginalizes specific groups, like transgender and non-binary communities. 

At the close of this dissertation, I now want to consider the future of identity implementation in 

computer vision—and technology more broadly. I begin by considering the future for research on 

understanding identity implementations. This dissertation explored how workers approach identity 

decisions, and I highlight the gaps which still exist in fully understanding those decisions. Next, I detail the 

future of development in organizational contexts. In particular, I discuss the realities of product changes 

due to evolving perspectives on identity. Finally, I conclude by discussing the future of the design of 

identity in technology. I argue for approaches to identity that prioritize the perspectives of the 

marginalized and disempowered and contemplate ways to explore a closed-to-open model of identity.  

Grounding Identity Decisions 
To design technologies meaningful to human life, identity is crucial. Identity is embedded into technical 

infrastructures as an affordance. This is particularly salient in cases where technologies are expected to 

make decisions about human identity—like in machine learning technologies such as computer vision. In 

machine learning, it is common to claim that data is “ground truth,” that it is somehow grounded in reality. 

As I have demonstrated in this dissertation, designing identity technologies requires human actors to 

actively engage with and make decisions about identity concepts, like gender, race, emotion, or 

individuality. Making such decisions requires individuals to consider how to define identity concepts, even 

though those considerations are informed by knowledge tacitly learned through their interactions with the 

world. The tacit knowledge that individuals rely on to make identity decisions for technology designs 

reflects their positions in the world, echoing their experiences, values, beliefs, and culture.  
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Those working on implementing computer vision products are certainly aware that identity is 

important. However, the tacit nature of implementing identity for technical systems makes it impossible for 

individuals to recognize, let alone explain, exactly how they make decisions. Even what identity means to 

different individuals is difficult to tease apart, requiring explicit articulation work to define. Certainly, a 

great deal of articulation work was foundational to this project. Discussions with the participants in this 

dissertation revealed difficulties in understanding identity practices in industry contexts, often evoking a 

fundamental question: what even is identity? 

There are opportunities for us to reimagine how to ground identity in different perspectives, 

beliefs, and theories. As I proposed in the beginning of this chapter, the concept of identity can be 

construed as “Identity,” a broad and nebulous concept which can be theorized and pursued endlessly. 

Outside of technical fields, scholars have theorized about the origins of identity and proposed new ways 

of thinking about identity concepts (e.g., Alcoff, 2006; Butler, 1988; Haraway, 2007). The intangible nature 

of identity was obvious in discussions with participants, who would quickly ground their perspectives in 

highly constrained categories, like “demographics” or “identifiers.” It is clear that there is an outstanding 

challenge in grounding identity in a shared language or ways of thinking, so that we might understand 

how workers view identity concepts concretely and thus use those insights to implement identity 

differently.   

While there are many different theories of identity, some tied to specific types of identities (e.g., 

gender), industry practitioners largely operate within a pragmatic lens which prioritizes intuition and 

shared beliefs. However, there is opportunity to develop mappings for what identity could mean in the 

context of technical development. Connecting different theories of identities to concrete ways of 

implementing those theories could provide practitioners with new lenses for which to consider their work. 

For example, what would it mean to take a poststructuralist approach to identity in technology 

development in comparison with a structuralist approach? 

Even when discussing specific concepts of identity, like gender or race, participants couldn’t 

explicitly describe how they conceptualize identity categories or how they ascribe them. While some 

participants might describe gender as “obvious,” they could not describe what aspects of a person make 

gender obvious. Beyond presenting different approaches to thinking through “Identity,” there are 
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opportunities to understand how individuals apply a mental model of identity. For example, what would it 

mean to explore how individuals actually determine gender for each data instance? Understanding how 

individuals interpret identity categories at the data level, rather than at a higher conceptual level, can 

provide more grounded insights into how identity is actually implemented. Understanding implementation 

at more granular levels can triangulate more behavioral findings as presented in this dissertation. Further, 

it could lead to methods for providing concrete guidance on how to interpret identity categories, an 

improvement on current practices which are vague and assume shared interpretations.   

Attending to positionality raises questions about what “ground truth.” Identity is central to the 

design of technologies like computer vision, but practitioners developing such technologies currently rely 

on tacit knowledge gained through their positionalities. Given the tacit nature of implementing identity for 

technical artifacts, there are open challenges to grounding identity decisions in highly specific models for 

viewing and interpreting identity. Thus, there are still numerous opportunities for understanding what 

identity is for technical systems and how it is operationalized concretely. 

Organizational Practices  
The development of technologies like computer vision is done by individuals embedded in larger 

organization contexts, whether in academic (as seen in Chapters 3 and 5) or industry (as seen in 

Chapters 2, 7, and 9). Work conducted in organizational contexts is driven, loosely or tightly, by common 

standards and practices. Beyond contributing deeper insights into how identity can be defined and 

applied, there is opportunity to consider the role of organizational practices.  

As I have demonstrated in this dissertation, the role of positionality is currently absent from 

organizational practice. Academic work on computer vision largely prioritizes efficiency, universality, 

impartiality, and model work. Workers in industrial contexts implicitly express these values or are 

otherwise constrained by them given they are positioned within companies. Much like I proposed in my 

discussions of Chapters 7, 8, and 9, shifting current practices towards more positionally-informed ones 

may result in more nuanced and informed models of identity. Shifting current practices towards new 

positionally-informed ones opens many new possibilities for research to determine how to do so and 

whether organizational changes are successful.  



 

358 
 

One area to focus on would include how to actively engage practitioners in their positional 

decision-making processes and document them. While there are increasingly tools for documenting the 

goals and limitations of datasets (Gebru et al., 2021) and models (Mitchell et al., 2018), there are no 

standards for documenting the social processes embedded in technology production. There is opportunity 

to, first, determine methods for engaging practitioners with their positionally-informed decision making, 

and, second, determine best practices for effectively documenting practitioner positions. Documenting 

positional processes in the development of computer vision would make transparent the reason for the 

specific identity schemas used in computer vision artifacts. Such transparency would not only make 

artifacts easier to audit but would help situate their use in specific limited contexts.  

Updating legacy systems, in particular, reveal a number of pain points as different workers 

attempt to negotiate and influence the direction of the system. Ethnographically observing product teams 

engaged in updating legacy systems could highlight areas of opportunity for direct intervention. Are there 

ways to explicitly attend to moments of positional negotiation? Practitioners can be trained to actively 

consider the role of their positionality in the context of their organizational role. Work in this space could 

help shift the needle towards actively acknowledging and engaging with building artifacts in context, 

rather than for misguided universal goals. Further, it could also contribute methodological guidelines for 

researchers seeking to unearth tacit knowledge about decision making in many other organizational 

contexts. 

Policy—either at the level of public policy or at the level of internal institutional policy—has the 

power to constrain or enable certain approaches to identity. This indicates that policy is an effective 

intervention point for shaping actual practice. Working with public policymakers to establish measures for 

tactfully and carefully attending to identity and mitigating harms is certainly ripe for new research. Often, 

policy in the AI space is focused on issues of individual privacy or vague notions of unfair outcomes, but 

what would it mean for public policy to directly address the gaps between evolving identity in reality and 

calcified identity in technologies? 

Beyond public policy, there are also opportunities to shape corporate policy. Practitioners in my 

dissertation indicated a desire for better guidance on how best to implement identity concepts. Some 

participants relied on corporate policy to make arguments for changing legacy systems. Not only are 
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there opportunities for better understanding the role of corporate policy in product development, there is 

space to engage practitioners directly in their vision for policy. Perhaps co-design activities with 

practitioners focused on implementing better corporate policies can better enable new developments of 

identity in technological artifacts.  

While there are often many barriers to conducting work with organizations—particularly corporate 

organizations—organizations fundamentally shape how individuals are able to enact their own positional 

perspectives and shape identity in technology design. Thus, developing methods for engaging directly 

with organizations and focusing on shaping organizational practices is a fruitful area to make impacts on 

how identity can be represented in technology. 

Empowering Design Futures 
As previously mentioned, identity is crucial to technology design. However, the current state of identity in 

technology design is undesirable. It is static, calcified, and harmful, particularly to the most marginalized 

communities. It is often designed top-down, with traditional tech workers in powerful economic and social 

positions ascribing their values and then releasing products to be used on an uninvolved public. Even 

better understanding identity decisions and engaging organizations in better practices might not solve the 

fundamental issue—that identity is rendered onto others without input or consent. 

The current state of identity in computer vision is premised on ground truth, that there is some 

underlying universal truth to be discovered and accurately classified in a model. In computer vision, the 

“user” is often not the person being classified. The “user” is the one seeking to classify others, applying 

their own lens of identity to “targets” for the sake of some task—like marketing, security, or assessment. 

“Targets” are forced to fit into the identity models embedded in the system. If they do not fit in as desired, 

they face the consequences. Perhaps they get irrelevant ads, perhaps they don’t get the job, or perhaps 

they are even wrongfully arrested. The purpose of identity in computer vision models is to reflect the 

values of the user, ignoring the realities of those who will go on to be targeted by the system. 

It makes sense, then, why computer vision—and other forms of corporate technology—are 

premised on an open-to-closed model of identity. Identity must be narrowly defined to fit the interests of 

the intended client. Even in cases where models are developed to be universally adopted, purchased as 
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generic infrastructure by a variety of clients, the practitioners designing them are imagining corporate use 

cases—cases where a client is enacting a simplistic model of identity. In these cases, practitioners 

implicitly define identity in ways they believe are shared among their potential clientele. 

But what would it look like for the “targets” of the system to become the “users”? How would 

different groups design computer vision for themselves? Centering those traditionally marginalized by 

identity in computer vision could result in new, unexplored ways of representing identity in AI models. I 

imagine how “gender” is represented in computer vision by traditional tech workers would be largely 

different from how trans individuals would prefer to represent “gender.” 

Rather than the default open-to-closed model of identity, what would it mean to explore a closed-

to-open model of identity? Knowing what the status quo of identity looks like in computer vision, we can 

begin to imagine ways of purposefully reverse engineering it—transforming it from something that is 

closed to something that is open. Let’s consider the “gender” model example. What would it mean to start 

from “male” and “female” and then purposefully break them down, disintegrating the logic of the binary 

currently embedded into models and actively disrupting it? Methods like participatory design, co-design, 

speculative design, and action research can uncover new visions for computer vision, embedded in the 

needs and desires of specific communities who are often “targets,” and never “users.” Centering the 

positionalities of historically marginalized communities can lead to empowering designs not possible 

within market-driven corporate organizations. Clearly, the models of identity in such corporate 

organizations are problematic; they are increasingly scrutinized for their failures, biases, and, as 

demonstrated in this dissertation, their restrictive models of identities.  

As computer vision and other AI models increasingly, rapidly become a part of everyday life, it is 

necessary to shift lanes and reimagine new, alternative paths to the status quo. If we do not attend to 

positionality and continue to allow technologies to develop on an open-to-closed model reflective only of 

those in positions of power, then we will do more than enact specific instances of harm. As AI becomes 

ubiquitous, portraying its outcomes opaquely as truth, we will reify restrictive models of identity into 

broader social structures. All of the progress made on identity by social groups could be challenged by 

technological solutionism, embedded into retail, banking, employment, and social applications. Just as 
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identity is imperative to the design of technologies, the design of technologies is imperative to the future 

of identity. 
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APPENDIX 

Appendix A: Traditional Tech Workers Semi-
Structured Interview Protocol 

Introduction 
Hello, my name is Morgan Scheuerman. I’m a PhD student at University of Colorado, Boulder. 
 
Thanks for taking the time to talk with me today. The purpose of this study is to dig into the role human 
identity characteristics play in technology, specifically machine learning applications. I know that is really 
vague and broad right now - we want to start that way, then dig into more specifics about this as we go. 
 
Your participation in this conversation is strictly confidential - what we talk about stays between us. We 
will not identify you by name, team, or company and will anonymize all information for your protection. 
You also absolutely can decline to answer any of the questions I ask. You are also free to stop the 
interview at any time, you just have to let me know. 
 
I just want you to know that there are no wrong answers to my questions. I want to hear your stories and 
your experiences. This is your interview. 
 

● Do you have any questions about this interview before we start? 
 
Before we move forward, do I have permission to record this interview? 
 
Our scope of identity is pretty broad here. We are really interested in anything that could be important to 
people and their identities or senses of self, so demographics, practices, beliefs, cultures, and traditions.  

Occupational Questions 
 

● Can you briefly describe your job and what is your role within the company/business?  
 

● Can you describe your role in developing computer vision algorithms? 

Technical and Business Purposes 
● What use cases do you develop computer vision algorithms for?  

 
● Use cases  

○ Where will computer vision algorithms be used?  
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○ Are there any ideal use-cases for computer viz? (“I’m sure your team has talked about a 
lot of different use cases for these algos. Is there one that you especially like? Your 
favorite? And can you tell me why?”)  

○ Are there any use cases you think it’d be useful for in the future?  
 

● Users 
○ Who are your end users?  

■ How will these algorithms impact these end users? 
○ How do you imagine these end users will benefit or make use of these algorithms? 

People in Algorithms 
Specifically interested in the way algorithm interacts with people… 
 

● Can you describe how you describe classifying people in the context of your job or your users 
means to you?  
 

● What does classifying people look like in a machine learning algorithms? 

Inputs 

Next, I want to talk specifically about inputs…  
 

● What kind of features about people do you embed into the algorithms? For each, why? [Start 
open-ended.]  

○ [Be certain to cover the following]  
■ Race/Ethnicity  
■ Age  
■ Gender  
■ Sexual Orientation  
■ Other  

 
● In the development of [your API/algo]... 

○ Are there any features/characteristics you intentionally do not include?  
○ Why?  

 
● What do you consider when weighing the options? 

○ What is your metric for success? 
○ Accuracy?  

 
● How do these identifiers interconnect? 

○ Does this impact accuracy?  
 

● Things that would be beneficial that… 
○ Are technically hard to do?  
○ Socially or politically hard to do?  

 
● Do you ever work with third parties for data collection or annotation? 
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○ If so, how? 

Outputs 

So we have talked about inputs, let’s talk about the outputs. 
 

● Based on the above, what does a user see or understand about the characteristics in the 
algorithm? 

○ Do they know the identifying characteristics? 
○ Can they see them? 

■ Input them? 
■ Change them? 

○ How does this impact the user experience? 
● Is there any information the user cannot see or change? 
● Is there any information the user is unaware is being collected / categorized about them? 

○ What is the benefit of not knowing? 

Ethics  

● Have you ever had to make any decisions about incorporating/using these characteristics into a 
system you did not agree with?  

○ How did you handle this?  
○ What did you see the impact being?  
○ If there were no barriers, how would you change this scenario in the future?  

 
● Have you ever thought one of these categories should be implemented, but for some reason it 

could not be? 
○ What was the reason? 
○ How did you handle this? 
○ What did you see the impact being? 
○ If there were no barriers, how would you change this scenario in the future? 

Changes 

● Have you ever had to change anything in your product based on feedback from clients? 
○ Inputs 
○ Characteristics 

 
● How would [your product] change if you added these specific characteristics? 

○ What would the consequences of that be? 
○ How would you build it? 
○ What information could it provide? 
○ How would this be useful? 
○ Not useful? 

 
Examples to use if need be: 

● A resume parsing API that did not categorize gender 
● A facial recognition software that did not categorize gender, age 
● Tailored ad tools that do not categorize gender 
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● How would [your product] change if you removed one specific characteristic? 

○ For example, gender... 
○ What would the consequences of that be? 
○ How would you build it? 
○ What information could it provide? 
○ How would this be useful? 
○ Not useful? 

 
● How would [your product] change if all identity categories were removed? 

○ What would the consequences of that be? 
○ How would you build it? 
○ What information could it provide? 
○ How would this be useful? 
○ Not useful? 
○ What about user input? 

 
● On your team, what role do you play in shaping what these APIs/algos are what they should do? 

Opinions and Values 

Technical Futures 

Based on your expertise and knowledge of this domain, I wanted to ask you what your thoughts were 
more broadly - outside the context of your specific product or company… 
 

● Are there any use cases you think it’d be useful for in the future?  
○ Gender recognition 
○ Race recognition 
○ Age recognition 
○ Sexual orientation 
○ Other characteristics - disability? 
○ How should these categories NOT be used? 

 
● Challenges and opportunities 

○ Gender 
■ What do you think are some the most interesting challenges or opportunities for 

G/R in the next 10 years? 
■ How do you see the future of how G/R is used? 

○ Race 
■ What do you think are some the most interesting challenges or opportunities for 

R/R in the next 10 years? 
■ How do you see the future of how R/R is used? 

○ Age 
■ What do you think are some the most interesting challenges or opportunities for 

A/R in the next 10 years? 
■ How do you see the future of how A/R is used? 
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○ Sexual orientation 
■ What do you think are some the most interesting challenges or opportunities for 

R/R in the next 10 years? 
■ How do you see the future of how R/R is used? 

○ Other characteristics - disability? 
 

● Have you heard of any positive scenarios using identity categories? 
● Have you heard of any negative use cases or disaster scenarios using identity categories? 

Values/Personal Opinions 

● Feelings about identity categories... 
○ So Vision API can detect all kinds of things. How important do you think these ID chars 

are in relationship to the others? 
○ Q2 -- Based on your expertise, what do you PERSONALLY feel are the most important 

benefits of ID chars in APIs like these? 
○ Are there any possible negative outcomes that you personally care about? 

 
● [Follow up, if needed. When possible, use the scenarios provided in previous responses.]  

○ What impacts do you think identity classifiers might have on society? 
■ Positive 
■ Negative 

 
● What do you think a mistake should look like? 

○ How should it be handled by the system? 
○ By the users? 
○ How do you currently handle mistakes? 
○ Can users report mistakes? 

 
● Should end users be able to interact with algorithmic categories (the way their personal identity is 

characterized by a system)? 
○ Why or why not? 
○ How? 

 
● What is a team’s responsibility for how API is used by other people/systems? 

Wrap Up 

● Is there anything else you’d like to discuss? 
● Would you like to be informed about the results of our research? 
● Would you feel comfortable interviewing again as this research progresses? 

Demographic Questions 
● What is your age? 
● What is your racial identity?  

○ Clarification questions: Is this different from your ethnicity? How would you describe your 
race?  

● What is your gender identity?  
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○ Clarification questions: How would you describe your gender?  
● Where do you live?  
● What is your current occupation? 

Appendix B: Annotator Semi-Structured Interview 
Protocol 
Hello, my name is Morgan Scheuerman. I’m a PhD student at University of Colorado Boulder. Thanks for 
taking the time to talk with me today. The purpose of this study is to dig into the role you play in shaping 
the data annotation used to power computer vision. I am doing this research to understand the 
importance of annotators’ work in shaping ethical computer vision systems. As such, I will ask you about 
your opinions, beliefs, practices, and identity in relation to your work. 

What is it like to participate in an interview study? 
● Your participation in this conversation is strictly confidential - what we talk about stays between 

us.  
● I will not identify you by name, team, or company and will anonymize all information for your 

protection.  
● You only have to answer the questions you want to! You can decline to answer any of the 

questions I ask.  
● You are also free to stop the interview at any time, you just have to let me know. 
● [If you want to change your mind, or strike/delete/remove something you’ve said, that is okay too.] 
● Most important: I just want you to know that there are no wrong answers to my questions. I want 

to hear your stories and your experiences. This is your interview. 

What will be shared with my employer? 
● Will responses be confidential from my employer? 

○ Yes, no individual interviews will be shared with EnVision Data. Any information provided 
to EnVision Data will be aggregated (e.g., “Annotators found task X to be the most 
difficult…”) 

● What else will be shared with my employer? 
○ The only other thing that will be shared with EnVision Data are high level findings from 

the study. 
 
Do you have any questions about this interview before we start? 

Types of Questions I Will Ask During the Interview 
● I want to hear about you and your work and how you approach your work, such as what brought 

you to work for EnVision Data, what types of projects you work on, and what kinds of annotations 
you find easy/difficult 

● Specific projects you are working on with EnVision Data, including training you undergo and the 
process of labeling images 

● Examples of images and the step by step processes you go through 
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● Things that could help you do your job or make your job easier 
● Personal experiences and perspectives that help you do your work 

Interview Guide 
● Tell me a bit about yourself… 

○ What brought you to HITL?  
○ What is your background like?  
○ What work did you do prior to HITL?  
○ What has your experience been like since you began at HITL?  
○ What is the community like with fellow workers?  

 
● At a high level, describe the work you do 

○ Do you have a favorite type of project to work on?  
○ Least favorite?  
○ What are easy projects to work on?  
○ What are difficult projects to work on?  

Training 
I’d like to talk to you more about the x project…  
 

● Tell me a bit about the training you underwent for x 
○ Can you walk me through how the training usually goes 
○ Is training always the same for all projects 
○ Who conducts the training 

 
● What interfacing did you have with the client if any? 

 
● What happens when there are confusions in training? 

○ How do you get clarifications? 

Annotating 
● How do you go about annotating x? 

○ Walk me through your decision making process 
 

● How long would you say it takes you to annotate… 
○ X  
○ X  
○ X  

 
● What sort of edge cases came up in the project? 

○ Can you show me an example? 
○ How do you handle edge cases like that? 
○ How confident do you feel dealing with such edge cases? 

 
● What sorts of annotations do you find… 
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○ Subjective?  
○ Objective? 

 
● How confident are you in annotating… 

○ X 
○ X 
○ X 
○ What do you do in instances you don’t feel confident? 

 
● Have you ever had to annotate x in another project also? 

○ Were the instructions the same or different?  
○ If different…  

 
● What kind of personal experiences do you rely on when making annotation decisions? 

○ For example…  
 

● X is based in X … Were there ever any culturally confusing things about the annotation process? 
○ E.g., what a certain concept looks like is different in your culture than the client’s 
○ Did cultural difference get incorporated into training?  

 
● What about language differences or challenges?  

 
● How do you feel your perspective shapes your annotations about people? 

○ What are the positive aspects?  
○ Are there any difficulties? 

Aftermath 
● How is the quality of your work assessed? 

○ How are you given feedback? 
 

● What happens if you make a mistake on an annotation? 
○ How often do you feel that happens? 
○ How is it handled by HITL / your manager?  

 
● Have you ever come into contact with AI like you work on in real life? 

 
● Have you ever disagreed with the way a label like x was defined? 

 
● Have you ever disagreed with a task or project? 

○ Would there be any tasks or projects you would find offensive or uncomfortable to do? 
○ Would you be able or willing to turn down such projects? 

 
● Is there anything you think could help improve your work? 

○ Anything in the work environment that could be changed 
○ What makes x challenging?  
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HITL Questions 
● HITL positions itself as a provider of ethical AI… 

○ How do they incorporate that into training?  
 

● HITL really values the diversity of its workforce in terms of gender and country… 
○ What are your thoughts on that?  
○ How do you feel you fit into that mission?  

 
● Do you know anyone who worked here who quit? 

○ Moved on?  

Appendix C: EnVision Data Ethical AI Training 
Assessment 

● What did you already know going into the course? 
○ What did you learn?  

 
● What did you find useful? 

○ What did you find boring? 
 

● What did you find easy?  
○ What did you find hard? 

 
● How did you feel about the point that annotators from diverse countries are useful for AI? 

○ Why do you think they are?  
○ Why would they not be? 

 
● Why do you feel you need to know the aim of the client/project?  

○ How is it helpful?  
 

● How do you feel about the process of reporting confusions? 
 

● How do you feel about the process of handling unsure edge cases? 
 

● If you had to collect a dataset of people, what would you do? 
○ Did you previously have this in mind? 
○ Race 
○ Gender 
○ Age 
○ Disability 
○ Did you consider…  

■ Scale 
■ Pose 
■ Occlusion 
■ State 
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■ Origin 
■ Illumination 

 
● Do you feel you have enough guidance to collect a sufficiently diverse dataset?  

○ Have you ever had feedback a dataset wasn’t diverse enough?  
○ What challenges are there to collecting a diverse dataset?  

 
● What would happen in a model if your labels were not consistent? 

○ With team members?  
 

● How would you define ethical AI after the course? 
○ Did it change your perspective? 

 
● What about bias? 

○ How do you feel your own values and judgments affect your annotations? 
■ Were you conscious of those? 

 
● Did you personally agree with everything in the course? 

 
● Was anything missing from the course?  


