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Precise orbit determination (POD) based on global navigation satellite systems (GNSS) track-

ing is fundamental to many space-based geodesy missions. The research presented here develops

and implements improvements to the models and methods for two missions: CYGNSS, a low-

cost constellation of small satellites, and Sentinel-6 Michael Freilich (MF), the current reference

global ocean altimeter mission. The orbit solutions are improved though the advancement of the

measurement models, dynamic force models, and solution strategies.

CYGNSS is a constellation of eight small satellites designed to use reflected GNSS signals

for retrieval of ocean surface winds. The navigation requirements to achieve this primary mission

are quite loose, allowing the project to use simple point positioning, with a single-frequency GPS

receiver, to support mission orbit needs. Research presented here demonstrates that orbits with

3-D positioning accuracy better than 10 cm can be achieved, with an iterative solution strategy

that includes calibration of the antenna, use of combined code and carrier GRAPHIC (GRoup And

PHase Ionosphere Correction) observables, and correction of a timing difference between code and

carrier measurements. The process is validated using comparable data from the GRACE (Gravity

Recovery and Climate Experiment) mission, for which high precision reference orbits are available.

To support stringent POD requirements, Sentinel-6 MF is equipped with multiple tracking

instruments: a TriG GPS receiver, a pair of redundant PODRIX GNSS (GPS + Galileo) receivers,

a satellite laser retroreflector, and a Doppler Orbitography and Radiopositioning Integrated by

Satellite (DORIS) receiver. The first study develops an improved dynamic solar radiation pressure

model. Compared to the previously used macromodel, this results in more consistent estimates of

drag and solar scale parameters throughout changes in the orientation of the sun relative to the
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orbit plane (beta angle). The second study improves the measurement model by extending the

new GPS IIIA transmitter antenna calibration out to boresight angles of 14-17 degrees, which are

not observed by ground-based receivers, but are quite important for receivers in low Earth orbit.

Implementation of this extension produces solutions that incorporate GPS IIIA measurements

with statistics consistent with older satellite families. Finally, applying lessons learned from the

previous studies, orbit solutions are generated from all available Sentinel-6 MF GNSS tracking

data. This multi-receiver/GNSS configuration with two independent receivers and constellations

(GPS + Galileo) revealed a range bias effect in the TriG GNSS observations that can be calibrated.

Processing the calibrated TriG and PODRIX observations separately results in highly accurate

orbit solutions, which are both consistent with one-way satellite laser ranging (SLR) residuals at

the level of 6.9 mm rms. When processed together, the TriG plus PODRIX multi-GNSS solutions

produced the most accurate orbit solutions with one-way SLR residual rms of 6.8 mm.
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Chapter 1

Introduction

1.1 Introduction

GNSS-based precise orbit determination (POD) is a critical component for space-based satel-

lite geodesy missions such as those supporting satellite altimetry (Haines et al., 2004; Bertiger et al.,

2010a; Montenbruck et al., 2021) and gravity recovery (Kang et al., 2020). Orbit accuracies of 3-5 cm

(3-D) (Hackel et al., 2017) can be readily achieved for low Earth orbiting (LEO) satellite missions

equipped with dual-frequency GNSS receivers. This level of accuracy is achieved by processing

dual-frequency pseudorange and carrier phase observations in combination with a state-of-the-art

gravity field (Lemoine et al., 2019), satellite surface macromodel (Marshall and Luthcke, 1994),

antenna calibration (Haines et al., 2004), and reduced-dynamic processing (Wu et al., 1991). The

implementation of single-receiver integer ambiguity resolution has also been shown to improve orbit

estimates (Bertiger et al., 2010b; Montenbruck et al., 2018) with recent results by Mao et al. (2021)

demonstrating 1 cm precision for Sentinel-3A/B.

This thesis focuses on several aspects of the POD approach for two very different types

of missions: CYGNSS and Sentinel-6 Michael Freilich (MF). CYGNSS is a constellation of eight

low-cost, small satellites with a primary mission to measure ocean surface wind speed based on

reflected GNSS (Global Navigation Satellite Systems) signals (GNSS-R) (Ruf et al., 2012). There

is also interest in using these reflections to observe open water and ice surface heights (Mashburn

et al., 2020; Li et al., 2018, 2019), which requires precise orbit knowledge. The goal of improving
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and understanding CYGNSS orbit orbit accuracy is achieved by assessing various POD solution

strategies given the limitation of the onboard receiver to L1 single-frequency GPS tracking data.

In contrast, Sentinel-6 MF is a multi-national satellite mission that serves as the current

reference altimeter mission for global ocean sea-surface height (Donlon et al., 2021b). The accuracy

of satellite-based altimetry is highly dependent on orbit knowledge, with radial orbit errors mapping

directly into the sea surface height estimates. To support a radial orbit accuracy requirement of

< 1.5 cm (rms) (Donlon et al., 2021b), Sentinel-6 MF is equipped with four independent tracking

systems: a Doppler Orbitography and Radiopositioning Integrated by Satellite (DORIS) receiver

(Auriol and Tourain, 2010), a laser retroreflector array for ground-based satellite laser ranging

(SLR), a redundant pair of multi-GNSS PODRIX receivers developed by RUAG that is the primary

GNSS POD instrument (Montenbruck et al., 2021; Peter et al., 2022), and a TriG receiver from

NASA’s Jet Propulsion Laboratory (JPL) that supports POD and radio occultation measurements

(Tien et al., 2010, 2012). The POD methods presented in the next three chapters exclusively use

the GNSS tracking data. The SLR measurements are withheld from the solution and thus form

the basis for an independent evaluation of the GNSS-based POD accuracy. DORIS observations

are not included as part of these studies.

The research presented in this thesis focuses on improvements to the measurement and force

models and their impact on Sentinel-6 POD. It includes improvements in solar radiation pressure

modeling and the estimation of an extension to the GPS IIIA antenna calibration which is consistent

with the current Block II International GNSS Service (IGS) calibrations. The lessons from these

studies are then applied to a combined solution that uses all available GNSS observations from both

the TriG and PODRIX. The overall goal is to improve GNSS-based POD performance and thus

the quality of GNSS-based science. All POD solutions are estimated within JPL’s GipsyX software

(Bertiger et al., 2020). GipsyX is currently used for nearly all operational POD and research

activities using GNSS tracking data at JPL. It derives its heritage from the legacy GIPSY/Oasis

software dating to the 1980s (Wu and Thornton, 1985), and is thus well-established for applications

of GNSS for positioning, timing, navigation, and geodetic science.
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1.2 Research Contributions

1.2.1 CYGNSS Single-Frequency Orbit Determination

The primary mission objective for CYGNSS does not require precise orbit solutions. Thus,

the only publicly available orbit product has been the navigation solutions computed by the onboard

Surrey Satellite Technology Ltd. (SSTL) Space GPS Receiver Remote Sensing Instrument (SGR-

ReSI). Given the interest in applications using GNSS-R for altimetry (Carreno-Luengo et al., 2017;

Mashburn et al., 2020), this study was conducted with the goal of improving the CYGNSS orbit

knowledge and understanding the limiting factors.

The contributions presented here include an analysis and demonstration of single-frequency

POD solutions for the CYGNSS spacecraft using two different strategies: a code-only solution

and GRAPHIC (GRoup And PHase Ionosphere Correction) solution. As part of this effort, a

method is also introduced for correcting an unexpected clock-like signal in the CYGNSS raw carrier

measurements that is not present in the pseudorange. Typically, GPS measurements contain a

similar clock signal in both the pseudorange and carrier, but we found that this is not the case for

CYGNSS. By estimating and removing this clock-like signal from the phase observations we are able

to produce single-frequency GRAPHIC orbit solutions. The GRAPHIC observable removes the first

order ionosphere delay by taking the average of code and phase measurements. Another important

feature for CYGNSS POD is an antenna calibration which captures line-of-sight dependent delays

due to both the physical antenna pattern (Aparicio et al., 1996) and spacecraft multipath effects

(Young et al., 1985). Antenna calibrations can be applied to any GNSS observable. For CYGNSS,

an antenna calibration was separately estimated for both the code-only and GRAPHIC observables.

The calibration is estimated within a dynamic POD solution which simultaneously estimates the

clock biases, phase biases, and calibrations together. The antenna calibration is then applied to

code-only and GRAPHIC single-frequency reduced-dynamic orbit solutions.

These methods were validated by applying them to data from the GRACE (Gravity Recov-

ery and Climate Experiment) mission, where highly accurate dual-frequency solutions are avail-
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able. The GRACE results can be extrapolated to assess the likely errors associated with CYGNSS

single-frequency GRAPHIC POD where solutions based on the GRAPHIC observable are much

more accurate than code-only solutions. The GRAPHIC POD strategy with antenna calibration

and clock correction produces CYGNSS orbit solutions with estimated 1σ accuracy of about 3 cm

radial, 3 cm cross-track, and 6 cm in-track. This study is published in the Journal of the Institute

of Navigation (Conrad et al., 2023b). Thus, this research has demonstrated the ability to provide

improved CYGNSS orbit solutions suitable for GNSS-R-based altimetry, where uncertainty in the

orbit has been a significant error source (Mashburn et al., 2020; Li et al., 2018, 2019). Additionally,

the strategies described are expected to enable a similar level of accuracy for other low-cost sci-

ence missions using small satellites equipped with single-frequency receivers intended for onboard

navigation and timing.

1.2.2 Sentinel-6 MF Radiation Pressure Modeling

The next set of contributions are based on an examination of key background models for

Sentinel-6 MF POD. The first is an improvement to the modeling of forces due to solar radiation

pressure (SRP). SRP forces are typically captured using a model of spacecraft surfaces, commonly

called a box-wing model or macromodel (Marshall and Luthcke, 1994; Rodriguez-Solano et al., 2012;

Montenbruck et al., 2015b). Such macromodels consist of a simplified set of plates that represent

the spacecraft geometry. Surfaces are defined by a normal vector, total surface area, and reflective

properties. SRP forces from the macromodel are computed as the sum of the individual effects

from each plate.

One limitation of the macromodel is that shadowing is only considered for each plate in-

dividually, and does not account for the relative positioning of the plates. Due to the inability

to account for overall shadowing, the original Sentinel-6 MF macromodel (ESA, 2023) resulted in

several estimated parameters showing strong dependence on sun elevation with respect to orbit

plane (beta angle). The most problematic are the estimated antenna offsets. Due to spacecraft

multipath (Young et al., 1985) and the antenna gain pattern (Aparicio et al., 1996), mean antenna



5

offsets exist within the phase variations (PV) in the in-flight environment relative to mechanical

spacecraft antenna reference point. The effective mean phase center offset (PCO) due to the PVs

can be easily absorbed into the antenna calibration. However, when estimating these offsets, they

are expected to be relatively consistent over time. The Sentinel-6 MF estimated antenna y-offsets

(roughly aligned with the cross-track direction) showed strong correlation with the beta angle. This

behavior is indicative of poor SRP modeling and can degrade the estimated antenna calibration.

Thus, this research estimates new solar radiation force models and demonstrates greater consistency

across the beta angle cycle for drag and solar scale estimates, antenna offset estimates, measure-

ment residuals, and orbit precision when compared to the original macromodel. POD solutions

with the new SRP models also show improvement in the residual rms of one-way independent SLR

measurements from 8.6 mm to 8.1 mm when processed with a reduced-dynamic technique (Wu

et al., 1991). This research is the topic of Chapter 6 and was published in the Proceedings of ION

GNSS+ 2022 (Conrad et al., 2022).

1.2.3 Extension of the GPS IIIA IGS Antenna Calibration

Accurate phase modeling is crucial to single receiver phase ambiguity resolution and requires

calibrations for both the transmitting and receiving antennas (Schmid et al., 2016). The primary

contribution of this study is an estimated extension of the IGS14 GPS IIIA phase variations for

boresight angles higher than 14 degrees (the observation limit for ground stations). Thus, the

extension improves LEO POD solutions, which can observe transmitter boresight angles up to

17 degrees, without impacting terrestrial GNSS processing. Using the Sentinel-6 MF TriG GNSS

observations, the extension is estimated in a manner that is consistent with the IGS14 Block II

antenna calibrations. This approach facilitates the continuity of POD solutions based on IGS

standards during and after the transition of the GPS constellation from only Block II to also

include GPS IIIA transmitters. This research demonstrates that without the IGS14 GPS IIIA

extension, the LEO orbit solution performance is degraded which is most apparent in the post-fit

residuals rms and the success of ambiguity resolution. When the estimated GPS IIIA extension



6

is applied, the POD solutions are consistent with orbit solutions computed from only the Block II

measurements and calibrations. The estimated GPS IIIA antenna calibration extension research

has been published in the Journal of Geodesy (Conrad et al., 2023a). This publication provides

a reference that users can apply directly for their use-case or to compare against independent

extensions. Furthermore, the estimated extension is also applicable to the more recent ISG20

antenna calibrations.

1.2.4 Sentinel-6 MF Combined TriG and PODRIX Orbit Solution

The previously described contributions for Sentinel-6 MF SRP modeling improvements and

GPS IIIA extension are steps required to facilitate the final contribution in this thesis, which is

an analysis of a combined POD solution with tracking data from both the TriG and PODRIX

receivers. The PODRIX receiver poses additional challenges and potential benefits for POD as

it tracks both GPS and Galileo signals (Montenbruck et al., 2021). Unlike the TriG which uses

the legacy C1W/C2W observations, the PODRIX GPS observations are a mix of legacy GPS

C1W/C2W signals and modern L2C signals. To properly incorporate these various signals, the

pseudorange observations must be corrected for transmitter and receiver based differential code

biases.

The availability of both sets of receiver observations revealed an unexpected range bias effect

of approximately 405 m in the TriG pseudorange observations that resulted in an in-track bias

in the TriG orbits of about 10 mm relative to PODRIX derived orbit solutions. After this bias

was correctly calibrated, an evaluation of TriG and PODRIX based solutions was performed. The

TriG and PODRIX had similar performance in terms of orbit overlap precision and accuracy.

However, the PODRIX Galileo observations showed lower code and phase tracking residual rms

values compared to the GPS observations. This is likely due to the superior noise and multipath

rejection for wideband tracking on E5 compared to P(Y) cross correlation tracking on the TriG.

Processing the calibrated TriG and PODRIX observations separately results in highly accurate orbit

solutions with radial orbit accuracies better than 1 cm rms as indicated by one-way SLR residuals.
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Orbit solution accuracy is slightly improved by processing both TriG and PODRIX observations

together, resulting in one-way SLR residual rms of 6.8 mm.

1.3 Overview of Dissertation

The remainder of this dissertation begins with an overview and background of GNSS based

precise orbit determination techniques by presenting the equations of motion, measurement models,

and the setup of the solution. Additionally, strategies for evaluating the POD solution in terms of

precision and accuracy are presented. Next, Chapter 3 discusses the formulation and properties of

antenna calibration, which is an important factor in each of the following studies, as it accounts for

a significant source of error in the observations. Chapter 4 describes the CYGNSS single-frequency

orbit estimation strategy and its validation using the GRACE-B satellite.

The next four chapters cover the Sentinel-6 MF studies, starting in Chapter 5 with a brief

overview of the Sentinel-6 MF mission. This chapter also presents the common background models,

POD solution strategy, attitude description, and SLR corrections used throughout the following

chapters. Chapter 6 describes the methods for improving the solar radiation pressure modeling

for Sentinel-6 MF. This is followed by the estimation of an extension to the GPS IIIA IGS14

antenna phase variations for use by LEO satellites in Chapter 7. The development of Chapters

6 and 7 were done together. The estimated macromodel was produced first and applied in the

estimation of the GPS IIIA extension. Next, the GPS IIIA extension was included for the SRP

table estimation. Chapter 8 presents a combined POD solution using the TriG and PODRIX

observations and comparisons between the different POD solutions. Finally, Chapter 9 provides a

summary of this thesis and suggestions for future work.



Chapter 2

Global Navigation Satellite Systems Based Precise Orbit Determination

2.1 Background

The myriad of applications of GNSS have grown far beyond the original GPS requirements

and likely anything the original designers could have conceived. The primary GNSS applications of

positioning, navigation, and timing (PNT) have been extended beyond the surface of the Earth to

include other spacecraft both below and above the constellations. The first publicly reported GPS

measurements in LEO were made onboard the Landsat-4 satellite in 1982 using an experimental

receiver (Birmingham et al., 1983). Only ten years later, in 1992, the TOPEX/Poseidon sea-surface

altimetry mission was launched with stringent POD requirements. TOPEX/Poseidon carried a GPS

demonstration receiver, a DORIS receiver, and retroreflector for ground-based satellite laser ranging

(Haines et al., 1999). Because radial orbit errors map directly into the altimetry measurements,

TOPEX/Poseidon was a driving force for much early GNSS-based POD research. Within a year

of its launch, POD with better than 3 cm radial rms orbit accuracy using GPS tracking data alone

(Bertiger et al., 1994) was demonstrated using a reduced-dynamic technique (Wu et al., 1991; Yunck

et al., 1994, 1990). The follow-on mission, Jason-1, further improved the radial rms accuracy to

1 cm by incorporating improved geopotential models and in-flight calibration of the antenna phase

variations (Haines et al., 2004). Sub-centimeter accuracy for Jason-2 was achieved by also fixing

phase ambiguities (Bertiger et al., 2010a).

This chapter provides the reader with an overview of the basic components of the GNSS based

POD problem. The format here broadly follows the descriptions and notation by Bar-Sever (2021).
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It includes a brief description of the dynamical and measurement models, the solution strategies

through the use of linearization, and dynamic, kinematic, and reduced-dynamic approaches for

orbit determination. Finally, a brief overview of the techniques applied for assessment of the orbit

solution is provided.

2.2 GNSS Based POD

Missions where accuracy is of the utmost importance, such as Sentinel-6 MF, will use geodetic

quality dual-frequency receivers and apply the highest fidelity models possible. Solutions to the

orbit determination problem with GNSS measurements covers a large trade space between the

desired accuracy and the complexity of the problem. Not all missions will require centimeter

level accuracy and as such can simplify the models used in analysis and/or relax the hardware

requirements to reduce cost.

GNSS-based LEO POD requires highly accurate knowledge of the GNSS transmitter orbit

positions and clock biases. These can be estimated simultaneously with the LEO receiver or using

GNSS clock and orbit products which are available from an established organization such as the

International GNSS Service (IGS) (Johnston et al., 2017). The motion of the satellite in LEO can

be modeled by the evolution of its position and velocity vectors in an inertial reference frame. For

an initial position and velocity at time t0

r(t0) = r0 (2.1)

ṙ(t0) = v0 (2.2)

the translational equations of motion are given by

r̈ = f(r, ṙ,p, t)/m (2.3)

where r = r(t) is the spacecraft position as a function of time and ṙ and r̈ are the first and second

time derivatives of r; f represents the forces acting on the spacecraft; m is the spacecraft mass; p
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contains the force model parameters; and t is the coordinate time. The use of coordinate time is

necessary to account for the differences in relativistic effects that occur on orbiting platforms. The

force model vector f is the sum of all forces acting on the spacecraft such as the force due to the

gravity field, solar radiation pressure, and atmospheric drag. The term p contains parameters of

those models such as the drag coefficient and solar radiation pressure coefficient.

The GNSS pseudorange measurement, X(t), is directly related to the difference between the

position of the LEO spacecraft at the time of reception tr and the transmitter position at the time

of transmission tt and is given by

X(t) = ||rG(tt)− r(tr)||+ g(q) + w (2.4)

where the first term is the Euclidian norm of the difference between the transmitter position rG and

LEO position r. The term g contains the signal-in-space effects such as ionospheric delay as well

as transmitting and receiver clock errors and antenna phase variations, and w is the measurement

noise. The vector q includes the measurement model parameters in g to be estimated. This typically

includes the receiver clock and phase measurement biases.

From the initial conditions r0 and v0, the satellite position in time, r(t), can be propagated

by integrating Equation 2.3 forward in time. Incorporating Equation 2.3 into Equation 2.4 forms

the basis of the orbit determination problem as follows

X(t) = h(r0,v0,p, q, t) +w (2.5)

where X(t) is now a vector of measurements and h contains the first two terms on the right hand

side of Equation 2.4 written as function that relates the force and measurement models to the

measurements at time t. Once the initial conditions r0, v0, and force model parameters p are

known, Equation 2.3 can then be integrated forward from t0 to any point in time, t, and the

solution is produced.
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2.2.1 POD Solution

Given the highly non-linear dynamics for a LEO spacecraft, the solution to Equation 2.5

cannot be inverted directly to solve for the initial state. Linearization techniques exist, such as

batch least squares or Kalman filtering, that can be used with a suitable reference trajectory. This

reference trajectory must be close enough to the true trajectory so that is stays within the linear

regime. The initial reference trajectory can be formulated from a variety of sources. Typically,

the initial reference states, rref0, vref0, and pref , are solved for by minimizing the least-squares

difference between the crude onboard navigation solution (top box in Figure 2.1) at each epoch rti

and integrated orbit r(ti). This step is shown in the second box in Figure 2.1.

Figure 2.1: Flowchart of the LEO POD process. Image Credit: (Bar-Sever, 2021)

For a reference trajectory, rref (t), with initial state and associated parameters pref , we form

δr(t) = r(t)−rref (t) as the difference between the true trajectory and the reference orbit. In order

to effectively determine a solution, this difference must be within the linear regime. In a similar
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manner, we can define a correction to the initial states; δr0, δv0, δp, and δq. Thus Equation 2.5

can be linearized as

X(t) = h(rref0,vref0,pref , qref , t) +∇h(rref0,vref0,pref , qref , δr0, δv0, δp, δq, t) +w (2.6)

where∇h is the first-order term of a Taylor series expanded about the reference values at each epoch

in time t. This corresponds to the third box in Figure 2.1. The correction terms, δr0, δv0, δp, and

δq, can now be solved for directly, since Equation 2.6 is now invertible. The correction terms are

added to the initial conditions of the reference trajectory, and the solution can be considered solved.

In many cases, it is useful to iterate upon the reference trajectory. Advanced orbit determination

software such as GipsyX (Bertiger et al., 2020) allows the user to implement a number of options

during this step. For example, it is possible to specify measurement post-fit residual windows that

will exclude outliers from the next iteration on the reference trajectory.

In the solution above, the measurement model vector q contains the receiver clock state. All

clocks are stochastic in nature, and the inclusion of additional clock states such as frequency bias

and frequency drift can be included but is not necessary for POD. The reason for this is two-fold:

the stochastic nature of the clock is difficult to assess, and the abundance of GNSS measurements

makes the clock bias highly observable. The second point allows for the clock to be estimated as

a stochastic white noise process with a new unconstrained clock state estimate at each epoch or

eliminated entirely with double differences. While stochastic clock estimates increases the number

of states to be estimated by the number of measurement epochs, with the abundance of GNSS

measurements in both ground and LEO scenarios, the impact on the solution is small.

2.2.2 Orbit Determination Strategies

When solving the orbit determination problem, there are several strategies available. These

can be broken down into three categories: dynamic, kinematic, and reduced-dynamic. In the the

dynamic solution strategy, when the force models are well understood, the force model vector p is a
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simple set of parameters which along with the initial state, r0, v0, uniquely defines the trajectory.

As such, dynamic solutions assume that the force models largely capture the spacecraft motion and

only solve for parameters such as the drag coefficient or the solar scale factor which are estimated

as constants across the solution arc. As part of the dynamic solution, the phase measurement

biases must still be estimated, and LEO clock states can be eliminated with double differences or

estimated as stochastic parameters. Often times a simple dynamic approach does not result in

sufficient accuracy, but can be improved with the addition of empirical forces. Errors in the force

models typically result in state errors with a once-per-orbit frequency (Colombo, 1989). Custom

empirical forces can model this effect as

fu = [Cucos(θ) + Susin(θ)]û (2.7)

fv = [Cvcos(θ) + Svsin(θ)]v̂ (2.8)

fw = [Cwcos(θ) + Swsin(θ)]ŵ (2.9)

where C and S are the estimated sine and cosine force amplitudes, position in the orbit is the

argument of latitude θ, and û, v̂, and ŵ are the component directions expressed in a fixed frame.

Typically the amplitudes, C and S, are estimated as constant across the solution arc in an orbit

fixed frame (radial, cross-track, in-track) or a spacecraft body frame (body-x/y/z). This orbit

solution is still considered dynamic as the trajectory is uniquely defined by the initial state, r0, v0,

and force model parameters p.

The kinematic approach extends the white noise modeling beyond just the clock to the

position states as well. In this case, the spacecraft dynamic models are completely ignored and the

spacecraft position becomes a parameter of the measurement model, and the position at each epoch

is determined only by the observations at the corresponding epoch. In this method, the solution is

wholly dependent on the observations. This approach is typically not as accurate as other solutions

that do incorporate satellite dynamical models. However, because it is primarily dependent on the
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observation models, differences between kinematic and dynamic solutions can be used to identify

potential modeling errors in in either the measurement model or the dynamic models.

The reduced dynamic technique allows for the compensation of force model errors through

the estimation of stochastic force model parameters (Wu et al., 1991) taking an in-between ap-

proach between the dynamic and kinematic. The stochastic parameters can be tuned so that the

orbit solution is guided by the modeled dynamics while leveraging the accuracy of the numerous

GNSS measurements. In the reduced dynamic technique, states or custom forces are formulated

in terms of either a random process with exponentially correlated process noise or random walk.

Following Bierman (2006), a first-order Gauss-Markov process, p(t), can be described in terms of

an exponential autocorrelation

R(∆t) = E(p(t), p(t+∆t)) = σ2e−∆t/τ (2.10)

where σ2 is the steady-state uncertainty, τ is the correlation time, and ∆t is the update interval.

The evolution of p(t) is given by

p(ti+1) = mp(ti) + w (2.11)

where

m = e−(ti+1−ti)/τ (2.12)

and the process noise w is zero mean with expected variance given by

E(w2) = σ2(1−m2) (2.13)

The custom force model parameters such as those in Equations 2.7 - 2.9 can be updated

as Gauss-Markov process and implemented as piecewise constant forces over the update interval

∆t = ti+1 − ti. The user chooses four parameters for the stochastic estimation: the a priori

uncertainty, the process noise uncertainty added at each update, the update interval ∆t, and the
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correlation time τ . These are typically derived empirically through trial and error and tuned using

large data sets. For a zero correlation time, τ = 0, then mi = 0 and wi = σ which becomes a white-

noise process. For the case τ = ∞, then mi = 1 and wi = 0 which becomes dynamic tracking. The

reduced dynamic approach, when tuned correctly, often allows for the most accurate orbit solutions

to be achieved (Wu et al., 1991; Haines et al., 2004; Montenbruck et al., 2005; Bertiger et al., 2010a)

through its ability to capture signals present in the observations but not modeled in the dynamics.

2.3 Solution Assessment

One of the challenges of the POD solution process is the validation of the orbit solutions.

When available, the most valuable reference for evaluation of GNSS-based POD solutions is in-

dependent SLR observations (Pearlman et al., 2019). Despite being only a one dimensional mea-

surement of the two-way range between the satellite and the SLR ground station, the use of SLR

measurements allows for bounds on the orbit accuracy to be established by examination of the

one-way SLR residual rms.

Without an independent measure of orbit accuracy, such as SLR measurements or sea surface

height crossovers, it is difficult to fully evaluate the orbit solutions. However, internal metrics can

be used to evaluate the orbit solution precision. The two most common internal metrics are the

post-fit residual rms, and the orbit overlap difference rms. White noise post-fit residual rms that

match the expected measurement noise indicate a well modelled and tuned filter. If significant

structure exists in the post-fit residual rms, it is often an indication of poor modeling of either the

dynamics or measurements. For example, a daily fit residual rms that is correlated with the sun

elevation with respect to the orbit plane (beta angle) would likely be an indicator of poor solar

radiation pressure modeling.

Orbit overlaps provide a way to evaluate the precision or consistency of the POD solutions

over time. They are computed from the six hours of overlap that occur for 30-hour daily solution

arcs centered at noon GPS time. A single rms value can be computed for each of the component

differences during the overlap period as seen in Figure 2.2. To avoid edge effects from the reduced
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dynamics, one hour from each of the tails is excluded and only the central four hours are used for

the rms computation. Orbit overlaps are assumed to provide a lower bound on the accuracy, but in

general are optimistic as they are unable to account for systematic errors in the solution common

to the two overlapping solution arcs.

Figure 2.2: Orbit overlaps are constructed by using 30-hour arcs centered at noon. This results in
6 hours of overlap for two 30-hour arcs

2.4 Summary

The description above outlined the standard elements of GNSS-based POD. In the following

chapters, the techniques described above are applied to the CYGNSS, GRACE, Sentinel-6 MF,

and Jason-3 spacecraft. The next chapters detail additional modeling and methods that have been

implemented or advanced to improve GNSS-based POD. Specifically, a receiver antenna calibration

is discussed in more detail in Chapter 3, which is part of the measurement models discussed above.

Chapter 4 examines the reduced-dynamic approach using single-frequency measurements and orbit

solution assessment for CYGNSS. Sentinel-6 MF, on the other hand, is primarily focused on the

background models. In particular, we discuss an improvement to the dynamical models for solar

radiation pressure and an estimation of a GPS IIIA antenna calibration for use in LEO POD.

These methods are then applied to an evaluation of POD solutions from the two independent

GNSS receivers onboard Sentinel-6 MF and the benefits of a multi-receiver/GNSS POD solution.



Chapter 3

Antenna Calibration

3.1 Background

The transition from relative to absolute PCO (phase center offset) and PV (phase variaion)

modeling for the GNSS satellite transmitter antennas (Schmid et al., 2005, 2007) allowed for more

consistent orbit and clock products and paved the way for ambiguity resolution (Bertiger et al.,

2010b) through better phase modeling. Signals emitted by a transmitting antenna and then cap-

tured by a GNSS receiver experience different effective delays based on the signal line-of-sight

direction. These line-of-sight variations are a result of both the physical antenna pattern (Apari-

cio et al., 1996) and multipath due to the spacecraft structure (Young et al., 1985). Both the

pseudorange and carrier phase measurements are affected, but in different ways. By convention,

the variations for the phase are often decomposed into a mean PCO and a set of elevation and

azimuth dependent PVs (Schmid et al., 2005; Montenbruck et al., 2009; Jäggi et al., 2009). The

PCO is effectively the center of a best-fit sphere to the total antenna calibration and represents the

mean offset of the wave front from the antenna reference point. The PVs, on the other hand, are

azimuth and elevation dependent distortions to the wave front. This same decomposition can be

applied to code group delays, and in analogous terms would be described as the mean group delay

offset and group delay variations. However, because the formulation is the same (mean offset plus

line-of-sight variations), for the remainder of this thesis, the PCO-PV terminology will be used for

all calibrations but explicitly referenced to the observation type.

For missions that have strict orbit accuracy requirements, pre-flight antenna phase pat-
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terns are often derived from anechoic chamber measurements. For example, as part of a ter-

restrial frame realization, Haines et al. (2015) used the pre-launch measurements from GRACE

and TOPEX/Poseidon choke ring antennas which were measured in isolation. Antenna calibra-

tions measured in this way are often limited in their ability to fully capture spacecraft multipath

effects. For this reason, it is beneficial to re-estimate the antenna calibration from in-flight tracking

data. Using the pre-flight antenna calibrations provide and important reference for the nominal

or a priori PCOs. In this thesis, when available, it is used as the a priori calibration for the in-

flight calibration. Additionally, antenna calibrations derived from anechoic chamber measurements

provide a way to constrain the estimated in-flight PCOs when they are not observable.

To achieve the most accurate POD solutions, PCO and PV calibrations are applied to both

the transmitting and receiving antennas. The International GNSS Service (IGS) provides a unique

PCO product for each GNSS satellite that is linked to the IGS realization of the International

Terrestrial Reference Frame (ITRF). The IGS PVs, however, are currently modeled identically for

every satellite within a GPS sub-block and only describe variations as a function of boresight angle

(Montenbruck et al., 2015a). Because the GNSS transmitters nominally point towards the Earth

geocenter and the LEO receiver antenna typically point in the opposite direction, the resulting

antenna calibrations are highly correlated in elevation. Because of this, without some judicious

constraint such as described by Haines et al. (2015), an estimated LEO antenna calibration will

inherently be linked to the applied transmitter PCOs and PVs. As such, potential GNSS PV eleva-

tion dependent errors can easily be absorbed during estimation of the receiving antenna calibration.

However, as long as the LEO and transmitter calibrations are consistent, it will have little effect

on the POD.

3.2 Antenna Calibration Description

The antenna calibration function can be formulated in terms of the mean PCO and a set

of line-of-sight azimuth and elevation dependent variations. Rothacher et al. (1995) showed that

there are inherent degrees of freedom for a PCO vector r0 and PV function ϕ(az, el) such that any
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set can be transformed into a new PCO and PV function using the following:

r′0 = r0 +∆r (3.1)

ϕ′(az, el) = ϕ(az, el)−∆r · ê+∆ϕ (3.2)

where ∆r and ∆ϕ (constant phase offset) can be chosen arbitrarily and ê is a unit vector in the

line of sight direction from the receiver to the transmitter. From this, it can be seen that the

antenna PCO is somewhat arbitrary, and it is possible to induce or remove an offset through the

PV function alone. Unless constrained, when estimating the PVs, they will absorb any mean offset

relative to the antenna reference point. In general, when the offsets are observable, allowing the

PVs to capture these effects is the preferred method since it does not need to factor in the weighting

that occurs with different observation densities as a function of azimuth and elevation. When this

is not the case, and the a priori is trusted, constraints can be applied to preserve the offsets in the

a priori PV function.

3.2.1 Antenna Calibration Estimation

In-flight antenna calibrations can be estimated either by residual stacking or direct estimation

within the POD filter. Residual stacking estimates the calibrations by averaging post-fit residuals

in discrete azimuth and elevation bins based on the transmitter line-of-sight direction. Haines

et al. (2004) showed that the use of in-flight estimated antenna calibrations from residual stacking

improved the POD accuracy when applied to Jason-1. However, Jäggi et al. (2009) showed that the

direct approach is superior to residual stacking. The preferred method here is the direct approach

where the orbit, receiver clock, carrier ambiguities, and PVs are all estimated together.

The receiver antenna calibration is estimated from daily solutions generated from 24-hour

dynamic orbit estimates. Outliers must first be removed as they can significantly influence the

receiver calibration, especially for bins with low measurement density. This is done using a dynamic

solution with a priori PVs to simply detect the outliers. With these observations excluded, a

new dynamic orbit solution is run that also simultaneously estimates corrections to the a priori
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Table 3.1: POD estimation strategy for antenna calibrations

Estimated Parameters Parameterization a priori σ

Dynamic Solution (Outlier Detection)
Drag Coefficient Bias per arc 1000
Once-per-orbit cross-track (cos, sin) Constant per arc 1 mm/s2

Once-per-orbit in-track (cos, sin) Constant per arc 1 mm/s2

Dynamic Solution (Calibration Estimation)
Drag Coefficient Bias per arc 1000
Once-per-orbit cross-track (cos, sin) Constant per arc 1 mm/s2

Once-per-orbit in-track (cos, sin) Constant per arc 1 mm/s2

Antenna Calibration Vertices Constant per arc 10 m

Carrier Phase Bias Constant bias per 1e6 km
continuous carrier track

Clock Offset White-noise Process 3e5 km

two-dimensional receiver antenna calibration. Table 3.1 shows the antenna calibration estimation

strategy including daily estimates of drag coefficient and once-per-orbit accelerations in the cross-

track and in-track directions.

The antenna calibrations within GipsyX can be estimated for any observable type, such as a

single-frequency code or phase, or an ionosphere-free linear combination. This is done by computing

a grid of calibration values on azimuth and elevation vertices. Application within the filter then

uses a bi-linear interpolation to correct each measurement based on the line-of-sight azimuth and

elevation.

The final antenna calibration is estimated by accumulating the daily Square Root Information

Filter (SRIF) state outputs into a single estimate. The SRIF accumulation process accounts for

both the uncertainties in the daily estimate’s vertices as well as the cross-correlation between the

vertices to produce a final state estimate for each vertex along with its corresponding uncertainty.

After data assimilation, if any constraints are required, they are applied to the final combined

output.
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3.2.2 Constraints

The process of estimating an antenna calibration produces a correction to the a priori cali-

bration. We can rewrite Equation 3.2 to be only in terms of the estimated correction, ∆ϕ′(az, el),

relative to the a priori values. This results in

∆ϕ′(az, el) = ∆ϕ(az, el)−∆r · ê+∆ϕ (3.3)

where the final antenna calibration is given by

ϕ(az, el)final = ϕ(az, el)apriori +∆ϕ′(az, el)constrained (3.4)

The constraints are applied only to the observed correction term ∆ϕ′(az, el) in Equation

3.3. The first parameter to be constrained is ∆ϕ. This term cannot be separated from the phase

biases as it is a constant term that is added to all line-of-sight observations equally (or clock for

code calibrations). This can easily be constrained by setting the calibration along the boresight

direction to zero. However, due to the low density of observations for LEO spacecraft in the

boresight direction, it is more reliable to level the entire antenna calibration correction, ∆ϕ′(az, el),

by constraining the average of all bins above 30 degrees elevation to zero. This choice of the 30

degree elevation cut-off is somewhat arbitrary, but is chosen as it covers a large set of well defined

vertices. The constraint is formulated as follows

∆ϕ′(az, el)constrained∆ϕ = ∆ϕ′(az, el)−
360◦∑
az=0◦

90◦∑
el=30◦

∆ϕ′(az, el) (3.5)

where ∆ϕ′(az, el)constrained∆ϕ is the constrained correction to the a priori calibration.

For spacecraft with yaw-fixed attitudes, it is difficult to resolve the mean PCO aligned with

in the in-track direction. This issue has previously been observed in estimation of the horizontal

PCOs for GNSS satellites during periods when the spacecraft attitude aligns one of the body axes

with the in-track direction (Schmid et al., 2007; Huang et al., 2022). For cases where there is a

priori information, constraining the PCO of the antenna axis aligned with the in-track direction to
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zero is suggested. For the example where the antenna-x direction is aligned with the orbit in-track

direction, this can be done by forcing ∆r = [∆x = 0,∆y,∆z]. Here the receiver antenna calibration

correction, ∆ϕ′(az, el), can absorb offsets in the body-y and z components, but not for the body-x

offset.

To formulate the constraint in terms of the antenna calibration correction, we must first

derive a method for computing the equivalent antenna-x/y/z PCOs contained in ∆ϕ′(az, el). Each

point in the antenna calibration correction can be converted from polar coordinates and projected

into the antenna frame x, y, and z components using

∆xaz,el = ∆ϕ′(az, el)cos(az)cos(el) (3.6)

∆yaz,el = ∆ϕ′(az, el)sin(az)cos(el) (3.7)

∆zaz,el = ∆ϕ′(az, el)sin(el) (3.8)

The mean offset contained in the antenna calibration correction, assuming equal weighting

of the vertices, can be formulated as follows

xoff =

360◦∑
az=0◦

90◦∑
el=0◦

∆ϕ′(az, el)cos(az)cos(el)/n (3.9)

yoff =
360◦∑
az=0◦

90◦∑
el=0◦

∆ϕ′(az, el)sin(az)cos(el)/n (3.10)

zoff =
360◦∑
az=0◦

90◦∑
el=0◦

∆ϕ′(az, el)sin(el)/n (3.11)

where n is the number of vertices contained in ∆ϕ′(az, el).

The formulation of the constraint requires that the partials be computed relative to the state,

which in this case are the antenna calibration vertices of ∆ϕ′(az, el). The constraint for the x-offset

then becomes
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∂xoff
∂∆ϕ′(az, el)

= cos(0◦)[cos(0◦)+ ...+ cos(90◦)]+ ...+ cos(360◦)[cos(0◦)+ ...+ cos(90◦)] = 0 (3.12)

This constraint is applied to the normal equations in the SRIF state output using a user defined

σ. As a note, the division by the number of elements, n, can be dropped so long as the constraint

value is zero.

3.3 Summary

The estimation of a receiver antenna calibration is an important aspect of the POD process.

In the following research, for each spacecraft, it the first step taken where a separate antenna

calibration for all observation types is estimated. For Sentinel-6 MF, this includes calibrations

for each of the ionosphere-free phase and pseudorange combinations. It allows for the removal

of systematic line-of-sight variations from the measurements. In the case of CYGNSS, where the

GRAPHIC observable is used, this variability is on the order of one meter. For Sentinel-6 MF, it

is important for accurate phase modeling in the ambiguity resolution process.



Chapter 4

Improved GPS-Based Single-Frequency Orbit Determination for the CYGNSS

Spacecraft Using GipsyX

4.1 Introduction

Satellite missions requiring high accuracy orbit solutions are typically equipped with scientific-

grade dual-frequency GNSS receivers. This allows for precise phased-based measurements and the

direct removal of ionospheric effects. Even some small satellites like the 3U CubeSats flown by

Spire (Nguyen et al., 2020) have this capability, which is used to produce a variety of science data

products. However, there are also LEO missions where precise orbit solutions are not a priority.

These satellites are often equipped with only single-frequency GNSS capability to support basic

navigation and timing functions derived primarily on pseudorange observations rather than the

phase. Space-capable single-frequency receivers with positioning accuracies of 10 m are readily

available (Montenbruck et al., 2012) and function well, meeting the lower cost, weight, power, and

telemetry constraints for small spacecraft.

CYGNSS is a constellation of eight small satellites, each equipped with a GNSS Reflectometry

(GNSS-R) instrument consisting of a SGR-ReSI receiver, a zenith antenna for conventional direct

signal tracking and formation of navigation solutions, and two downward-looking antennas capable

of measuring GPS reflections from the surface of the Earth (Ruf et al., 2012). While CYGNSS was

designed to use GNSS-R to measure ocean surface wind speed, it also provides an opportunity to

study the feasibility of using GNSS-R for ocean altimetry to measure patterns of ocean circulation

and sea level change. For the ocean altimetry application, the delay of the reflected GPS signal
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must be precisely and accurately measured. Previous work (Mashburn et al., 2020; Li et al., 2018,

2019) identified uncertainty in the knowledge of CYGNSS satellite orbit solutions as a significant

source of error for GNSS-R altimetry. Consequently, a focused effort to analyze and improve the

CYGNSS orbit estimates was undertaken.

Most of the POD processes and techniques described in Chapters 2 and 3 are applicable to

POD with single-frequency observations; however, without dual-frequency observations, it requires

an alternative approach for mitigation of ionospheric effects and cannot easily take advantage of

single receiver carrier phase integer ambiguity resolution. The latter limitation reduces the effec-

tiveness of purely kinematic solutions. To address the ionospheric effects, three basic approaches

have been well-established: modeling based on ionospheric density databases, estimation based on

the divergence in code and carrier observations, and direct removal of the ionospheric effects by

combining code and carrier observations into the GRAPHIC observable.

Model-based methods approximate ionospheric effects using measurement based Global Iono-

sphere Maps (GIM) (Hernández-Pajares et al., 2009) or empirical models such as the International

Reference Ionosphere (IRI) (Bilitza et al., 2017; Bock et al., 2009; Montenbruck and Gill, 2002).

The GRAPHIC method (Yunck, 1993; Montenbruck, 2003) eliminates first order ionospheric ef-

fects directly by adding code-based pseudorange and carrier-based measurements together. This

produces an ionosphere-free observable with a fixed ambiguity per pass and error dominated by

half the noise in the pseudorange measurement. This approach is effective and widely used.

Early single-frequency POD of the TOPEX/POSEIDON spacecraft achieved radial accuracies

of 4 to 5 cm (Muellerschoen et al., 1994) with GRAPHIC. Subsequent studies (Montenbruck et al.,

2005; Bock et al., 2009) achieved full 3-D accuracies below 10 cm. Because GRAPHIC incorporates

code-base pseudorange as part of the primary observable, the noise and group delay in the code have

a greater effect on the solution than is seen in dual-frequency ambiguity-resolved POD solutions.

Shao et al. (2019) demonstrated further improvements by reducing systemic errors with an antenna

calibration for the GRAPHIC observable, generated with a residual stacking approach. They

achieved 3-D accuracies better than 5 cm for the GRACE-B satellite.
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The goal of our work was to improve the CYGNSS orbit solutions and quantify the precision

and accuracy of the results in support of GNSS-R altimetry research. As part of this effort, we

introduce a method for correcting a clock-like signal in the CYGNSS raw carrier measurements that

is not present in the pseudorange. This correction allows for implementation of the GRAPHIC orbit

solutions. We estimate code-only and GRAPHIC observable antenna calibrations directly within

a dynamic POD filter and demonstrate performance of single-frequency model-corrected code-only

and GRAPHIC orbit solutions in the GipsyX software environment.

While GipsyX is primarily used with dual-frequency GNSS measurements, we show that it

can also be configured to produce accurate single-frequency POD. To demonstrate the methods for

CYGNSS, we have selected GRACE-B as the primary reference satellite. The GRACE mission, at

a similar altitude to CYGNSS, provides extensive sets of high-quality dual-frequency observations

that are readily available, as well as previously established high precision orbit solutions. The

GRACE-B satellite orbit and GPS measurements are used to directly evaluate errors associated

with L1 single-frequency POD strategies that we apply to CYGNSS. In addition to GRACE-B,

we also consider the higher altitude Sentinel-6 Michael Freilich (MF) spacecraft to provide an

additional dual-frequency reference. Like GRACE, the Sentinel-6 MF altimetry mission is highly

dependent on accurate orbit solutions and provides a reference for the L1 single-frequency POD

errors. While our results for this mission are less extensive, they provide a useful reference point

because Sentinel-6 MF flies at a 66 degree inclination, more similar to CYGNSS than the GRACE

polar orbit.

The remainder of this chapter is organized into three main sections. Section 4.2 describes

the background models and methods for LEO POD within GipsyX, including the specifics of the

GRACE and CYGNSS missions, estimation strategies, antenna calibration, and issues encountered

with the CYGNSS phase measurements. Section 4.3 presents the results, including estimated

antenna calibrations, followed by an orbit precision and accuracy assessment using internal metrics

of residual post-fit rms and orbit overlaps for GRACE and CYGNSS, and external metrics for

GRACE by comparing to the dual-frequency solutions. We also use a small set of Sentinel-6 MF
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orbit solutions to support the assessment of CYGNSS GRAPHIC solutions. Finally, the conclusions

in section 4.4 summarize the findings of this work.

4.2 Methods

4.2.1 CYGNSS, GRACE, and Sentinel-6 MF comparison

Table 4.1 shows a comparison of the key features of the GRACE-B, CYGNSS FM05, and

Sentinel-6 MF satellites, orbits, and onboard GPS receivers. Both the 8-satellite CYGNSS constel-

lation and GRACE A and B pair of satellites operate in the LEO regime in near circular orbits, with

CYGNSS being about 50 km higher in altitude. They have similar attitude profiles with a nominal

yaw-fixed orientation relative to the flight direction. The biggest difference between GRACE and

CYGNSS orbits is that GRACE is in a polar orbit, while CYGNSS is in a low inclination orbit (35

degree) driven by its mission to observe ocean surface winds linked to cyclones. Sentinel-6 MF is

much higher than both GRACE and CYGNSS, but like CYGNSS is not in a polar orbit (inclination

of 66 degrees).

Table 4.1: Comparison of GRACE-B, CYGNSS FM05, and Sentinel-6 MF

GRACE-B CYGNSS FM05 Sentinel-6 MF

Altitude 455 - 478 km 514 - 528 km 1336 km
Inclination 89 degrees 34.8 degrees 66 degrees
Eccentricity < 0.005 < 0.003 < 0.001
Mass 487.2 kg 28.9 kg 1191 kg
Receiver Blackjack GPS Receiver SSTL SGR-ReSI Receiver TriG GNSS Receiver
GPS Signals L1W, L2W L1C L1W, L2W
Tracked C1C, C1W, C2W C1C C1C, C1W, C2W

Year 2009 2019 2021

Each CYGNSS satellite is equipped with a Surrey Satellite Technology Ltd. (SSTL) Space

GPS Receiver Remote Sensing Instrument (SGR-ReSI) receiver that determines the satellite posi-

tion in real time using civil single-frequency GPS (L1 C/A) signals (Unwin et al., 2013)). Since the

primary mission is not reliant on precise knowledge of the CYGNSS orbit, only the onboard GPS



28

instantaneous navigation (Nav) solution was originally downlinked. The Nav solution is noisy with

1σ 3-D position errors of approximately 3 m. To enable an evaluation of altimetry applications,

the satellite flight software was updated (July 2019) to also downlink the individual GPS satellite

pseudorange and carrier phase measurements at 15 second intervals. At the time of writing, these

lower-level GPS data are only available in the CYGNSS Level-0 data product, accessed by special

request for this investigation. The availability of these raw tracking measurements provides the

opportunity to estimate the CYGNSS orbit solution on the ground using advanced post-processing

techniques in GipsyX or other POD software.

The Blackjack GPS Receiver flown on GRACE is designed specifically for geodetic-quality

POD. It uses advanced codeless techniques to track L1 C/A and P(Y) pseudorange and carrier

as well as L2 P(Y) pseudorange and carrier (Montenbruck and Kroes, 2003; Dunn et al., 2002).

The receiver is coupled with a flush-mounted choke-ring antenna to reduce multipath reflections.

The overall measurement approach promotes more precise measurements than typical receiver im-

plementations geared to support real-time onboard navigation and timing. The Sentinel-6 MF

spacecraft is equipped with a TriG receiver also capable of tracking L1 C/A, P(Y), and L2 P(Y)

measurements (Donlon et al., 2021a). With CYGNSS, GRACE, and Sentinel-6 MF tracking the

L1 C/A code and carrier, we can apply the same data processing and orbit estimation methods

to the three missions. The observed C/A code noise without post-processed carrier smoothing for

both GRACE and Sentinel-6 MF is below 30 cm based on post-fit residual rms. For CYGNSS it

is significantly larger with a value around 1 m. Finally, to ensure comparable ionospheric effects

for both GRACE and CYGNSS, we selected data sets for each mission near solar minimum, using

data from early 2009 for GRACE and the last half of 2019 for CYGNSS.

4.2.2 GRAPHIC Observable

The GRAPHIC method is well established as an effective approach for creating an ionosphere-

free observable from single-frequency GNSS measurements (Bock et al., 2009). The GRAPHIC

observable is formed from the pseudorange, ρ, and carrier phase, ϕ by computing the mean of the
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two measurements as follows

ρ = r + b+ I + ερ (4.1)

ϕ = r + b− I +N + εϕ (4.2)

GRAPHIC =
ρ+ ϕ

2
= r + b+

N

2
+

ερ
2

+
εϕ
2

(4.3)

where r is the geometric range, b is the combined receiver and transmitter clock effects, I is the

ionosphere delay, and ε is the measurement noise. This results in an ionosphere-free phase-like

observable that contains half the code noise, half the phase noise, and half-integer ambiguities

from the carrier measurements. While the GRAPHIC observable only contains half the code noise,

this is substantially larger than what would be observed for typical carrier measurements. Bock

et al. (2009) showed that a higher data sampling rate can mitigate the effect of the noise. Be-

cause GRAPHIC clock and carrier phase ambiguities cannot be separated, the raw (undifferenced)

pseudorange is included to anchor the clock solution; but it is de-weighted by roughly five orders

of magnitude relative to the GRAPHIC observable such that it does not significantly impact the

final orbit solution. The half integer ambiguity that remains in the GRAPHIC observable can be

estimated as a constant bias over the duration of the satellite transmitter pass.

4.2.3 GipsyX Orbit Modeling

Our single-frequency POD employs a high-fidelity gravity model, solid Earth tide, pole tide,

ocean tides, and third-body effects as listed in Table 4.2. Non-gravitational effects are computed

based on a custom macromodel constructed for each spacecraft, comprised of individual plates de-

fined by their body frame normal vectors, areas and reflection properties (specularity and diffusiv-

ity). This model, along with knowledge of satellite attitude, provides input for computation of drag

and radiation pressure forces on the spacecraft. Drag force is computed based on the DTM-2000

model, driven by the F10.7 cm solar flux and Kp geomagnetic indices to compute the atmospheric

density (Bruinsma et al., 2003). Radiation pressure force is modeled for both solar (Milani et al.,

1987) and Earth albedo (Knocke et al., 1988) radiation sources. GPS satellite ephemerides, clock
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Table 4.2: Applied models for single-frequency POD

Model/Parameter Selection

GNSS observations Undifferenced GPS L1 phase and C/A pseudorange
30-hour daily arcs
CYGNSS: 15-sec data rate
GRACE: 30-sec data rate

Surface forces CYGNSS: Macromodel (Table 4.4 and Figure 4.1)
GRACE: Macromodel (Table 4.3)

Attitude Measurement quaternions
Atmospheric density DTM-2000 (Bruinsma et al., 2003)
GPS satellite antenna calibrations IGS14 Values (Rebischung and Schmid, 2016)
Earth orientation/rotation JPL IGS Analysis Center IGS14 Final Solutions
GPS spacecraft ephemerides JPL IGS Analysis Center IGS14 Final Solutions
GPS spacecraft clocks JPL IGS Analysis Center IGS14 Final Solutions

(Dietrich et al., 2018)
Planetary and lunar ephemerides JPL DE421 ephemerides (Folkner et al., 2009)
Earth gravity field EIGEN-GRGS.RL03-v2.MEAN-FIELD

(Rudenko et al., 2015)
Ocean tides FES2004 tide model (Lyard et al., 2006)
Reference frame IGS14

solutions, including Earth orientation parameters come from the JPL IGS Analysis Center Final

products (Dietrich et al., 2018).

The GRACE macromodel has already been well-established in the GipsyX environment

(Bertiger et al., 2020) and is shown in Table 4.3. For CYGNSS, we created a new macromodel

Table 4.3: GRACE Macromodel with body axis normal vector, area, specularity, and diffusivity

Surface Surface Normal [x,y,z] Area (m2) Specularity Diffusivity

Aft [-1.000, 0.000, 0.000] 0.9551 0.40 0.26
Front [1.000, 0.000, 0.000] 0.9551 0.40 0.26
Nadir [0.000, 0.000, 1.000] 6.0711 0.68 0.20
Port-out [0.000, -0.766, -0.643] 3.1555 0.05 0.30
Port-in [0.000, 0.766, 0.643] 0.2283 0.40 0.26
Starboard-out [0.000, 0.766, -0.643] 3.1555 0.05 0.30
Starboard-in [0.000, -0.766, 0.643] 0.2282 0.40 0.26
Zenith [0.000, 0.000, -1.000] 2.1674 0.05 0.30
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Table 4.4: CYGNSS Macromodel with body axis normal vector, area, specularity, and diffusivity

Surface Surface Normal [x,y,z] Area (m2) Specularity Diffusivity

1 [1.000, 0.000, 0.000] 0.1132 0.470 0.380
2 [-1.000, 0.000, 0.000] 0.1132 0.296 0.264
3 [0.000, 1.000, 0.000] 0.0489 0.401 0.260
4 [0.000, -1.000, 0.000] 0.0489 0.408 0.260
5 [0.000, 0.000, 1.000] 0.5711 0.414 0.256
6 [0.000, 0.000, -1.000] 0.8155 0.371 0.255
7 [0.000, 0.469, 0.883] 0.1384 0.401 0.260
8 [0.000, -0.469, 0.883] 0.1384 0.407 0.260

Figure 4.1: CYGNSS macromodel surfaces with each surface label corresponding to the values
given in Table 4.4

with eight surface areas based on engineering drawings. Coefficients for their specular and diffuse

reflectivity were estimated in GipsyX using dynamic orbit solutions over approximately 170 days.

We then computed a weighted mean of the daily results, using the inverse of the filter formal errors,

to arrive at the fixed values for CYGNSS specularity and diffusivity. The surface properties are

listed in Table 4.4 and illustrated in Figure 4.1.
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4.2.4 POD Processing Strategy

GipsyX offers a variety of options for orbit determination such as the use of empirical acceler-

ation estimation, configurable reduced-dynamic models, and antenna calibrations (Bertiger et al.,

2020). The implementation of empirical accelerations and reduced dynamics within the filter is

described in more detail in Chapter 2.

We apply the same GipsyX POD strategy to both the code-only and GRAPHIC methods.

Daily POD solutions are generated using 30-hour data sets centered at noon GPS time. A 30-hour

measurement set allows for orbit evaluation using orbit overlaps as well as avoiding edge effects in

the central 24 hours of the solution (Haines et al., 2004; Bertiger et al., 2010a) (see Figure 2.2).

Table 4.5: Precise Orbit Determination Strategy for GRACE and CYGNSS

Estimated Parameters Parameterization a priori σ

Epoch State
3-D epoch position (X,Y,Z) Bias per epoch 10 km
3-D epoch velocity (X,Y,Z) 1 km/s

Empirical Acceleration (3 dynamic passes)
Drag Coefficient 100
Once-per-orbit cross-track (cos, sin) Constant per 30-hr arc 1 mm/s2

Once-per-orbit in-track (cos, sin) 1 mm/s2

Empirical Acceleration (reduced-dynamic)
Cross-track Stochastic with τ = 6 hrs 1 nm/s2

∆t = 30 min∗

Radial Stochastic with τ = 6 hrs 1 nm/s2

∆t = 30 min
In-track Stochastic with τ = 6 hrs 1 nm/s2

∆t = 30 min
Once-per-orbit cross-track (cos, sin) Stochastic with τ = 6 hrs 1 nm/s2

∆t = orbital period
Once-per-orbit in-track (cos, sin) Stochastic with τ = 6 hrs 1 nm/s2

∆t = orbital period

Carrier Bias (GRAPHIC only) Constant bias per 1e6 km
continuous carrier track

Clock Bias White-noise Process 3e5 km
∗∆t is the update interval and τ is the correlation time.
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GipsyX is initialized by first estimating a dynamic orbit fit to the navigation solution. This is

followed up with a two-step iteration process using the pseudorange and phase measurements. The

first iteration comprises three dynamic passes where the initial state and dynamic properties are

updated after each iteration. This is followed by a final reduced-dynamic pass. The parameters

for each estimation strategy are shown in Table 4.5. The a priori σ sets the initial uncertainty

of the filter. The predominant orbit errors, including those due to mismodeled dynamical effects

such as drag and solar radiation pressure, manifest at a once-per-orbit frequency (Colombo, 1989).

To account for these effects, once-per-orbit empirical accelerations in the cross-track and in-track

directions are estimated. These parameters along with the drag coefficient are estimated as constant

biases for each 30-hour data set in the dynamic passes. This is followed by a reduced-dynamic pass

where stochastic radial, cross-track, and in-track accelerations are estimated with a correlation time

of 6 hours and held constant across the update interval of 30 minutes. The constant amplitude once-

per-orbit cross-track and in-track estimates from the dynamic pass are augmented by stochastic

states with correlation times of 6 hours and update intervals of once-per-orbit. The reduced-

dynamic pass enables the final orbit solution to follow the measurements more closely by allowing

the stochastic estimates to slowly change during the 30-hour data set.

4.2.5 Antenna Calibration

Antenna calibrations as described in Chapter 3 are used to compensate for line-of-sight mea-

surement biases (e.g., multipath) caused by the receiver antenna and its electromagnetic interaction

with the spacecraft (Haines et al., 2004). We separately estimate code-only and GRAPHIC antenna

calibrations for CYGNSS and GRACE within dynamic orbit solutions without constant, body-fixed

empirical accelerations as these could induce undesirable offsets in the antenna calibration. For ex-

ample, Jäggi et al. (2009) noted that a radial shift can occur due to a constant radial empirical

acceleration which can be absorbed by the estimated PVs.

For this analysis, it is assumed that there is no a priori information regarding either the

PCOs or the PVs. This is potentially problematic for yaw-fixed spacecraft, such as GRACE and
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CYGNSS, where the in-track direction of the antenna calibration experiences reduced observability.

Initial evaluation of the GRACE orbits showed a smaller than 2 cm in-track bias for the GRAPHIC

orbits. However, the code-only antenna calibration produced a consistent in-track bias larger than

6 cm. A similar bias was observed between the CYGNSS code-only and GRAPHIC orbits. Given

these results, we chose to constrain the spacecraft flight direction PCOs of the code-only antenna

calibration for both GRACE and CYGNSS to zero.

The PCO-PV model described in Chapter 3 can be applied to both the phase and code

data types with the code being highly susceptible to multipath errors resulting in much larger PVs

(Haines et al., 2004). The estimation strategy for CYGNSS differs slightly from the description

in Section 3.2.1. Instead, on the final pass, only the satellite orbit, clock, and calibration values

are estimated, holding the previous dynamical estimates as fixed parameters. To account for the

reduced measurement density in the zenith direction, the estimated antenna calibration vertices

use a fixed spacing of 2 degrees for elevation and a variable azimuth spacing as shown in Table 4.6.

This results in a total of 4242 vertices that are estimated from each 24-hour solution. The output

of each daily solution is saved, and then accumulated into a final solution over the desired time

span. It is during accumulation that constraints are applied to the PVs. Here we constrain the

sum of ϕ(az, el) above 30 degrees elevation to be zero.

Table 4.6: Antenna calibration azimuth spacing as a function of elevation

Elevation Range 0◦ - 52◦ 54◦ - 64◦ 66◦ - 70◦ 72◦ - 74◦ 76◦ - 80◦ 82◦ 84◦ - 86◦ 88◦ 90◦

Azimuth Spacing 3◦ 4◦ 6◦ 8◦ 10◦ 12◦ 20◦ 24◦ 120◦

4.2.6 CYGNSS Clock Inconsistency

The first attempts at processing the CYGNSS measurements revealed an unexpected incon-

sistency between the pseudorange and carrier phase measurements. Typically, GPS pseudorange

and carrier phase measurements made on the same receiver channel have the same clock offset,
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Figure 4.2: CYGNSS code/carrier divergence (left) and detrended code/carrier (right)

and diverge from each other systematically only due to the difference in the sign of the ionospheric

effect as follows:

ρ− ϕ = 2I −N + ερ − εϕ (4.4)

With CYGNSS however, we observed different apparent clock offsets in the pseudorange and carrier

measurements, that were common across all simultaneously tracked GPS satellites. An example

of the resulting pseudorange/carrier divergence is shown in Figure 4.2 (left) for a single satellite

pass. This rate of divergence is much larger than would be expected due to ionosphere or noise

alone, and it contains significant ramp/jump structure. When the code and phase are separately

detrended, as shown in Figure 4.2 (right), the ramp/jump behavior is seen to be present in the

phase measurements and not the code. To further isolate the effect, it is possible to process the

pseudorange and carrier separately in GipsyX, solving for independent clock solutions, as shown

in Figure 4.3. The left panel shows solutions for receiver clock offset over a full day using only

the pseudorange (blue) and only the phase (red). The clock solution behavior revealed by the

pseudorange data shows a relatively constant offset across the entire solution. This is quite typical

for a GPS receiver and suggests that the receiver’s internal oscillator is being steered to GPS time

using the onboard navigation solution or that the measurements are compensated onboard for the

estimated offset of the oscillator. In contrast, the clock behavior revealed by the phase data features

a large linear drift of tens of km per day with jumps of tens of meters about the linear trend. A
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Figure 4.3: CYGNSS code-only (blue) and phase-only (red) clock solution comparison for a full
day (left) and zoomed in for comparison (right), day of year (DOY) 191, 2019

zoomed in view, Figure 4.3 (right) shows similar observed behaviors as those in the detrended phase

seen earlier in Figure 4.2.

These features in the phase-only clock solution suggest that the phase measurements are

either uncorrected for the clock or corrupted in a clock-like way (or both)1 . This precludes the use

of conventional pseudorange/carrier divergence methods to estimate and remove the ionospheric

effect and limits our analysis to just two approaches for compensating ionospheric effects in POD:

either single-frequency code-only observation processing with ionospheric model corrections, or

the GRAPHIC method. The GRAPHIC data combination will result in an apparent clock offset

that is the average of the pseudorange and phase. With the SGR-ReSI phase vs pseudorange

discrepancy, the issue that arises is that the phase measurements appear inconsistent with the time

tags. Timing errors are correlated with in-track orbit errors, and in-track differences greater than

1 m were initially observed in GRAPHIC overlaps of the 30-hour POD solution arcs. Because of

this, an effort was undertaken to correct the most significant portion of the clock inconsistency in

the phase. Starting with Equation 4.4, the difference, d, is now modified to include the non-common

1 We note that the phase data from the SGR-ReSI receiver are not needed to satisfy any of the mission requirements
for the primary CYGNSS mission. The onboard GPS navigation solutions underpinning the primary science mission
are conventional and use only the pseudorange measurements. That the phase measurements can be recorded and
downlinked, however, is a useful feature for POD studies focused on value-added science (e.g., ocean altimetry).
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clock-like phase error, bϕ,

d = ρ− ϕ = 2I −N + ε+ bϕ (4.5)

To remove the integer ambiguity, we take the time difference for all tracked satellites, k, at time ti

and ti+1 as follows,

∆dk(ti+1) = dk(ti+1)− dk(ti) = 2∆Ik +∆εk +∆bϕ (4.6)

Because the ∆bϕ term is common to all satellites, we can use the assumption that the median

values at each measurement interval of ∆I and ∆ε are much smaller than ∆bϕ and are near zero.

We use the median because it is less susceptible to large outliers which can occur for low elevation

satellites that experience significant changes in ionosphere over short periods of time. The phase

clock term at any given time can then be constructed recursively using the median ∆d̄(ti) from t0

to the desired time ti, by initialized bϕ(t0) with 0 and using

bϕ(ti+1) = ∆d̄(ti+1) + bϕ(ti) (4.7)

The left plot in Figure 4.4 shows a 10-minute span with the computed ∆dk (orange) and the

median values ∆d̄ (blue), along with the reconstructed phase clock term (right). The reconstructed

clock term is then removed from the phase measurements. This creates a clock bias time history

for the phase measurements that is much more consistent with the pseudorange measurements and,

Figure 4.4: First difference of code minus phase (left) with all PRNs (red) and median (blue), and
estimated phase clock error (right)
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more importantly, consistent with the measurement time tags. The assumption of ∆I and ∆ε being

near zero does not need to hold true in the short term, rather the sum only needs to stay near

zero in the long term. It will still contain some residual ionosphere signal and measurement noise

at each epoch, so this clock effect prevents us from determining the ionospheric effect based on

code/carrier divergence. Fortunately, with this adjustment to the clock bias, we can now reliably

employ the GRAPHIC approach to remove the ionospheric effects.

4.2.7 Code-Only Corrections

The processing of the code-only measurements requires additional corrections for the Timing

Group Delay (TGD) bias and C1C-C1W differential code biases (DCB). These corrections are

necessary to make the pseudorange measurements consistent with the standard clock products

used in GipsyX which are referenced to P(Y) dual-frequency ionosphere-free measurements. An

ionospheric correction is made using the IGS GIM to model the vertical total electron content

(vTEC) (Hernández-Pajares et al., 2009), mapped to total TEC following the method described by

Montenbruck and Gill (2002) with a few modifications. Where Montenbruck and Gill integrated

a Chapman profile fit to the IRI model, we instead numerically integrate a single representative

IRI2016 (Bilitza et al., 2017) distribution directly, with the purpose of estimating the fraction of

the total ionosphere above the satellite. From this, the portion of the vTEC based on the GIM

Figure 4.5: CYGNSS and GRACE IRI2016 normalized election density profile
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is then mapped to correct the ionospheric delay in the LEO pseudorange. For both GRACE and

CYGNSS we select a representative profile near the daily global TEC maximum. For GRACE, the

reference IRI2016 profile is from April 9, 2009, at 12:00 UTC located at N 0 deg, E 20 deg, and

for CYGNSS, October 2, 2019, at 12:00 UTC located at S 5 deg, E 25 deg. These two profiles are

shown in Figure 4.5. One limitation of the IRI2016 model is that it does not converge to zero at

the upper altitude limit of the model (2000 km). The remaining portion above 2000 km is small

however, and we approximate it as zero above this altitude.

For a given LEO satellite with a height, hs, the ionospheric pierce point, hIP , is defined as

the altitude where 50% of the total ionosphere above the satellite is located. This can be computed

using the condition,
hIP∑
i=hs

vTECi =
1

2

2000km∑
i=hs

vTECi (4.8)

where vTECi is the normalized electron density at altitude i from the IRI2016 profile in Figure 4.5.

This relationship along with the satellite altitude allows for the computation of the height of the

ionospheric pierce point, hIP . The remaining fraction, α, of the vTEC from the IGS GIM above

the satellite can then be computed using,

α =

∑2000km
i=hs

vTECi

vTECtotal
(4.9)

Finally, the L1 C/A delay can be modeled using the mapping function as follows,

∆ρL1 =
α

sin(EIP )

40.3m2s−2

cf2
L1

vTECGIM (4.10)

where EIP is the calculated elevation of the signal ray path at the intersection of the ionospheric

pierce point. This produces an estimate of the ionosphere delay that can be removed from each

measurement in a pure single-frequency code solution.

4.3 Results and Analysis

To demonstrate the single-frequency orbit solution methods proposed for CYGNSS, we pro-

cessed 200 days of data for GRACE-B and 175 days of data for one of the eight CYGNSS satellites,
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FM05, using the same models and solution strategies listed in Tables 4.2 and 4.5 for each. We

limit the analysis here to a single satellite from the CYGNSS constellation to demonstrate the

POD evaluation, but with the understanding that it can readily be applied to the rest of the

CYGNSS constellation. For GRACE, 30-second C/A L1 measurements from DOY 1 – 200, 2009,

were processed using the code-only and GRAPHIC methods. For CYGNSS FM05, 15-second C/A

L1 measurements from DOY 190 – 365, 2019, were used. The CYGNSS data sets have several

large gaps of approximately a day in length on DOY 212, 252 and 353. Large data gaps such as

these, prevent the formation of 30-hour arcs of continuous data on either side of the missing data,

resulting in 3 missing days for each gap. Additionally, we used a single day of Sentinel-6 MF data

to investigate a cross-track anomaly observed in CYGNSS but not in GRACE.

The following subsections present the estimated code-only and GRAPHIC antenna calibra-

tions for both GRACE and CYGNSS. Next, we examine the internal metrics consisting of daily

post-fit measurement residual rms values along with the orbit overlap statistics. The GRACE

code-only and GRAPHIC orbit solutions are compared to the dual-frequency orbits to evaluate

the associated errors. Finally, we use the GRACE and Sentinel-6 MF errors to understand the

potential errors associated with the CYGNSS POD.

4.3.1 Antenna Calibration

Figures 4.6 and 4.7 show the antenna calibrations estimated in GipsyX using the code-only

and GRAPHIC methods for GRACE-B and CYGNSS FM05, respectively. Both sets of antenna

calibrations exhibit significant systematic measurement biases. For GRACE, the code multipath

effects can cause errors on the order of 30 to 40 cm and for CYGNSS, the variability is as high as

several meters. Given that the GRAPHIC observable contains half of the code multipath errors, it

is not surprising to see that the GRAPHIC antenna calibration is dominated by the code multipath

for both GRACE and CYGNSS, but with half the magnitude (notice antenna calibration scale).

For GRACE, this deviates to some degree at the lower elevations, where it is likely that deficiencies

in the code-only ionosphere correction result in mean ionospheric errors being absorbed into the
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Figure 4.6: GRACE code-only (left) and GRAPHIC (right, half scale) antenna calibration

Figure 4.7: CYGNSS code-only (left) and GRAPHIC (middle, half scale) antenna calibration and
anechoic chamber derived (right) group delay

antenna calibration. The effect is more pronounced for GRACE due to its lower orbit altitude

(more ionosphere) and smaller multipath effects.

In Figure 4.7, for comparison, we also provide a group delay produced from anechoic chamber

measurements using a CYGNSS zenith antenna mounted on an approximate CYGNSS satellite

mockup (O’Brien, 2019; Wang et al., 2021). For this, the group delay is computed directly as the

derivative of the measured right hand circular polarized (RHCP) phase with respect to frequency
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at the L1 center frequency. We observe that the CYGNSS on-orbit and anechoic chamber antenna

calibration are qualitatively very similar, which gives us confidence in the results produced by

GipsyX. Since both the specific antenna and satellite differ from the CYGNSS FM05 on-orbit case,

we should expect some differences in the two antenna calibrations. For POD, we will utilize the

GipsyX antenna calibrations based on actual on-orbit data since these should be more accurate due

to expected differences of in-flight hardware and configuration compared to the anechoic chamber

mockup.

4.3.2 Orbit Quality Assessment

The internal metrics presented here provide a means to evaluate the overall consistency of

the daily POD solutions. Two different metrics are shown here: the daily residual rms and the

orbit overlap differences. The daily residual rms is a measure of the quality of fit of the daily

reduced-dynamic POD strategy. Figure 4.8 shows the statistical distribution of the daily GRACE

residual rms values for the time frame from January 2009 – July 2009. The daily GRAPHIC rms

values are very consistent with a mean and standard deviation of 3.5 ± 0.04 cm. This would

appear to be consistent with code noise of about 7 cm. However, the code-only residual rms values

are significantly larger at 27.6 ± 3.2 cm. This discrepancy is likely due primarily to errors in the

Figure 4.8: GRACE data fit residual rms statistics for code-only (left) and GRAPHIC (right)
solutions (note scale)
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ionosphere correction and residual DCBs. Here we see that GRAPHIC has a distinct advantage.

It is both ionosphere-free and able to absorb the code DCBs in the carrier bias estimate.

Figure 4.9: CYGNSS data fit residual rms statistics for code-only (left) and GRAPHIC (right)
solutions (note scale)

Turning now to CYGNSS, Figure 4.9 shows the statistical distribution of the daily residual

rms from July 2019 - December 2019. For CYGNSS, the daily GRAPHIC residual rms values are

much larger than for GRACE but still consistent with a mean and standard deviation of 54 ±

0.8 cm. This would correspond to an expected code noise for CYGNSS of 108 cm which is close

to the code-only mean and standard deviation of 116 ± 2.0 cm. When compared to GRACE,

the CYGNSS GRAPHIC residuals are more than an order of magnitude larger representing a

substantial increase in measurement noise. This is understood to be a combination of the quality

of the receiver measurements and remaining multipath not adequately captured in the antenna

calibration.

Orbit overlaps are a way to evaluate the precision or consistency of the POD solutions over

time and are computed from the six hours of overlap that occur for 30-hour solution arcs centered at

noon GPS time. Daily rms statistics are computed from the component differences of the central

four hours of the six hours of overlap to avoid edge effects from the reduced dynamics. Figure

4.10 shows the distribution of the GRACE code-only and GRAPHIC statistics. Here we can see

that the GRAPHIC POD solutions are much more consistent than the code-only method for all

components. Table 4.7 shows the average and standard deviation of all the component statistics.
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Figure 4.10: GRACE overlap rms statistics for radial (left), cross-track (middle), and in-track
(right)

The mean and standard deviation of the GRAPHIC overlap rms statistics show very consistent

results of 0.5 ± 0.2 cm for radial and cross-track and 1.2 ± 0.5 cm for the in-track. This is a

significant improvement over the code-only method with a more than six-fold improvement in all

three components.

We compute the same orbit overlap rms statistics for CYGNSS, shown in Figure 4.11 and

Table 4.7. Like GRACE, the CYGNSS GRAPHIC POD solutions are more consistent than the

code-only method for all components, but in this case show reductions by a factor of 1.5 for radial,

Figure 4.11: CYGNSS overlap rms statistics for radial (left), cross-track (middle), and in-track
(right)
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Table 4.7: GRACE and CYGNSS code-only and GRAPHIC mean ± standard deviation of the
daily overlap rms statistics

GRACE CYGNSS

Code-only GRAPHIC Code-only GRAPHIC

Component mean rms (cm) mean rms (cm) mean rms (cm) mean rms (cm)

Radial 3.3 ± 1.8 0.5 ± 0.2 2.1 ± 1.0 1.4 ± 0.5
Cross-Track 4.8 ± 2.1 0.5 ± 0.2 6.2 ± 2.6 1.2 ± 0.4
In-Track 9.7 ± 4.8 1.2 ± 0.5 5.5 ± 2.5 3.0 ± 1.3

5 for cross-track, and 1.8 for in-track. The improvement is not as substantial for the CYGNSS

GRAPHIC results as for GRACE, because of the higher noise level of the code measurements

which do remain, reduced by a factor of 2, in the GRAPHIC observable. These results show a

substantial improvement in orbit consistency with GRAPHIC but cannot confirm the improvement

in accuracy. For that we turn to an external reference comparison using both GRACE and Sentinel-

6 MF missions.

It is interesting to note that the CYGNSS code-only orbit overlaps are more precise than

GRACE for the radial and in-track components. It seems possible that this result is related to

the much larger than expected GRACE code-only residual rms when compared to the GRAPHIC

residual rms. The remaining signals, DCBs and ionosphere, appear to be much larger than the

noise. Because of the low noise of the GRACE pseudorange, it may be that these unmodeled signals

have a much larger impact on the final orbit solution, degrading the code-only overlap precision.

4.3.3 GRACE Single-Frequency Errors

Because the orbit knowledge of the GRACE satellites is critical to its primary mission of

mapping the gravity field, reduced-dynamic dual-frequency orbit solutions have been described

by Bertiger et al. (2010b). These orbits have overlap precision of 1.4 mm radial, 2.2 mm cross-

track, and 2.3 mm in-track as well as an accuracy of 2 mm for the distance between the satellites,

as confirmed by comparison with independent K-band inter-satellite range measurements. These
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validated orbits can be treated as “truth” orbits when compared to the single-frequency solutions.

Here we first examine the biases associated with code-only and GRAPHIC POD solutions relative

to the dual-frequency solution by computing component differences of the central 24 hours of the

30-hour arcs. The bias value is useful for evaluating the antenna calibration where it is possible

to both introduce a bias or correct for one if it is known. The daily bias statistics for the radial,

cross-track, and in-track components are shown in Figure 4.12. Both the code-only and GRAPHIC

solutions show sub-cm bias statistics for the radial and cross-track components indicating very good

performance here. The in-track bias is the largest for both the code-only and GRAPHIC solutions.

Figure 4.12: GRACE daily error bias statistics for radial, (left), cross-track (middle), and in-track
(left)

The solution rms errors are computed from the same component differences. Figure 4.13

shows the daily rms statistics for the radial (left), cross-track (middle), and in-track (right). The

GRAPHIC solution error rms is markedly smaller than the code-only solution by more than a factor

of two for all components. Table 4.8 contains the overall mean and standard deviation of the daily

statistics of the code-only and GRAPHIC errors. The GRAPHIC method performs significantly

better than the code-only method with an average 3-D rms error of 3.1 ± 0.4 cm with an overall

improvement by a factor of three when compared to the code-only solution errors at 9.3 ± 3.0 cm.

Relating these errors back to the overlap statistics for each method, we can see that the average

code-only overlap rms values are consistent with the overall error rms, but that for GRAPHIC, the
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Figure 4.13: GRACE daily error rms statistics for radial, (left), cross-track (middle), and in-track
(left)

overlap rms statistics are optimistic by about a factor of 2. Overall, the GRAPHIC method shows

much better performance than the code-only method with a smaller in-track bias and reduced

errors in all three components.

Table 4.8: GRACE code-only and GRAPHIC mean ± standard deviation of the daily bias error
and rms error statistics

Code-only GRAPHIC

Component mean bias mean rms mean bias mean rms
error (cm) error (cm) error (cm) Error (cm)

Radial 0.17 ± 0.07 2.1 ± 0.6 0.15 ± 0.04 0.9 ± 0.13
Cross-Track 0.03 ± 0.31 3.3 ± 1.0 0.04 ± 0.30 1.1 ± 0.14
In-Track 1.6 ± 1.3 8.0 ± 3.1 0.71 ± 0.43 2.5 ± 0.35

4.3.4 Code-Only and GRAPHIC Comparison

In the absence of dual-frequency measurements or other independent metrics to evaluate the

CYGNSS single-frequency orbit accuracy, we leverage the GRACE results to understand the errors

in the CYGNSS POD. We can conclude from the internal metrics that the GRAPHIC solution is

more precise, and from the GRACE external orbit comparison that errors are smaller in all three

components when compared to the code-only solution. While these conclusions are useful, they do



48

not provide a way to directly quantify the size of the CYGNSS GRAPHIC orbit errors except to

say that the GRAPHIC overlap metrics are optimistic and place a lower bound on the errors.

Figure 4.14: GRACE code-only and GRAPHIC errors compared to code-only/GRAPHIC radial
(left), cross-track (middle), and in-track (right) component differences

An additional way to quantify the uncertainty in the GRAPHIC solution is to compare it di-

rectly to the code-only solution. Figure 4.14 shows a comparison of the statistics for the component

differences in the GRACE code-only and GRAPHIC solutions along with the associated errors as

inferred from comparison to the validated (dual-frequency) solutions. The solution differences are

dominated by the code-only errors and can be used to place an upper bound on the GRAPHIC

errors. For GRACE, the optimistic lower bound derived from GRAPHIC overlaps, combined with

the pessimistic upper bound from the orbit solution differences between code-only and GRAPHIC

solutions, produces a range of possible GRAPHIC orbit errors between 0.5 – 2.3 cm for radial, 0.5

– 3.0 cm for cross-track, and 1.2 – 8.4 cm for in-track. This is in good agreement with the actual

GRACE GRAPHIC errors listed in Table 4.8.

The same comparison between the code-only and GRAPHIC solutions, but for CYGNSS, is

shown in Figure 4.15. Here the component differences for CYGNSS are much larger than those

seen for GRACE. It is also notable that the component with the largest mean rms is the cross-track

resulting in a more than 30 cm difference. A summary of the mean and standard deviation of the

daily bias and rms statistics is shown in Table 4.9. Once again, we can use the GRAPHIC overlap
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Figure 4.15: CYGNSS code-only/GRAPHIC difference rms statistics for radial (left), cross-track,
(middle), and in-track (right)

statistics from Table 4.7 to approximate the CYGNSS GRAPHIC solution lower error bound and

the code-only and GRAPHIC solution differences from Table 4.9 for the upper error bound. This

produces a potential error range for the CYGNSS GRAPHIC orbits of 1.4 – 5.3 cm for radial, 1.2

– 31 cm for cross-track, and 3.0 – 15 cm for in-track.

Table 4.9: Code-only and GRAPHIC comparison for GRACE and CYGNSS in terms of the mean
± standard deviation of the daily solution differences

GRACE Code-only/GRAPHIC CYGNSS Code-only/GRAPHIC

Component mean bias (cm) mean rms (cm) mean bias (cm) mean rms (cm)

Radial 0.01 ± 0.06 2.3 ± 0.6 0.00 ± 0.62 5.3 ± 1.0
Cross-Track 0.02 ± 0.07 3.0 ± 1.0 0.06 ± 0.88 31 ± 4.7
In-Track 0.89 ± 1.4 8.4 ± 2.9 1.8 ± 2.7 15 ± 4.1

It is interesting to observe that the cross-track differences between the CYGNSS GRAPHIC

and code-only solutions are consistent with a very small inclination change. The cross-track dif-

ference has a frequency of once-per-orbit with a relatively constant amplitude, and the largest

difference occurs at the highest/lowest latitude of the CYGNSS orbit. These differences persist in

dynamic only orbit solutions with and without any cross-track empirical accelerations. This implies

a persistent signal difference between the pseudorange and GRAPHIC observable which would in-

dicate either an ionosphere related signal, or some behavior related to the GPS transmitter DCBs,
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transmitter antenna calibrations, or clock solutions. To test the hypothesis that the code-only solu-

tion is the one that contains the error, a single day of Sentinel-6 MF is examined. It is in a roughly

circular orbit at an altitude of 1336 kilometers with an inclination of 66 degrees. Figure 4.16 shows

a time history comparison of the CYGNSS cross-track GRAPHIC and code-only differences (left)

and Sentinel-6 MF cross-track differences for a GRAPHIC and code-only solution relative to the

dual-frequency solution. Here we see a similar pattern in the Sentinel-6 MF code-only cross-track

differences with a once-per-orbit variability indicating that large differences observed for CYGNSS

are a result of errors in the code-only solutions.

Figure 4.16: Cross-track difference time history for CYGNSS GRAPHIC/code-only, DOY 191, 2019
(left), and Sentinel-6 MF GRAPHIC and code-only comparison to dual-frequency solution (right),
DOY 100, 2021

The results in Figure 4.16 are consistent with the conclusion that the code-only solution

cross-track errors are much larger than the GRAPHIC cross-track errors. Here the CYGNSS

GRAPHIC/code-only difference has an rms of 28 cm compared to the Sentinel-6 MF code-only

error rms of 11 cm. This is in contrast to the Sentinel-6 MF GRAPHIC error rms which is an

order of magnitude smaller at 1 cm. This observation shows that the cross-track signal in the

code-only solution is not present in the GRAPHIC solution. If it were, we would expect to see a

cross-track error in the GRAPHIC solution with half the amplitude, but this is not the case. From

this, we conclude that the CYGNSS GRAPHIC/code-only differences, like GRACE, are dominated

by the code-only errors. Further investigation of the fundamental causes for this behavior would
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need to be done to fully explain the observed cross-track differences of the code-only solutions.

Such an investigation is beyond the scope of this thesis, but this suggests potentially large errors

(>25 cm ) in a code-only solution can exist that would be hidden when assessing the orbits through

overlaps alone. Without any method of independent evaluation of the CYGNSS GRAPHIC orbits,

we rely on the lessons learned from GRACE and Sentinel-6 MF. Applying the fact that the GRACE

GRAPHIC overlaps were optimistic by a factor of two places the CYGNSS orbit errors at 2.8 cm

radial, 2.4 cm cross-track, and 6 cm in-track. Overall, the GRAPHIC method is far more precise

and accurate than the code-only solution and is the preferred single-frequency method for producing

orbit solutions. This is due in part to the lower noise in the GRAPHIC observable and removal of

the ionospheric signal.

4.4 Summary

Effective strategies for POD with single-frequency CYGNSS data in GipsyX have been in-

troduced and demonstrated on more than 5 months of data from CYGNSS FM05 satellite in the

context of assessing its applicability for altimetry. Parallel analysis of data from the GRACE mis-

sion provides a basis for quantifying the accuracy of the CYGNSS solutions. With GRACE, the

GRAPHIC method, when compared to the code-only method, is shown to be both more accurate

and precise. A bound on the 1σ CYGNSS GRAPHIC orbit errors can be determined from the

GRAPHIC overlap statistics and the differences between the two solutions. This approach places

a potential 1σ range of 1.4 – 5.3 cm for radial, 1.2 – 31 cm for cross-track, and 3.0 – 15 cm for

in-track with a 3-D position error of 3.5 – 40 cm. Because the solution differences are dominated

by the code-only errors as shown in the Sentinel-6 MF example, GRAPHIC solutions will be closer

to the lower bound, particularly for the cross-track component. Based on analysis of GRACE

POD solutions using the same methodology, and in particular the GRAPHIC overlap statistics, we

estimate that the 1σ CYGNSS GRAPHIC orbit accuracy is 2.8 cm radial, 2.4 cm cross-track, and

6 cm in-track placing the 3-D accuracy less than 10 cm. With this method and the assessment
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of the improved orbit accuracy in place, researchers will be able to better determine the potential

utility of the CYGNSS constellation for GNSS-R based altimetry.



Chapter 5

Sentinel-6 MF Background and Precise Orbit Determination Models

5.1 Sentinel-6 MF Background

Satellite altimetry plays a critical role in both climate science and oceanography (Le Traon

et al., 2019). The Sentinel-6 Michael Freilich (MF) spacecraft, launched in November 2020, is the

latest in a 30-year series of space-based reference ocean altimeters. Primarily designed to measure

global ocean sea surface height and provide continuity of service, it builds on the success of previous

ocean-monitoring missions beginning with TOPEX/Poseidon in 1992 and followed by the Jason-

1/2/3 series of spacecraft. Together, these missions provided valuable insights into ocean currents,

sea level rise, and other oceanographic phenomena (Donlon et al., 2021a). Each of these satellites

has occupied approximately the same reference orbit with an inclination of 66.04 deg, an altitude

of 1339-1356 km, and an orbital period of 112 minutes, resulting in a repeat ground track of 9.9

days. The reference orbit was designed to avoid aliasing of the dominant tidal frequencies into the

altimetry data (Parke et al., 1987).

Like its predecessors, Sentinel-6 MF underwent a calibration phase where it flew in tandem

with the previous mission, Jason-3. This provides a continuous altimetry record beginning with

TOPEX in 1992 to the present day with Sentinel-6 MF, against which other altimetry missions

such as CryoSat-2 (Wingham et al., 2006) and Sentinel-3 (Donlon et al., 2012) are calibrated.

The Sentinel-6 MF payload includes the Poseidon-4 Ku/C-band synthetic aperture radar altimeter

that provides highly accurate and precise altimetry measurements and a multi-frequency Advanced
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Microwave Radiometer for Climate (AMR-C) to correct for delay caused by atmospheric water

vapor (Donlon et al., 2021a).

Unlike the previous TOPEX/Jason series of spacecraft, which are box shaped with extended

solar panels that rotate to maintain sun pointing, Sentinel-6 MF is roughly house-shaped with fixed

solar panels, mounted roof-like, that extend beyond the spacecraft body. The spacecraft layout and

primary instrumentation locations are shown in Figures 5.1 and 5.2. This configuration eliminates

the need for yaw-steering to keep the solar panels pointed towards the sun as was done with the

Jason series of spacecraft. However, it does present additional challenges in the solar radiation

pressure modeling as it creates significant shadowing effects. Addressing this challenge is the topic

of Chapter 6.

Figure 5.1: Sentinel-6 MF instruments including laser retroreflector location. Image credit from
(Copernicus.eu, 2023a)

Figure 5.2: Sentinel-6 MF instruments including GNSS antenna locations. Image credit from
(Copernicus.eu, 2023b)
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The following two sections, 5.2 and 5.3, describe the applied background models and provide

an overview of the POD estimation strategies for Sentinel-6 MF and Jason-3. The background mod-

els are identical for all orbit solutions unless otherwise specified. All reduced-dynamic ambiguity-

resolved orbit solutions, which are evaluated using SLR residual analysis, apply the orbit solution

strategy described here. Next, section 5.4 gives an overview of the Sentinel-6 nominal attitude

and is followed by Section 5.5 which describes the a priori antenna calibrations and applied con-

straints. Finally, section 5.6 lists the corrections that have been applied to the SLR observations

for independent evaluation of the orbit solutions.

5.2 Orbit Background Models

We use JPL’s GipsyX/RTGx software (Bertiger et al., 2020) for all precise orbit determination

solutions with the models listed in Table 5.1. We use either a 12-panel macromodel or SRP

table (Conrad et al., 2022) along with measured spacecraft attitude to compute the drag and

solar radiation forces. A new approach to modeling of the SRP forces is described in more detail

in Chapter 6 and the macromodel surface properties are listed in Table 6.3. The drag model

incorporates the DTM-2000 empirical thermosphere model (Bruinsma et al., 2003) to estimate the

atmospheric density from the F10.7 cm solar flux and Kp geomagnetic indices. Radiation pressure

forces for both Earth albedo (Knocke et al., 1988) and visible solar (Milani et al., 1987) are applied.

The geopotential is computed using the GRACE time-variable CNES/GRGS RL04 Earth gravity

models up to degree and order 200 (Lemoine et al., 2019). Additional gravitational effects such as

solid Earth tides and pole tides conform to the version 1.3.0 IERS conventions (Petit and Luzum,

2010). Ocean tides use a GOT4.8a model (Ray, 2013) which is modified to account for geocenter

motion (Desai and Ray, 2014) and implemented using the convolution formalism of Desai and Yuan

(2006). Third-body gravitational effects are included using the JPL DE421 planetary and lunar

ephemeris (Folkner et al., 2009).

GPS satellite ephemerides, clock solutions, wide-lane phase bias information, and Earth ori-

entation parameters all come from the JPL IGS Analysis Center Final products (Dietrich et al.,
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Table 5.1: Measurement and POD models applied in GipsyX/RTGx

Model/Parameter Sentinel-6 MF Selection

GNSS observations Undifferenced GPS L1/L2 phase and pseudorange,
5-min observations, 30-hour daily arcs∗

Surface forces Estimated Macromodel (Table 6.3)
Sentinel-6 mass 1180.633 kg (Jan 1, 2021)
Sentinel-6 Attitude Measurement quaternions
Sentinel-6 TriG Antenna [-0.933048, 0.006592, -1.13205] m, (Jan 1, 2021)
Reference Point

Sentinel-6 PODRIX Antenna [0.930109, -0.00196, -1.097241] m, (Jan 1, 2021)
Reference Point

Sentinel-6 LRA Reference Point [0.091813, -0.393605, 0.604395] m, (Jan 1, 2021)
Atmospheric density DTM-2000 (Bruinsma et al., 2003)
GPS satellite antenna calibrations IGS14 Values (igs14 2194.atx)

(Rebischung and Schmid, 2016)
Earth orientation/rotation JPL IGS Analysis Center IGS14 Final Solutions
GPS spacecraft ephemerides JPL IGS Analysis Center IGS14 Final Solutions
GPS spacecraft clocks and wide-lane JPL IGS Analysis Center IGS14 Final Solutions
phase bias information (Dietrich et al., 2018)

Planetary and lunar ephemerides JPL DE421 ephemerides (Folkner et al., 2009)
Earth gravity field EIGEN-GRGS.RL04.MEAN-FIELD

(Lemoine et al., 2019)
Ocean tides GOT4.8 tide model (Ray, 2013)
Reference frame IGS14
∗Antenna calibration estimation uses 24-hour arcs

2018). Based on the IGS standards (Johnston et al., 2017), the GPS clock solutions are referenced

to the L1/L2 P(Y)-code dual-frequency ionosphere-free combination. Orbit solutions and back-

ground models are applied in the IGS14 reference frame which is the IGS realization of the ITRF14

(Altamimi et al., 2016).

5.3 Orbit Solution Strategy

For the following chapters, our most rigorous solutions adopt a reduced-dynamic POD ap-

proach with single receiver ambiguity resolution (Bertiger et al., 2010b). The POD solution is an

iterative process. Following the process described in Section 2.2.1, a reference trajectory is first

constructed from a dynamic fit to the on-board navigation solution. Next, three dynamic passes
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are processed estimating a drag coefficient and constant amplitude once-per-orbit empirical accel-

erations in the cross-track and in-track directions. Each subsequent pass adopts the previously

estimated dynamic parameters as the a priori values. A reduced-dynamic pass follows the dynamic

passes, with constant empirical accelerations estimated stochastically in the radial and in-track

directions, as well as stochastic once-per-orbit accelerations in the cross-track and in-track direc-

tions. The once-per-orbit accelerations apply nominal values as estimated in final dynamic pass.

The parameterizations are summarized in Table 5.2 including the stochastic update intervals and

correlation times. These reduced-dynamic and ambiguity-resolved solutions are the basis for the

final accuracy assessment using independent SLR observations. Implementations of the empiri-

Table 5.2: POD estimation strategy within GipsyX/RTGx

Estimated Parameters Parameterization a priori σ

Epoch State
3-D epoch position (X,Y,Z) Bias per arc 10 km
3-D epoch velocity (X,Y,Z) Bias per arc 1 km/s

Empirical Acceleration (3 dynamic passes)
Drag Coefficient Bias per arc 1000
Once-per-orbit cross-track (cos, sin) Bias per arc 1 mm/s2

Once-per-orbit in-track (cos, sin) Bias per arc 1 mm/s2

Empirical Acceleration (reduced-dynamic)
Radial Stochastic with τ = 6 hrs 1 nm/s2

∆t = 30 min
In-track Stochastic with τ = 6 hrs 1 nm/s2

∆t = 30 min
Once-per-orbit cross-track (cos, sin) Stochastic with τ = 6 hrs 2 nm/s2

∆t = orbit period
Once-per-orbit in-track (cos, sin) Stochastic with τ = 6 hrs 2 nm/s2

∆t = orbit period

Carrier Phase Bias Constant bias per 1e6 km
continuous carrier track

Clock Offset White-noise Process 3e5 km

∆t is the update interval and τ is the correlation time
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cal accelerations and stochastic reduced-dynamics within the filter are described in more detail in

Section 2.2.2.

5.4 Sentinel-6 MF Attitude

Knowledge of the spacecraft attitude is important for several aspects of the POD process.

The attitude plus macromodel allows for accurate modeling of both the solar radiation pressure

forces and the drag forces. Also, because the POD process estimates the location of the spacecraft

center of mass, the attitude is required to correctly model the offset of the receiving antenna relative

from this reference point.

The Sentinel-6 MF attitude is constructed from quaternions measured on-board the space-

craft. The nominal attitude profile is close to yaw-fixed. For Sentinel-6 MF, this results in the

spacecraft body-x axis being closely aligned with the in-track direction, body-y axis in the cross-

track direction (orbit normal), and body-z axis aligned with the radial direction. Over the course of

an orbit, the measured yaw about the spacecraft z-axis varies only ± 4 degrees while the pitch and

roll stay near zero relative to the orbit frame. During several periods of low beta angle, Sentinel-6

Figure 5.3: Attitude profile change during a yaw-flip (left) on 2021-07-01 and close up view of the
yaw, pitch, and roll (right) during nominal attitude flight
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MF was commanded to perform a yaw-flip maneuver (180-deg yaw bias for ∼ 4 days) to support

POD activities related to resolving the estimated antenna calibration y-offsets (ESA, 2023). Fig-

ure 5.3 shows the transition from fly-forward to fly-backward on 2021-07-01 in terms the Euler

yaw, pitch, and roll angles of the body-frame with respect to the orbit frame. For each yaw-flip,

this attitude is maintained for approximately four days before resuming the nominal fly-forward

attitude.

5.5 Sentinel-6 MF a priori Calibrations and Constraints

To initialize the in-flight antenna calibration procedures described in Chapter 3, we begin

with the pre-launch antenna calibrations for each Sentinel-6 MF antenna as shown in Figure 5.4.

While there are only two physical antennas (not counting the redundant PODRIX antenna), three

separate pre-launch calibrations were performed: TriG-GPS, PODRIX-GPS, and PODRIX-Galileo.

The antennas for both receivers are nearly identical and so the pre-launch calibrations are very

similar. Each contains a large z-offset, so for comparative purposes, Figure 5.5 shows the same

pre-launch antenna calibrations but with the z-offset removed. The PODRIX-Galileo pre-launch

calibration, which uses the same antenna as the PODRIX-GPS, shows slightly smaller PVs than

both GPS calibrations likely due to the use of the E5 signal.

Figure 5.4: Pre-launch antenna calibrations used for a priori calibration
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Figure 5.5: Pre-launch antenna calibrations with z-offset removed

The antenna calibration values are described using azimuth measured clockwise from 0 to 360

degrees and elevation from 0 to 90 degrees in the antenna frame which is closely aligned with the

spacecraft body-x/y/z frame. The 0 degree azimuth direction corresponds to the positive antenna-x

direction (body +x), 90 degrees azimuth to the negative antenna-y direction (body +y), and 90

degrees elevation to the positive antenna-z direction (body -z).

For each of the following studies, the Sentinel-6 MF in-flight antenna calibration is estimated

as part of the dynamic orbit solutions with the filter state augmented by the antenna calibration

vertices. As described in Chapter 3, the antenna calibration is formulated in terms of the mean

PCO (body-x/y/x offsets with respect to the mechanical antenna reference point) and a set of line-

of-sight azimuth and elevation dependent phase variations. As presented previously in Equations

3.1 and 3.2, there are inherent degrees of freedom for the PCO offset vector r0 and the PV function

ϕ(az, el) which allows for the transformation into a new set of PCOs and PVs through a PCO shift,

∆r, and constant phase bias offset ∆ϕ (or clock offset for code). Because of this, we first choose to

constrain ∆ϕ in Equation 3.2 by leveling the entire antenna calibration correction of all bins above

30 degrees elevation to zero.

Given the attitude of Sentinel-6 MF described in the previous section, it is difficult to resolve a

mean PCO from the phase variations relative to the antenna reference point for the in-track (aligned
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with body-x direction) direction. This same issue has previously been observed in estimation of the

horizontal PCOs for GNSS satellites during periods when the spacecraft attitude aligns the body

x- or y-axis with the in-track direction (Schmid et al., 2007; Huang et al., 2022). When estimating

antenna offsets, this essentially decouples the antenna location from the center of mass under the

constraint that the offset is fixed across the entire solution arc. It is possible for the center of mass

to be offset in the in-track direction without creating any inconsistency with the observations or

dynamical models. Because the Sentinel-6 MF antenna offset in the body-x direction is aligned

with the in-track direction, it is similarly difficult to observe. For this reason, we also choose to

constrain the PCO of the antenna calibration correction in the body-x direction to zero by applying

the constraint given in Equation 3.12. This is equivalent to setting ∆r = [∆x = 0,∆y,∆z]. Here

we allow the receiver antenna calibration to absorb offsets in the body-y and z components relative

to the a priori values, but not for the body-x offset.

5.6 Laser Retroreflector Array

Satellite laser ranging is an optical technique that measures the round-trip time of flight of

a laser pulse from a ground station to a target satellite. As given by Pearlman et al. (2019), the

measured round-trip time of flight is given by

∆τSR =
1

c
{|r⃗(t+∆t1)− R⃗(t)|+ |R⃗(t+∆t1 +∆t2)− r⃗(t+∆t1)|}

+δTrop + δRel +
1

c
δSys + ετ +

1

c
ηR

(5.1)

where t is the time of the emission of the pulse from the SLR station, c is the speed of light in a

vacuum, ∆t1 is the flight time from the station to the satellite, ∆t2 is the time of flight from the

satellite back to the station, r⃗(t) is the position of the satellite, R⃗(t) is the station position, δTrop

is the delay due to troposphere refraction, δRel is the delay due to relativistic effect, δSys is the

delay associated with the ground station, ετ is the error in the time-tag, and ηR includes residual

range errors in the system. The time-of-flight for each path, ∆t1 and ∆t2, is estimated using an
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iterative approach after applying each of the corrections and accounting for the offset of the laser

retroreflector array (LRA) from the spacecraft center of mass.

Figure 5.6: Sentinel-6 MF Laser retroreflector array diagram. Image credit: (Couderc, 2015)

The LRA on Sentinel-6 MF is constructed with nine corner cubes, as seen in the left panel of

Figure 5.6, where the +z axis points in the spacecraft nadir direction. A center cube is oriented in

the nadir direction, surrounded by eight equally spaced corner cubes, each tilted 50 degrees away

from the LRA +z direction. Several corrections must be applied to accurately model the timing

and reflection of the SLR pulses. First, a correction to the optical center of -23.375 mm (ESA, 2023)

Figure 5.7: Sentinel-6 MF range corrections based on line-of-sight azimuth and elevation in the
LRA frame (Mercier and Couhert, 2016)
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is applied to the LRA mounting location given in Table 5.1. Additional range corrections based on

the line-of-sight azimuth and elevation in the LRA frame are applied (Mercier and Couhert, 2016).

Figure 5.7 shows the range corrections applied to the SLR observations as a function of azimuth

and elevation. While the SLR measurements can be used directly in orbit estimation or withheld

for orbit validation, the studies presented in this thesis exclusively use the SLR observations and

corresponding residuals for orbit validation.

5.7 Summary

The previous sections provide a description of the background models, reduced-dynamic

solution strategies, nominal attitude, and pre-launch antenna calibrations and applied constraints

for Sentinel-6 MF. The background models are consistent for each the following studies unless

otherwise stated (e.g. applied SRP model). The attitude profile is discussed here as it impacts

various aspects of the Sentinel-6 MF studies. In particular, the yaw-fixed attitude factors into the

applied antenna calibration constraints for each solution.



Chapter 6

Improved Modeling of the Solar Radiation Pressure for the Sentinel-6 MF

Spacecraft

6.1 Introduction

As discussed previously in Chapter 2, GNSS-derived POD accuracy has increased due to

improved state of the art gravity models, satellite surface macromodels, antenna calibrations, re-

duced dynamic processing (Wu et al., 1991), improved accuracy in the orbit position and clock bias

estimates of the GNSS satellites, and phase ambiguity resolution (Bertiger et al., 2010b). Of these,

the antenna calibration and the macromodel are specific to the satellite platform. The antenna cal-

ibration corrects for line-of-sight variations due to both antenna phase patterns and multipath, and

the macromodel provides surface properties used in modeling spacecraft solar radiation pressure

(SRP) and drag forces.

During our initial POD processing for Sentinel-6 MF, we observed large shifts in the drag

coefficient immediately after 180 degree yaw-flip maneuvers described in section 5.4. Additionally,

attempts to estimate the antenna y-offsets relative to the nominal antenna reference point resulted

in a much larger than expected variation of roughly 3 cm, that was highly correlated with the

sun beta angle (sun elevation relative to the orbit plane). Given that Sentinel-6 MF orbits at an

altitude over 1300 km, where drag force is very small, both of these observations are indicators of

potential errors in the macromodel or the manner in which it is implemented. Thus, this study was

undertaken in an effort to improve the Sentinel-6 MF SRP modeling and subsequent POD.

At the Sentinel-6 MF orbit altitude, SRP forces are the dominant perturbation after higher
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order gravity effects. Colombo (1989) found that the dominant SRP perturbations on the GPS

satellite orbits are a constant and once-per-orbit acceleration. Because many errors occur at these

frequencies, POD solutions for LEO satellites often employ reduced-dynamic solutions that es-

timate constant and once-per-orbit empirical accelerations (Haines et al., 2004; Bertiger et al.,

2010a). However, estimation of constant empirical accelerations simultaneously with the antenna

calibration can cause a shift in the apparent PCO (Jäggi et al., 2009), so antenna calibrations

are best constructed using highly constrained dynamic orbit estimates without constant empirical

acceleration terms. Likewise, SRP modeling errors in the constant terms can also induce an offset

in the estimated antenna PCOs. For this reason, accurate SRP modeling is an important factor

for in-flight estimation of antenna calibrations.

SRP forces are modeled either analytically or empirically (Duan and Hugentobler, 2021). A

cannonball is the simplest analytical SRP model that treats the satellite as sphere with constant

cross-sectional area impacted by solar radiation. For POD it is more common to use a ”box-

wing” model which was first shown by Marshall and Luthcke (1994) to be necessary to meet the

orbit error budget for TOPEX/Poseidon. The box-wing and other macromodels (Rodriguez-Solano

et al., 2012; Montenbruck et al., 2015b) describe a spacecraft using a simplified set of plates with

surfaces defined using a normal vector, surface area, and reflective properties. SRP forces from the

macromodel are computed as a summation of the individual effects from each plate as given by

Milani et al. (1987).

Empirical SRP force models are derived from estimated orbit accelerations. These models,

such as JPL’s GPS solar radiation pressure model (GSPM) (Bar-Sever and Kuang, 2003), define

forces based on the sun position in a body-fixed frame. For the GSPM specific to each block of

GPS satellites, the SRP forces are expressed in terms of a truncated Fourier expansion in the GPS

satellite body-fixed frame. Another empirical method is a composite table, where the body-x/y/z

SRP force acting on the spacecraft is determined as a function of the sun’s azimuth and elevation

in the spacecraft body frame (Bertiger et al., 2020). The disadvantage of an SRP table is that



66

it cannot easily account for changes in the spacecraft geometry such as the relative position of

movable solar panels.

The Jason series of spacecraft, which preceded Sentinel-6 MF, have a rectangular body with

two solar panel wings. The macromodels work well for this type of spacecraft design because the

solar panels are never in shadow and they dominate the overall SRP forces. The solar panels are

kept pointed towards the sun through a yaw-steering algorithm (Kobel et al., 2021) which has the

added benefit of breaking up the correlation with antenna PCO estimates from the orbit in-track

and cross-track directions. For Sentinel-6 MF, both the spacecraft attitude profile and shape are

significantly different from the Jason series. It is a house shaped spacecraft with fixed solar panels

that cause significant shadowing on the sides and underside of the spacecraft. Flying with a roughly

yaw-fixed profile causes SRP modeling errors to strongly correlate with the antenna PCO estimates

and is most troublesome in the cross-track direction at high beta angles.

The goal of this study is to improve the the existing SRP force models for the Sentinel-6 MF

spacecraft. Two different approaches are examined, an adjustment to the manufacturer provided

macromodel (referred to as original macromodel for the remainder of this analysis), and the esti-

mation of a composite SRP table. The macromodel surface properties are estimated using dynamic

orbit solutions from which daily solutions are combined to form a final solution. The a priori

SRP table is generated from the estimated macromodel and then adjusted using dynamic orbits

by estimating separate stochastic solar scale parameters in the body-x/y/z directions. Antenna

calibrations are separately estimated for each SRP model so that each POD solution includes a

consistent SRP model and antenna calibration.

The performance of the estimated macromodel and SRP table are compared to the original

macromodel using four POD solutions, consisting of three dynamic solutions and one reduced

dynamic solution. The first 30-hour dynamic solution estimates drag and solar scale only. The

second 30-hour dynamic solution estimates drag and once-per-orbit accelerations (cross-track/in-

track) and is the basis for internal metrics analysis. The third 24-hour dynamic solution estimates

the antenna offsets relative to the pre-launch antenna calibration along with drag and once-per-
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orbit accelerations (cross-track/in-track). Finally, an external assessment of the orbit accuracy is

performed using the SLR residuals measured against 30-hour reduced-dynamic orbits with applied

ambiguity resolution. Using the estimated macromodel and SRP table we show improvements

in all measures of POD performance. This includes drag and solar scale estimates, the antenna

PCOs when estimated against the pre-launch antenna calibration, residual rms, orbit overlaps, and

accuracy of reduced-dynamic ambiguity-resolved POD solution.

The remainder of this chapter is organized as follows: section 6.2 describes the study methods

including background models, macromodel estimation, SRP table estimation, and POD solution

strategies. Section 6.3 provides an analysis of the three SRP force models (the original macro-

model; our estimated macromodel; and the SRP table) comparing drag and solar scale estimates,

dynamic solution internal metrics, antenna offset estimates, and SLR residuals from reduced dy-

namic ambiguity-resolved orbits. Finally, section 6.4 discusses the findings and conclusions of this

study.

6.2 Methods

Orbit solutions are generated from the TriG receiver GPS L1/L2 5-minute decimated phase

and pseudorange measurements. We separately estimate an adjusted macromodel and SRP table

using parameters estimated within dynamic orbit solutions. The estimated macromodel begins

with the original macromodel as the a priori, and the SRP table subsequently takes the estimated

macromodel as its a priori. All solutions employ single receiver ambiguity resolution (Bertiger

et al., 2010b). Before estimation of the macromodel and SRP table the antenna offsets relative to

the pre-launch antenna calibration are derived from solutions with beta angles near zero where it

is expected that the cross-track solar radiation perturbation will be at a minimum. This combined

with the maximum eclipse duration allows for a better estimate of the offsets. Because of the

uncertainty in the body-y antenna offset, both the estimated macromodel and the SRP table are

constrained to be symmetrical about the body-x/z plane.
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6.2.1 Orbit Background Models

The orbit background models were implemented as described in Section 5.2. We applied

the IGS14 GPS antenna calibrations, including both PCOs and PVs, except for the GPS IIIA

transmitters, where a custom extension to the PVs has been computed for boresight angles larger

than 14 degrees (Conrad et al., 2023a). The estimation of this extension is the topic for Chapter 7.

It should be noted that the estimation of the GPS IIIA extension was done after the estimation of

the macromodel but before the estimation of the SRP table, but all final solutions presented here

apply the GPS IIIA PV extension.

6.2.2 Solution Strategies

The following subsections describe the general POD strategies applied to estimate the macro-

model and SRP table. Table 6.1 shows the parameterizations of the initial state, carrier biases,

and clock solutions that are consistent with the solution strategies for each method.

Table 6.1: General POD estimation strategy for all solutions

Estimated Parameters Parameterization a priori σ

Epoch State
3-D epoch position (X,Y,Z) Bias per solution 10 km
3-D epoch velocity (X,Y,Z) Bias per solution 1 km/s

Carrier Phase Bias Constant bias per 1e6 km
continuous carrier track

TriG Clock Offset White-noise Process 3e5 km

6.2.2.1 Macromodel Estimation

The macromodel provides the predicted SRP acceleration through a collection of flat plates,

each with a surface area, normal body-fixed vector, and reflection properties. The computation of

SRP forces within GipsyX from the macromodel only takes into account these characteristics and
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does not consider shadowing effects due to the relative positioning of the plates. The acceleration

due to solar radiation pressure for a flat plate as derived by Milani et al. (1987) is given by

ä = −fA cos(θ)[2(δ/3 + ρ cos(θ))n̂+ (1− ρ)ŝ] (6.1)

where A is the plate surface area, n̂ is the normal vector, ŝ is a unit vector that points from the

plate to the radiation source, θ is the angle between n̂ and ŝ, δ is diffusivity, ρ is specularity,

and f is a scale factor. While not used explicitly here, the absorptivity, α, is constrained such

that δ + ρ + α = 1. The scale factor f encompasses all constant parameters which scale the total

acceleration such as the mass, radiation flux, as well as any accompanying solar scale factor.

When using a macromodel in GipsyX, the square root information filter can be configured for

direct estimation of a global solar scale, surface area, specularity, or diffusivity. Care must be taken

when estimating these values as the filter can produce unrealistic results such as negative surface

areas when observability is low or highly correlated with another estimated property. Also, because

individual plate properties are always highly correlated, estimation of multiple surface properties

together is only done with small a priori uncertainties with 0.1 m2 or below for areas and 0.02 or

below for specularity and diffusivity.

Table 6.2: Original 12-surface macromodel as provided by the manufacturer (ESA, 2023)

Surface Surface Normal [x,y,z] Area (m2) Diffusivity Specularity

Body +x [1.000, 0.000, 0.000] 2.99 0.04 0.50
Body -x [-1.000, 0.000, 0.000] 3.35 0.04 0.50
Body +y [0.000, 1.000, 0.000] 2.87 0.04 0.50
Body -y [0.000, -1.000, 0.000] 2.87 0.04 0.50
Body +z [0.000, 0.000, 1.000] 9.03 0.02 0.60
Body -z [0.000, 0.000, -1.000] 1.80 0.03 0.65
Left SP (top) [0.000, -0.616, -0.788] 8.65 0.14 0.00
Right SP (top) [0.000, 0.616, -0.788] 8.65 0.14 0.00
AMR-C (top) [0.469, 0.000, -0.883] 0.92 0.08 0.00
AMR-C (bottom) [-0.469, 0.000, 0.883] 0.92 0.56 0.19
Left SP (bottom) [0.000, -0.616, 0.788] 4.09 0.16 0.00
Right SP (bottom) [0.000, 0.616, 0.788] 4.09 0.16 0.00
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Figure 6.1: Relative position of the surfaces listed in Table 6.2 in the 12-sided macromodel

To estimate the specific macromodel surface properties, the original macromodel is set as

the a priori for which the 12-sided model values are shown in Table 6.2 and Figure 6.1. The drag

coefficient and solar scale are not estimated, but rather are fixed to 5.0 and 1.0, respectively. Fixing

the drag coefficient to 5.0 for the is a somewhat arbitrary decision and the higher value is intended

to prevent the drag estimate from becoming negative which was an issue for the macromodel. As

mentioned before, the macromodel was estimated before the GPS IIIA extension, and so only the

Block II observations are applied during this process.

Macromodel estimation is computed by first estimating only the body ±x surface areas and

specularity during the first two yaw-flip maneuvers. During yaw-flip maneuvers, the Sentinel-6

MF attitude transitions from flying forward (yaw ∼0-deg) to flying backward (yaw ∼180-deg).

After roughly 4-5 days this process is reversed. These yaw-flips occur when the beta angle is

near zero degrees and correspond to the body-x surfaces being the most observable and provides

a way to separate the drag force from the SRP forces. Next, with the ±x surfaces fixed, the y/z

surface areas, specularity, and diffusivity are estimated together, again using small a priori σ’s (0.1

m2 for area, 0.02 for specularity and diffusivity). A few well-defined surface parameters are not

estimated, specifically the solar panel areas and the AMR-C properties, as the focus is primarily on

adjustment of shadowed surfaces. The AMR-C bottom surface area and body vector are altered to

only contribute in the +z direction. Symmetric surfaces about the body-x/z plane are constrained

to have equal values (e.g. Solar Panel specularity and diffusivity). Estimates from 24-hour daily
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solutions are weighted by the formal error and averaged across approximately 300 days to produce

the final macromodel estimate.

6.2.2.2 Solar Radiation Pressure Table

The SRP table computes the total composite surface force acting on the spacecraft based

on the azimuth and elevation of the sun vector with respect to the body frame. The elevation is

the angle between the sun vector and the body-x/z plane, defined positive in the direction of the

+y axis. The azimuth is the angle between the projection of the sun vector in the body-fixed x/z

plane and the +x axis, increasing counter-clockwise about the +y axis. Because Sentinel-6 MF is

roughly yaw-fixed, this results in an elevation angle that is correlated with the beta angle. Unlike

the macromodel where only a single solar scale for the entire spacecraft body can be estimated,

the SRP table allows estimation of a separate solar scale for each body-fixed axis. The solution

strategy adopted here for the SRP table is to estimate a solar scale for the body-x/y/z directions

from more than 50 independent 10-day orbit solutions. Solutions with orbit maneuvers are excluded

from the final solution. The drag coefficient is fixed to 3.0 with drag forces being computed from

the estimated macromodel surface areas. The solar scale values are then estimated in a stochastic

manner, and updated at each measurement epoch (300-sec) using a 30-second correlation time with

an a priori uncertainty of 0.1. Solar scale values are binned based on the sun line-of-sight azimuth

and elevation and the median values are then used to scale the a priori values of the SRP table.

The resulting SRP table has improved drag and solar scale estimates, but does not fully re-

move the beta angle dependence of the antenna y-offset estimates. A final elevation-only correction

to the body-y forces is applied to improve the consistency of these estimates. This correction is

achieved by fitting a 6th order polynomial curve to the y-offsets as a function of the sun elevation

in the body-frame. This curve is then scaled using an empirically derived 1 nm/s2 per 1 mm of

predicted offset from the fit. After conversion of the elevation dependent acceleration to force,

this is then added to the SRP table. This correction is relatively small, changing only the total
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acceleration in the body-y direction by about 1 - 6 nm/s2 or in terms of force roughly 1 - 7 µN .

Once again, symmetry is enforced about the body-x/z plane.

6.2.3 Antenna Calibration

As described in Chapter 3, the antenna calibration corrects for delays based on the signal

line-of-sight direction. Given the three different SRP models: original macromodel, estimated

macromodel, and SRP table; a separate antenna calibration is estimated for each applied SRP

model. This produces a antenna calibration that is consistent with the SRP model when processed

in reduced-dynamic solutions. The overall estimation strategy for each follows the description in

Section 3.2.1. Additional constraints are applied to the estimated PVs as described in more detail

in Section 5.5.

6.2.4 Reduced-Dynamic Orbit Solutions

Reduced-dynamic orbit solutions are produced following the strategy described in Section 5.2

and summarized in Table 5.2. To achieve the most accurate POD solution, we estimate reduced-

dynamic solutions and apply ambiguity resolution for each SRP model. These solutions have iden-

tical processing strategies while changing only the SRP model and associated antenna calibration

to form the basis for external assessment using SLR measurements.

6.3 Results

To develop and compare the proposed methods, we process a total of 578 days of TriG receiver

GPS L1/L2 5-minute decimated phase and pseudorange measurements across the time span of

2021-01-01 to 2022-08-01. We first compare the resulting estimated drag and solar scale from 24-

hour dynamic orbits with the original macromodel, estimated macromodel, and SRP table. Next,

orbit quality is evaluated for 30-hour dynamic orbits (estimating drag and once-per-orbit empirical

accelerations in the in-track and cross-track components) by comparisons of the standard internal

metrics; post-fit residual rms, overlap statistics, and ambiguity resolution fixing statistics. This
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is followed by estimation of daily antenna offsets relative to the pre-launch antenna calibration

for each model within 24-hour dynamic orbit solutions. The statistics for all daily solutions are

reported in terms of the mean value ± the standard deviation of the full set of daily solutions after

5σ outlier removal. Finally, independent SLR measurement residuals are assessed to evaluate the

accuracy of 30-hour reduced-dynamic orbit solutions with applied ambiguity resolution for all three

SRP models.

6.3.1 Estimated Macromodel and SRP Table

Table 6.3 lists the estimated macromodel plates and surface properties. When compared to

the a priori model in Table 6.2, surfaces that experience a significant amount of shadowing show

significant changes to the plate properties. This is most notable for the underside of the solar panels

and body ±y surfaces. In effect, the estimated parameters likely account for the lack of a shadowing

model, rather than errors in the actual physical properties. We see that at high beta angles, the

solar panels will shadow the ±y surfaces, but the macromodel will still compute a contribution

from them resulting in an SRP force that is too large. The body ±x surface also show significant

Table 6.3: Estimated 12-surface macromodel and change (∆) relative to Table 6.2

Surface Surface Normal [x,y,z] Area (m2) Diffusivity Specularity

Body +x [1.000, 0.000, 0.000]* 4.149 (+1.159) 0.041 (+0.001) 0.349 (-0.151)
Body -x [-1.000, 0.000, 0.000]* 3.941 (+0.591) 0.042 (+0.002) 0.546 (+0.046)
Body +y [0.000, 1.000, 0.000]* 1.329 (-1.541) 0.040 (+0.000) 0.506 (+0.006)
Body -y [0.000, -1.000, 0.000]* 1.329 (-1.541) 0.040 (+0.000) 0.506 (+0.006)
Body +z [0.000, 0.000, 1.000]* 11.830 (+2.800) 0.016 (-0.004) 0.571 (-0.029)
Body -z [0.000, 0.000, -1.000]* 2.072 (+0.272) 0.030 (+0.000) 0.660 (+0.010)
Left SP (top) [0.000, -0.616, -0.788]* 8.65* 0.316 (+0.176) 0.139 (+0.139)
Right SP (top) [0.000, 0.616, -0.788]* 8.65* 0.316 (+0.176) 0.139 (+0.139)
AMR-C (top) [0.469, 0.000, -0.883]* 0.92* 0.080* 0.000*
AMR-C (bottom) [0.000 ,0.000, 1.000]* 0.8123* 0.56* 0.19*
Left SP (bottom) [0.000, -0.616, 0.788]* 3.760 (-0.330) 0.164 (+0.004) 0.013 (+0.013)
Right SP (bottom) [0.000, 0.616, 0.788]* 3.760 (-0.330) 0.164 (+0.004) 0.013 (+0.013)

*parameters not estimated
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Figure 6.2: Estimated solar radiation table force values as a function of sun position. Top panels
show the total body-x (left), body-y (middle), and body-z (right) force. Lower panels show the
difference in the force produced between the newly estimated macromodel and SRP table. Note
the scale is smaller by a factor of 10

changes relative to the original macromodel. Here the fairly large change in the surface areas is

likely a result of finding a fit to the SRP forces and do not represent a real effect.

Figure 6.2 shows the total force produced by the SRP table (top panels) after scaling the

a priori SRP table (derived from estimated macromodel) with the binned estimated solar scale

factors. The bottom panels show how it differs from the a priori SRP table. The scale on the

upper panels is a factor of 10 larger than the lower values. It should be noted that the nadir

pointed face of Sentinel-6 MF never receives direct sunlight due to eclipsing and so the portions of

the SRP table near the +z direction cannot be estimated accurately. This is evident in the bottom

panels of Figure 6.2 for the body-x/y forces. Also, sun positions with an elevation near ±90 degrees

occur during the maximum beta angle, for which the available data are very limited. This lack of

observations explains the noisy features seen in the body-y component of the SRP table at high

sun elevations.
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6.3.2 Drag and Solar Scale

Figures 6.3 and 6.4 show the time history of the drag and solar scale estimates from 30-hour

dynamic orbit solutions for the original macromodel (green), estimated macromodel (blue), and

SRP table (red). Given the high altitude of Sentinel-6 MF, the drag force is expected to be smaller

than the SRP forces by approximately two orders of magnitude. In this estimation strategy, it

appears that the drag coefficient is absorbing in-track solar radiation pressure modeling errors.

This is evident for the original macromodel where there is a large sign change after Sentinel-6 MF

performs a yaw-flip. The elimination of this anomaly in the drag coefficient is the most significant

Figure 6.3: Daily drag coefficient estimate for original macromodel (green), estimated macromodel
(blue), and SRP table (red). The beta angle is plotted in grey against the right axis

Figure 6.4: Daily solar scale estimate for original macromodel (green), estimated macromodel
(blue), and SRP table (red). The beta angle is plotted in grey against the right axis
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Table 6.4: Drag coefficient and solar scale in terms of the mean ± the standard deviation of daily
estimates after 5σ outlier removal

Drag Coefficient Solar Scale

Original Macromodel 22.9 ± 9.4 1.013 ± 0.043
Estimated Macromodel 7.23 ± 4.7 0.995 ± 0.012
SRP Table 3.43 ± 1.4 0.995 ± 0.011

effect produced by the new SRP models. Table 6.4 shows the mean daily solution ± the overall

standard deviation of the drag and solar scale estimates. The mean drag coefficient for the SRP

table is very close to the fixed value of 3 applied during estimation. Using the SRP table produces

the most realistic and consistent estimates for the drag coefficient with a mean value of 3.43 and an

overall standard deviation of 1.4 after 5σ outlier removal. Looking at Table 6.4 as well as Figures

6.3 and 6.4, we see the original macromodel has significant structure in the solar scale time history

with a strong correlation to the beta angle. In the time history, the estimated macromodel and

SRP table both perform well except at the highest beta angles (> 85-deg). This is to be expected

given the limited amount of data available to tune the Sentinel-6 MF SRP models at higher beta

angles.

6.3.3 Dynamic Orbit Solution Internal Metrics

To assess impact of the new SRP models on the precision of the orbit, we first examine

30-hour dynamic orbits, estimating drag and once-per-orbit accelerations in the cross-track and in-

track directions. We also apply ambiguity resolution to these solutions by applying a soft constraint

Table 6.5: Residual rms and ambiguity resolution percentage in terms of the mean ± the standard
deviation of daily statistics after 5σ outlier removal

Phase (mm) Pseudorange (mm) Ambiguity Resolution (%)

Original Macromodel 7.0 ± 1.3 690 ± 120 55.9 ± 9.7
Estimated Macromodel 6.6 ± 0.6 670 ± 60 60.0 ± 6.9
SRP Table 6.5 ± 0.6 670 ± 60 60.3 ± 6.4
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Figure 6.5: Histogram of the daily phase residual rms (left), daily constrained narrow-lane ambi-
guity resolution to less than 10 centi-cycles (middle), and mean narrow-lane ambiguity resolution
after each iteration (right) for original macromodel (green), estimated macromodel (blue), and SRP
table (red)

to the double-differences and iterating 10 times. Figure 6.5 shows the distribution of the daily

solution phase residual rms values (left), the narrow-lane ambiguity resolution as a percentage

of passes constrained to within one tenth of a cycle after the final iteration (middle), and the

percentage of passes constrained after each iteration (right). Table 6.5 shows the overall statistics

for each solution after 5σ removal. Both the estimated macromodel and SRP table perform better

than the original macromodel with a decrease in the mean daily phase residual rms from 7.0 mm

to 6.5 mm along with a reduction in the daily solution standard deviation from 1.3 mm to 0.6 mm.

This is accompanied by a more than 4% increase in the successful ambiguity resolution.

Figure 6.6: Histogram of the daily radial, cross-track, and in-track overlap differences for original
macromodel (green), estimated macromodel (blue), and SRP table (red)
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The dynamic orbit solution precision can be evaluated from the 30-hour arcs by computing

the rms of the component differences during the 6-hour overlap period. To avoid edge effects, only

the central four hours of the overlap period are evaluated. Figure 6.6 shows the statistics of the

radial, cross-track, and in-track overlap difference rms for all three SRP models. Table 6.6 shows

the mean rms across all days ± the overall standard deviation after 5σ outlier removal. Both the

estimated macromodel and SRP table are more consistent than the original macromodel, with both

smaller mean overlap values, and lower variability from day-to-day. The better overall cross-track

performance compared to radial is likely due to the estimation strategy only including empirical

accelerations in the cross-track and in-track components.

Table 6.6: Rms of the radial, cross-track, and in-track component overlap differences in terms of
the mean ± the standard deviation daily differences after 5σ outlier removal

Radial Overlap (mm) Cross-track (mm) In-track (mm)

Original Macromodel 9.6 ± 5.9 5.2 ± 2.7 51 ± 37
Estimated Macromodel 8.2 ± 3.5 4.5 ± 2.0 40 ± 18
SRP Table 8.3 ± 4.0 4.4 ± 2.0 40 ± 17

6.3.3.1 Antenna offsets

Antenna offsets are estimated within 24-hour dynamic orbit solutions together with drag

and once-per-orbit empirical accelerations in the cross-track and in-track components applying the

Figure 6.7: Estimated antenna offsets relative to nominal pre-launch calibrations for original macro-
model (green), estimated macromodel (blue), and SRP table (red)
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Table 6.7: Antenna offsets in terms of the mean ± the standard deviation of the daily estimates
after 5σ outlier removal. Note: the x-offset is aligned with the in-track, y-offset with cross-track,
and z-offset with radial

x-offset (mm) y-offset (mm) z-offset (mm)

Original Macromodel -0.470 ± 7.3 4.93 ± 5.8 22.15 ± 1.3
Estimated Macromodel -0.448 ± 2.8 5.25 ± 2.6 22.53 ± 1.2
SRP Table 0.047 ± 2.9 5.35 ± 2.0 22.51 ± 1.1

pre-launch antenna calibrations. This is done to be consistent with the method used to estimate

the full antenna calibration and allow for an understanding of how the SRP model can influence the

estimated antenna PCOs. Figure 6.7 shows the daily antenna offsets relative to the nominal values

estimated as constant parameters across the solution arc. Because Sentinel-6 MF is roughly yaw

fixed, the body-x offset is highly correlated with the in-track direction and is difficult to resolve.

Because of this, the a priori x-offset uncertainty was set to 2 mm to reduce the daily scatter but

opened up to 20 mm for the y and z-offsets which are more observable.

The resulting estimated antenna y-offsets have a strong beta angle dependency for the original

macromodel that is greatly reduced when using both the estimated macromodel and the SRP table.

Table 6.7 shows the overall mean and standard deviation of the offsets where the SRP table shows

a reduction in the standard deviation from 5.8 mm to 2.0 mm when compared to the original

macromodel. While the z-offset has some beta angle dependence, it only varies by a few millimeters

and is relatively consistent across all three solutions. The large bias in the z-offset is likely due to

interactions with the applied transmitter calibrations. For the y-offsets, the original macromodel

has a strong beta angle dependence with a nearly 3 cm spread. This type of behavior for the

y-offset means that a resulting antenna calibration would be dependent on the distribution of the

beta angle during estimation. Over long estimation periods this would likely average out, but early

in in the mission when data is lacking, it could be heavily influenced by the relative beta angle

distribution.

The applied SRP table highlights the potential benefits and issues of using an empirical
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model. It is possible to completely remove the estimated antenna y-offset beta angle dependence

through an empirical elevation correction of 1 nm/s2 per 1 mm of offset. We can be confident in

the solution due to enforcing symmetry about the body-xz plane and the resulting lack of beta

angle dependence in the final results, but it does highlight the potential issue of fitting the SRP

table to incorrect or unknown antenna offsets.

6.3.4 Reduced Dynamic Solutions

The internal metrics for the reduced dynamic ambiguity-resolved orbits are shown in Table

6.8. The most significant improvement with both the estimated macromodel and SRP table is

in the ambiguity resolution. Here there is nearly a 1-percent increase in passes fixed to a tenth

of a cycle, along with a decrease in the ambiguity resolution standard deviation. There is also a

reduction in the phase residual rms as seen in both the mean and standard deviation. Because the

reduced dynamic process allows the solution to fit the measurements better, it is not surprising to

see similar values for all three SRP modeling for the overlap statistics. There is a small improvement

in the standard deviation of the cross-track overlap difference rms for the SRP table indicating a

more consistent cross-track solution.

Table 6.8: Phase residual rms, ambiguity resolution percentage, radial (R), cross-track (C), and
in-track (I) component overlap differences for reduced dynamic orbit solutions in terms of the mean
± the standard deviation of the daily values after 5σ outlier removal

LC rms (mm) Amb Res (%) R (mm) C (mm) I (mm)

Original 5.0 ± 0.32 83.1 ± 3.2 0.75 ± 0.26 1.7 ± 0.60 1.7 ± 0.55
Macromodel

Estimated 4.8 ± 0.27 84.1 ± 2.5 0.74 ± 0.26 1.7 ± 0.57 1.7 ± 0.56
Macromodel

SRP Table 4.8 ± 0.27 84.2 ± 2.5 0.74 ± 0.26 1.6 ± 0.55 1.7 ± 0.55
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6.3.4.1 SLR Residuals

As a final evaluation of the original macromodel, estimated macromodel, and SRP table,

we examine the independent SLR residuals measured against ambiguity-resolved reduced dynamic

orbits. Only SLR stations with a mean bias below 5 mm and overall standard deviation below

10 mm are examined. These include a total of six stations: Greenbelt, Maryland; Graz, Austria;

Herstmonceux, United Kingdom; Mt Stromlo, Australia; Yarragadee, Australia; and Wettzell,

Germany with a combined measurement total of 88,722 after 5σ outlier removal. Figure 6.8 shows

the one-way SLR residual rms and mean as a function of off-nadir angle relative to the laser

retroreflector array. The estimated macromodel and SRP table both perform better than the

original macromodel with overall SLR residual rms values decreasing from 8.6 mm to 8.1 mm as

shown in in Table 6.9. There is also a small reduction in the overall SLR residual mean value from

about 2.0 mm to 1.6 mm. Limiting the SLR residuals to below 40 degrees off-nadir angle, further

Figure 6.8: SLR residual rms (left) and mean (right) as a function of off-nadir angle in the SLR
reference frame for original macromodel (green), estimated macromodel (blue), and SRP table (red)

Table 6.9: SLR residual rms and mean

rms (mm) std (mm) rms < 40-deg (mm) mean (mm)

Original Macromodel 8.6 8.3 7.8 2.03
Estimated Macromodel 8.1 7.9 7.3 1.65
SRP Table 8.1 7.9 7.3 1.62
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reduces the residual rms to 7.3 mm for the estimated macromodel and SRP table. Lower off-nadir

angles are dominated by the radial errors and here indicate better than 1 cm (rms) radial orbit

accuracy.

6.4 Summary

Solar radiation pressure modeling is an important component of precise orbit determination.

The presence of mismodeled dynamics can degrade the estimated antenna calibrations which are

estimated within dynamic solutions. We show an improvement to the SRP modeling for Sentinel-6

MF with both an estimated macromodel and SRP table. Both estimated SRP models produce

more consistent estimates for drag and solar scale, dynamic solution internal metrics, and antenna

offsets relative to the pre-launch calibrations when compared to the manufacture provided macro-

model. Independent SLR residuals measured against reduced dynamic ambiguity-resolved orbits

are improved from 8.6 mm to 8.1 for both the estimated macromodel and the SRP table.



Chapter 7

Extending the GPS IIIA antenna calibration for precise orbit determination of

low Earth orbit satellites

7.1 Introduction

Accurate antenna calibration for the GNSS transmitters and the LEO based receiver (Schmid

et al., 2005, 2007) is essential to achieve POD accuracy at the desired level of below 1 cm radial

rms. For transmitters, the IGS provides a unique PCO for each satellite. The IGS PVs, however,

are modeled to be identical for every satellite within a GPS sub-block and only describe variations

as a function of boresight angle (Montenbruck et al., 2015a). These were initially restricted to nadir

angles less than 14 degrees, the limit of what is observed by ground stations. For LEO satellites

such as Sentinel-6 MF, however, boresight angles greater than 14 degrees are regularly observed.

Jäggi et al. (2010) proposed an extension of the IGS05 PVs beyond 14 degrees which was generated

from simultaneous estimation of GPS and LEO antenna calibrations using only GPS measurements

collected onboard multiple LEO satellites. Later, a similar approach was also used by Schmid et al.

(2016) to estimate the GPS PVs beyond 14 degrees. These extensions were done only for the Block

II IGS antenna calibrations which are separated into six sub-block groups: II, IIA, IIR-A, IIR-B,

IIR-M, and IIF. For the remainder of this chapter, we collectively refer to all these sub-blocks

as Block II while applying the specific IGS14 sub-block PVs and individual PCOs. Additionally,

for the purposes of comparison the sub-block types IIR-B and IIR-M are combined due to having

identical IGS14 PVs.

For several subsequent reference frame realizations, only the PCOs have been changed while
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the PVs have remained fixed to those provided by Jäggi et al. (2010) for IGS05. Each IGS realization

of the International Terrestrial Reference Frame (ITRF) must update the transmitter PCOs due

in part to the reference frame scale changes. For example, Schmid et al. (2016) estimated updated

PCOs for the IGS08 definition of transmitter phase calibrations and Rebischung and Schmid (2016)

updated the IGS14 values of the PCOs while continuing to adopt the PVs from IGS05.

The GPS constellation is currently in the process of incorporating new GPS IIIA transmitters,

with the first satellite launched in December 2018 (Thoelert et al., 2019). As of December 2021, the

GPS constellation includes 5 GPS IIIA satellites in operation with space vehicle numbers (SVN)

74 - 78. Unlike the Block II IGS14 antenna calibration that inherited the full IGS05 extension

calibration values, the IGS14 GPS IIIA PVs are adopted as varying with boresight angle up to

14 degrees, then held constant for larger angles. The GPS IIIA PCO values were provided by

the manufacturer (Lockheed Martin, 2019) for the first GPS IIIA satellite, SVN-74. Steigenberger

et al. (2020) found that these values had good agreement with on orbit estimates of the PCO. For

subsequent GPS IIIA transmitters, the IGS14 adopted the SVN-74 PCO values.

In this study, we aim to generate an extension of the IGS14 GPS IIIA PVs for boresight

angles higher than 14 degrees that is consistent with the Block II antenna calibrations. This

approach facilitates the continuity of POD solutions based on IGS standards during and after

the transition of the GPS constellation from Block II to GPS IIIA transmitters. To extend the

GPS IIIA antenna calibrations above 14 degrees, we use the Sentinel-6 MF GPS L1/L2 carrier

and pseudorange observations from the TriG receiver (Donlon et al., 2021b). At the nominal

altitude of 1336 km, Sentinel-6 MF routinely observes GPS measurements with boresight angles

greater than 14 degrees. Sentinel-6 MF is an ideal platform for extending the GPS IIIA antenna

calibration because of its altitude, geodetic quality receivers and antennas with favorable multipath,

and already demonstrated radial orbit accuracy better than 1 cm rms (Montenbruck et al., 2021).

Additionally, during the majority of 2021, Sentinel-6 MF was flying in tandem with Jason-3 where

it is following the same ground track, but approximately 30 seconds behind (Donlon et al., 2021a).
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Thus, we can use Jason-3 to validate the Sentinel-6 MF derived GPS IIIA antenna calibration

extension.

To produce a GPS IIIA antenna calibration extension consistent with the IGS14 Block IIs, we

implement the following approach. We first generate a Sentinel-6 MF receiving antenna calibration

based only on GPS Block II tracking data and using the IGS14 definition of the transmitter antenna

calibrations. With this receiver antenna calibration, Block II based dynamic orbit and clock solu-

tions for Sentinel-6 MF are estimated. We then use residuals from the withheld GPS IIIA tracking

data and predicted observables based on the dynamic orbit and clock solutions to determine the

GPS IIIA dependency on boresight angle, namely the PV. The IGS14 definition of the PCO is held

fixed. Finally, to test the fidelity of the proposed extension, we compare orbit solutions with and

without GPS IIIA satellites for Jason-3 - a LEO satellite not used in the calibration procedure.

Section 7.2 describes the POD models and solution strategy, the Sentinel-6 MF receiver an-

tenna calibration method, and the GPS IIIA antenna calibration extension process. In Section 7.3

we assess the validity of the calibration by comparing orbit metrics for three different scenarios.

The first POD solution uses only Block II measurements; the second includes Block II and IIIA

measurements with the original IGS14 antenna calibrations; and finally the third includes Block

II and IIIA measurements with the newly generated GPS IIIA antenna calibration extension. Sec-

tion 7.4 describes validation of the GPS IIIA calibration extension using Jason-3 as an independent

platform. In Section 7.5 we provide the overall conclusions and recommendations.

7.2 Methods

7.2.1 Sentinel-6 MF Instrumentation

The Sentinel-6 MF POD in this chapter exclusively uses the undifferenced GPS L1/L2 pseu-

dorange and carrier measurements received by TriG POD antenna. For this analysis, the TriG

measurements are preferable for a few reasons. First, observations are tracked down to 0 degrees

elevation whereas the primary PODRIX receiver enforces a cut off at 10 degrees. These low el-
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evation measurements in the receiver frame result in more observations for transmitter boresight

angles above 14 degrees. Second, because the Trig only tracks GPS signals (PODRIX tracks both

GPS and Galileo), this allows for a more robust Block II only solution due to significantly more

GPS measurements. In a manner similar to Bertiger et al. (2010a), the raw 1 Hz measurements

are decimated to a 5-minute dual-frequency (ionosphere-free) combination for the GPS carrier and

pseudorange (LC and PC) observations.

7.2.2 Orbit Models/Solution Strategy

We apply the background models described in Section 5.2 and listed in Table 5.1 including

the IGS14 GPS antenna calibrations for both PCOs and PVs from igs14 2194.atx (Rebischung and

Schmid, 2016) except for where we specifically note that we have applied our new estimates of the

GPS IIIA PV extension for boresight angles larger than 14 degrees. The orbit solution strategy for

the reduced-dynamic, ambiguity resolved orbits were described in Section 5.2 and summarized in

Table 5.2.

7.2.3 Sentinel-6 MF Antenna Calibration

The Sentinel-6 MF TriG receiver antenna calibration is generated using only the GPS Block

II measurements. Because the receiver and transmitter antenna calibrations are inherently cou-

pled, this approach anchors the Sentinel-6 MF antenna calibration to the established IGS14 Block

II transmitter calibrations. The receiver antenna calibration is estimated from daily solutions gen-

erated from 24-hour dynamic orbit estimates (including daily estimates of drag coefficient and once

per revolution accelerations in cross-track and in-track). We first perform a daily orbit solution

using the pre-launch measurements of the receiver calibration and with all Block II tracking data.

From this solution we identify outliers, which are then excluded from a subsequent dynamic orbit

solution that also simultaneously estimates a two-dimensional correction to the pre-launch receiver

calibration. The estimated antenna calibration correction is defined over discrete bins of 3 degrees

in elevation and 4 degrees in azimuth for elevations below 51 degrees. Above this, the azimuth
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bin spacing is variable to account for lower measurement density at higher elevations. Outliers

are removed as they can significantly influence the receiver calibration, especially for bins with

low measurement density. The sum of the pre-launch calibration and the estimated correction

then forms the total receiver antenna calibration which corrects for line-of-sight variations due to

antenna gain patterns and spacecraft multipath.

We use the tuned custom macromodel presented in Chapter 6 which produced much more

consistent antenna offsets estimates as a function of the beta angle when compared to the man-

ufacturer provided macromodel (the SRP table described in Chapter 6 was not used as it was

developed after this study on the GPS IIIA extension). The final Sentinel-6 MF antenna calibra-

tion is generated by accumulating the final Square Root Information Filter (SRIF) state outputs

from each Block II-only daily solution into a single estimate over the accumulated time frame. It

is during this process that the average of all bins above 30 degrees elevation and body-x offset are

constrained to zero.

7.2.4 GPS IIIA Antenna Calibration Extension

Unlike the Block II variants, the current IGS14 GPS IIIA antenna calibrations above 14

degrees, as seen in Figure 7.1, are fixed to the value from the 14 degree boresight angle. Here we

Figure 7.1: IGS14 PVs as a function of boresight angle separated by block type from igs14 2194.atx.
Note: Block IIR-B antenna PVs are the same as IIR-M
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describe the approach taken to extend them to 17 degrees. We note that JPL’s final orbit and

clock solutions for the GPS constellation used in our solution are determined from a global ground

network. Because of this, the GPS orbit and clock products only depend on the IGS14 calibration

values for boresight angles less than 14 degrees. For this reason, we choose to limit our modification

of the IGS14 GPS IIIA calibration values to boresight angles greater than 14 degrees to improve

the LEO POD without affecting terrestrial GNSS processing with IGS14 values.

To ensure the GPS IIIA antenna calibration extension is derived relative to the Block II, a

two-iteration process is implemented. First, Sentinel-6 MF dynamic orbit solutions are estimated

using only Block II measurements and the corresponding receiver antenna calibration we computed

earlier. The orbit and receiver clock solutions are then fixed, and the GPS IIIA dual-frequency

phase measurements are fit to those Block II-based dynamic orbit solutions, estimating only phase

biases for each arc. The resulting GPS IIIA residuals are zero mean across all boresight angles.

This results in an undesired mean residual offset below 14 degrees that is due primarily to poorly

modeled calibration values above 14 degrees. To facilitate a consistent calibration for the higher

boresight angles, the stacked GPS IIIA residuals are offset such that their mean value below 14

degrees over the entire data set is zero. From this starting point, we iterate a solution based on the

fixed Block II orbits and clock solution with updates to the GPS IIIA antenna calibration above 14

degrees based on stacked post-fit residuals. Our approach ensures that the new GPS IIIA antenna

calibration extensions are consistent with the IGS14 Block II antenna calibrations.

7.3 Results

We use the TriG receiver GPS L1/L2 5-minute decimated phase and pseudorange measure-

ments from the entirety of 2021 for all subsequent results; except for the antenna calibration which

uses 30-second data over a slightly longer time span. The following sections first describe the re-

sulting receiver antenna calibration and GPS IIIA satellite antenna calibration extension estimated

from 24-hour solutions. We evaluate the consistency of the GPS IIIA antenna calibration extension

by comparing reduced-dynamic ambiguity resolved 30-hour precise orbit solutions from three cases:
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using only Block II tracking data with IGS14 antenna calibration, using Block II and IIIA tracking

data with default IGS14 antenna calibration, and using Block II and IIIA tracking data with IGS14

calibration modified to include our extensions above 14 degree boresight angles. Orbit quality is

evaluated using comparisons of internal metrics. The statistics for the daily solutions are reported

in terms of the mean value ± the standard deviation of the full year of daily solutions. Finally,

withheld SLR measurements are independently applied to evaluate the orbit solution accuracy for

all three scenarios.

7.3.1 Antenna Calibrations

7.3.1.1 Sentinel-6 MF Antenna Calibration

The Sentinel-6 MF antenna calibration is generated from more than one year of data span-

ning from 2021-01-01 to 2022-02-13. High-rate 30-second L1/L2 ionosphere-free dual-frequency

combination observations from Block II only measurements for the phase and P(Y)-code measure-

ments are applied. Daily solutions with fewer than 18,000 phase measurements and daily rms of

post-fit phase residuals above 5.5 mm, along with days that have orbit maintenance maneuvers,

are excluded from the final estimate of the receiver calibration resulting in a total of 388 daily so-

Figure 7.2: Sentinel-6 MF pre-launch phase antenna calibration (left) combined with the estimated
antenna calibration correction (middle) and resulting in-flight Block II derived phase antenna cal-
ibration (right)
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lutions. The final estimated antenna calibrations are generated for both phase and code solutions.

Figure 7.2 shows a comparison of the L1/L2 dual-frequency phase pre-launch anechoic chamber

antenna calibration, the estimated correction, and the resulting in-flight Block II derived antenna

calibration. As expected, the overall structure is similar between the original and the final, but

there is significant irregular structure with variations on the order of -20 to 10 mm in portions of

the antenna calibration captured in the in-flight environment, presumably due to multipath and a

significant z-PCO contribution. When compared to the pre-launch antenna calibration, the result-

ing PCO offsets in the antenna y and z directions are -3.8 mm and -20.0 mm respectively. For our

implementation, we do not separate out the PCO from the estimated calibration, but rather retain

the antenna reference point in Table 5.1 and allow the antenna calibration to absorb the estimated

offsets.

A consideration for the use of high-rate data is due to the yaw-fixed attitude of Sentinel-6

MF. Delays in acquiring signals from rising satellites results in relatively few measurements for

elevations below 6 degrees in the in-flight direction, making this portion of the antenna calibration

more difficult to resolve. For the time-span contributing to the antenna calibration, there are three

instances where the nominal yaw attitude is flipped 180 degrees for a few days. The high-rate data

combined with the yaw-flip maneuvers allow for better resolution of the low elevation portion of

the antenna calibration in the nominal flight direction (azimuth = 0◦).

7.3.1.2 GPS IIIA Antenna Calibration Extension

With the Sentinel-6 MF receiver antenna calibration established based on the Block II cal-

ibrations, we are able to compute a GPS IIIA transmitter extension consistent with the Block II

IGS14 antenna calibrations. From each daily Block II derived dynamic orbit solution during 2021,

GPS IIIA residuals from five transmitters (SVNs 74-78) are fit and then stacked by boresight angle.

Days with orbit maintenance maneuvers are excluded. Figure 7.3 shows the stacked residuals with

a bin size of 0.25 degrees from post-fit measurement residuals and the right panel shows the number

of residuals in each bin. The GPS IIIA observations contribute 13.2% of the total number of ob-
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Figure 7.3: Mean binned residuals relative to Block II-only orbit solutions (left) and the total
number of observations in each bin (right) for Block IIR-A (blue), IIR-M/B (orange), IIF (green),
and IIIA (red)

servations over all boresight angles, with more than half of these GPS IIIA observations occurring

above 14 degree boresight angles. An improved antenna calibration above 14 degrees is therefore

important to the GPS IIIA measurement model. In contrast, the Block II stacked residuals do not

indicate significant deficiencies. We use the mean stacked residuals from the 0.25 degree bins to

derive GPS IIIA extension at boresight angles of 15, 16, and 17 degrees as shown in Table 7.1. The

resulting GPS IIIA extension after convergence is shown in Figure 7.4.

We note also that our estimated extension of the GPS IIIA PVs is very similar to that of the

Figure 7.4: GPS IIIA extended PV (red) as a function of boresight angle compared to existing
IGS14 Block IIR-A (blue), IIR-M/B (orange), and IIF (green) PVs
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Table 7.1: Estimated GPS IIIA antenna calibration extension values

boresight angle 14 degrees 15 degrees 16 degrees 17 degrees

calibration value 13.3 mm 23.9 mm 33.9 mm 42.4 mm

Block IIR-M constellation from IGS14. Using that extension is a potential alternative to the values

we propose in Table 7.1. The two platforms are both manufactured by Lockheed Martin which

may explain some of the similarity. Additionally, Steigenberger et al. (2020) found agreement in

other aspects of the two platforms such as the attitude profile and dimensions.

7.3.2 Orbit Quality Comparison

7.3.2.1 Sentinel-6 MF Internal Metrics

The daily post-fit phase residual rms is an indicator of the goodness-of-fit of the orbit solution

and will be impacted by how well the receiving and transmitting antennas are modeled. Figure 7.5

shows the histogram of daily rms of post-fit phase residuals from daily 30-hour reduced-dynamic

Figure 7.5: Post-fit phase residual rms from Sentinel-6 MF ambiguity-resolved reduced dynamic
orbit solutions for three cases: 1) Block II tracking data alone (blue), 2) Block II and IIIA tracking
data with IGS14 antenna calibrations (red), 3) Same as case (2) but using GPS IIIA PV extension
(green)
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Table 7.2: Sentinel-6 MF post-fit residual rms in terms of the mean ± the standard deviation of
the daily statistics

LC (mm) LC GPS IIIA Only (mm) PC (mm)

Block II Only 4.5 ± 0.32 - 620 ± 60
Block II and IIIA IGS14 5.6 ± 0.27 9.7 ± 0.45 610 ± 110
Block II and IIIA Extended 4.5 ± 0.30 4.5 ± 0.52 610 ± 100

POD solutions from the entirety of 2021. As expected, our GPS IIIA antenna calibration extensions

clearly provide a better fit to the data. Most notably, the post-fit rms of residuals from POD

solutions using both Block II and IIIA tracking data fall in-line with solutions using only Block II

tracking data. Meanwhile post-fit residuals from POD solutions using Block II and IIIA tracking

data with the IGS14 antenna calibrations are larger by 20% as shown in Table 7.2. Looking only

at the GPS IIIA data shows a more than 50% reduction in the post-fit residual rms when using

our GPS IIIA extension.

From daily 30-hour ambiguity resolved orbit solutions, there are six hours of overlap. Here we

difference the central four hours to compute a daily radial, cross-track, and in-track component rms

Figure 7.6: Daily overlap difference rms for radial (left), cross-track (middle), and in-track (right)
from Sentinel-6 MF ambiguity-resolved reduced dynamic orbit solutions for three cases: 1) Block
II tracking data alone (blue), 2) Block II and IIIA tracking data with IGS14 antenna calibrations
(red), 3) Same as case 2 but using GPS IIIA PV extension (green)
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Table 7.3: Sentinel-6 MF overlap difference rms in terms of the mean ± the standard deviation of
the daily statistics

Radial Overlap (mm) Cross-track (mm) In-track (mm)

Block II Only 0.78 ± 0.33 1.7 ± 0.57 1.8 ± 1.0
Block II and IIIA IGS14 0.77 ± 0.31 1.7 ± 0.56 1.8 ± 0.90
Block II and IIIA Extended 0.73 ± 0.28 1.6 ± 0.54 1.7 ± 0.83

statistics. The resulting rms values are a measure of the orbit solution precision and consistency.

Daily rms values that are more than 5 standard deviations away from the overall mean value are

removed. Figure 7.6 shows a histogram of the daily overlap statistics for each orbital component.

Computing the mean and standard deviation of all daily overlap difference rms statistics produces a

summary of the the overall precision and consistency of the solutions. Table 7.3 lists the mean values

and standard deviation for all three components. The orbit solutions that incorporate the GPS

IIIA measurements with the extrapolated antenna calibration have superior precision with slightly

improved overlap statistics for all three components, in both the mean and standard deviation of

daily values. Of course, the GPS constellation currently only includes 5 GPS IIIA satellites, and

we would expect higher impact as that number continues to increase. Given that the orbit overlaps

are a measure on solution precision, we would expect the reduced dynamic approach to produce

similar results. The improvement when including GPS IIIA measurements is due in part to the

increased number of measurements, as compared to when they are excluded.

7.3.2.2 Ambiguity Resolution

Each of the daily reduced dynamic POD solutions includes an ambiguity resolution summary.

Fixed phase ambiguity biases are applied within the filter smoother using a soft constraint with a

confidence level of 10 cm and the solution is iterated 10 times. Figure 7.7 shows the distribution of

passes with narrow-lanes constrained to less than 10 centi-cycles of an integer (left). The Block II

only orbit solutions have a median of 84.5 percent of narrow-lane passes constrained to less than 10

centi-cycles while the inclusion of the GPS IIIA with the IGS14 antenna calibrations reduces the
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Figure 7.7: Final iteration of daily narrow-lane ambiguity resolution histogram (left) and overall
mean narrow-lane resolution after each iteration (right) as a percent of passes constrained to less
than 10 centi-cycles from Sentinel-6 MF ambiguity-resolved reduced-dynamic orbit solutions for
three cases: 1) Block II tracking data alone (blue), 2) Block II and IIIA tracking data with IGS14
antenna calibrations (red), 3) Same as case (2) but using GPS IIIA PV extension (green)

median to 82.7 percent. Using the extended GPS IIIA antenna calibration brings the median back

to 84.5 percent of passes constrained to less than 10 centi-cycles. Here we see that by extending

the GPS IIIA IGS14 antenna calibration the ambiguity resolution improves and is consistent with

the Block II only results. This is also consistent with the results in Figure 7.7 (right) where the

extended GPS IIIA antenna calibration shows similar performance to the Block II only results after

each iteration.

7.3.2.3 External Metrics

To evaluate the orbit accuracy, we consider independent SLR measurements (Pearlman et al.,

2019). Only SLR stations with biases below 5 mm for the entire data set are used to evaluate orbit

accuracy. These include a total of eight stations: Greenbelt, Maryland; Graz, Austria; Herst-

monceux, United Kingdom; Hartebeesthoek, South Africa; Mt Stromlo, Australia; Yarragadee,

Australia; Wettzell, Germany; and Zimmerwald, Switzerland. Figure 7.8 shows the SLR residual

rms, left panel, and overall bias, right panel, from all SLR measurements across 2021 as a function

of boresight angle relative to the SLR frame. Here we can see that all three orbit solutions are
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Figure 7.8: SLR residual rms (left) and bias (right) as a function of boresight angle

relatively similar. Overall rms values are 8.9 mm for Block II only, 8.9 mm including GPS IIIA

with IGS14 antenna calibrations, and 8.8 mm including GPS IIIA with extended antenna calibra-

tion. The consistency in the SLR residual rms values between all three solutions is likely due to

the strength of the ambiguity resolution of the Block II measurements which contribute more than

85 percent of the total measurements. It is reasonable to conclude that as the number of GPS

IIIA satellites increase, the orbit accuracy will be degraded without extension of the GPS IIIA

calibration.

Looking at the SLR residual bias as a function of boresight angle shows a shift of about

0.3 mm when using the GPS IIIA measurements with IGS14 antenna calibrations. Incorporating

the GPS IIIA measurements with the extended antenna calibration produces SLR biases that are

essentially consistent with the Block II only solutions. Table 7.4 shows a comparison of the overall

statistics from each set of orbit solutions.

Table 7.4: Comparison of the overall rms, mean, and standard deviation of the SLR residuals

rms (mm) mean (mm) std (mm)

Block II Only 8.9 1.26 8.8
Block II and IIIA IGS14 8.9 0.99 8.8
Block II and IIIA Extended 8.8 1.28 8.7
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7.4 Independent Validation with Jason-3

The GPS IIIA extensions are further validated using Jason-3 by applying the same three

scenarios as those above with Sentinel-6: a Block II only solution, a Block II and IIIA solution

using IGS14 antenna calibrations for both, and finally, a Block II and IIIA solution with extended

GPS IIIA calibration. Worth noting is that the Jason-3 GPS antenna is tilted 15 degrees away

from zenith while the Sentinel-6 GPS antenna points towards zenith. This geometry, combined

with a yaw-steering attitude profile, changes the correlation between the receiver and transmitters,

particularly in the spacecraft z-direction. As such, Jason-3 provides a useful validation of the

consistency of the GPS IIIA PV extension given that it has different lines of sight to the GPS

constellation. These solutions are processed over the same time frame as the previous Sentinel-6

MF results, 2021-01-01 to 2021-12-31. Like Sentinel-6 MF, the Jason-3 receiver antenna calibration

is generated from Block II only measurements although from a longer time frame covering from

2016-02-13 to 2020-09-12.

7.4.1 Jason-3 Internal Metrics

The Jason-3 daily L1/L2 dual-frequency phase post-fit residual rms is shown in Figure 7.9

and the mean ± the standard deviation is listed in Table 7.5. Here the results show a pattern that

matches what was observed in Sentinel-6 MF, where the POD solutions using both Block II and

IIIA tracking data are more in line with Block II-only solutions when the extended calibrations for

the GPS IIIA transmitters are applied.

Table 7.5: Jason-3 post-fit residual rms in terms of the mean ± the standard deviation of the daily
statistics

LC (mm) LC GPS IIIA Only (mm) PC (mm)

Block II Only 4.4 ± 0.25 - 380 ± 30
Block II and IIIA IGS14 5.6 ± 0.38 9.3 ± 1.0 390 ± 30
Block II and IIIA Extended 4.5 ± 0.24 4.6 ± 0.40 390 ± 30
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Figure 7.9: Post-fit phase residual rms from Jason-3 ambiguity-resolved reduced dynamic orbit
solutions for three cases: 1) Block II tracking data alone (blue), 2) Block II and IIIA tracking
data with IGS14 antenna calibrations (red), 3) Same as case (2) but using GPS IIIA PV extension
(green)

Comparing the daily central four hours of overlap differences for radial, cross-track, and in-

track components, we observe a similar pattern to the Sentinel-6 MF overlap statistics. As with

Sentinel-6 MF, outliers 5 standard deviations from the mean are removed. Figure 7.10 shows the

Figure 7.10: Jason-3 Daily overlap rms for radial (left), cross-track (middle), and in-track (right)
from Jason-3 ambiguity-resolved reduced dynamic orbit solutions for three cases: 1) Block II track-
ing data alone (blue), 2) Block II and IIIA tracking data with IGS14 antenna calibrations (red), 3)
Same as case (2) but using GPS IIIA PV extension (green)
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Table 7.6: Jason-3 overlap difference rms in terms of the mean ± the standard deviation of the
daily statistics

Radial Overlap (mm) Cross-track (mm) In-track (mm)

Block II Only 0.80 ± 0.29 1.7 ± 0.61 1.8 ± 0.72
Block II and IIIA IGS14 0.79 ± 0.26 1.7 ± 0.58 1.8 ± 0.62
Block II and IIIA Extended 0.76 ± 0.26 1.7 ± 0.55 1.7 ± 0.62

daily overlap statistics for all three solutions. Table 7.6 lists the mean values ± the standard

deviation for all daily overlap values. While the overall improvements to the mean values are

relatively small when using the extended GPS IIIA calibration, it does represent an improvement

to the POD solution. The improvement to the standard deviations suggests a better day-to-day

consistency, particularly for the in-track component.

7.4.2 Jason-3 Ambiguity Resolution

Once again, the daily narrow-lane ambiguity resolution statistics for Jason-3 show a similar

pattern when compared to the Sentinel-6 MF ambiguity resolution. Figure 7.11 shows the statistics

of the daily ambiguity resolution after iteration (left) across all of 2021 and the mean ambiguity

Figure 7.11: Final iteration of daily narrow-lane ambiguity resolution histogram (left) and overall
mean narrow-lane resolution after each iteration (right) as a percent of passes constrained to less
than 10 centi-cycles from Jason-3 ambiguity-resolved reduced dynamic orbit solutions for three
cases: 1) Block II tracking data alone (blue), 2) Block II and IIIA tracking data with IGS14
antenna calibrations (red), 3) Same as case (2) but using GPS IIIA PV extension (green)
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resolution after each iteration (right). The median value of narrow-lane passes that are fixed to

less than 10 centi-cycles is 90.3 percent for the Block II only orbit solutions, 89.0 when including

GPS IIIA with IGS14 calibration, and 90.4 percent when including GPS IIIA with our extended

calibration. Here the ambiguity resolution with the extended GPS IIIA antenna calibrations is

consistent with the Block II only results. The extended GPS IIIA antenna calibration is also

consistent with the Block II only results after each iteration as seen in Figure 7.11 (right).

7.4.3 GPS Transmitter Calibrations

To evaluate the overall consistency of the transmitter antenna calibrations, residuals are

stacked by boresight angle and separated into sub-block types for all of 2021. Figure 7.12 shows

the mean residual value for both Sentinel-6 MF (left) and Jason-3 (right) as a function of trans-

mitter boresight angle from the reduced dynamic and ambiguity resolved solutions with the GPS

IIIA antenna calibration extension. The GPS IIIA satellite stacked residuals are generally quite

Figure 7.12: Comparison of stacked block residuals by transmitter boresight angle for Sentinel-6
MF (left) and Jason-3 (right)

consistent between the Jason-3 and Sentinel-6 MF solutions across all boresight angles less than

17 degrees, despite being processed completely independently of each other, and each with their

own receiver antenna calibrations. There are differences on the order of 1-2 mm at boresight angles
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higher than 17 degrees. These results suggest that improvements on the order of 1-2 mm to the

IGS14 PVs at all boresight angles for all blocks could be possible. The poorer performance of the

IIR-A residuals may be due to the IGS14 antenna calibration estimate being relative to a group of

satellites that have now been partially phased out of operation, showing a potential weakness in

applying combined PVs to an entire transmitter sub-block.

7.4.4 Manufacturer Published PVs for GPS IIIA

A recent public release of measured antenna patterns for the first five GPS IIIA satellites

(Fischer, 2022), provides an opportunity for comparison with the extended GPS IIIA IGS14 PVs de-

rived in this work. The data set, which includes phase measurements across azimuth and boresight

angles for each operational frequency (L1, L2, and L5), was collected prior to antenna installation

on the spacecraft. To compare against the GPS IIIA IGS14 PVs, phase values are converted to

length and averaged across azimuth. The individual L1 and L2 patterns are then combined in the

same way as the ionosphere-free observables.

Different standards for representing the PCO can confound the comparisons, so we adjust

the manufacturer PVs to be consistent with the IGS14 PCOs:

PV = PVPCO−Manufacturer − PVPCO−IGS14 + PVManufacturer (7.1)

where the phase variations due to the PCO (PVPCO) are computed by projecting the offset onto

the line-of-sight direction, e, using

PVPCO = r · e = xPCOcos(el)cos(az) + yPCOcos(el)sin(az) + zPCOsin(el) (7.2)

For azimuth averaged PVs, only the z-offset is retained, simplifying to

PVPCO = zPCOsin(el) (7.3)

Figure 7.13 (left) shows the comparison of the GPS IIIA IGS14 PVs including our extension
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to the average PVs based on the published values. To aid in the comparison of the overall shape,

the published PVs are shifted to align the 0 degree boresight value with the IGS14 value.

Figure 7.13: Comparison of the average GPS IIIA manufacturer published phase variations to the
extended IGS14 values (left) and the difference between them (right)

Figure 7.13 (right) shows the difference between the ground-measured and extended IGS14

phase calibrations. In light of the different techniques used to establish these estimates, the general

agreement of the patterns to within 4 mm below 14 deg boresight, and 15 mm overall, is quite

encouraging. Two candidate explanations for the remaining differences are spacecraft multipath

effects, which are unaccounted for in the manufacturer’s antenna measurements, and the consistency

constraints imposed on the IGS14 antenna calibrations. The ability to detect and correct for

spacecraft multipath is clearly an important benefit of using in-flight calibrations. Transmitter

calibration differences due to the reference frame constraint are less critical, because they will

have very little effect on POD when combined with in-flight receiving antenna calibrations that

compensate for these systematic effects (Jäggi et al., 2010).

It is quite interesting to note, however, that the measured PVs are smooth across the 14

degree transition, whereas the extended GPS IIIA calibration has a noticeable shift in the slope

before and after 14 degrees. This feature is not unique to our solution but is also evident in the

IGS14 Block IIR-M/B and IIF PVs. Given that our extension has been developed to be consistent

with the Block II extensions, this discrepancy may highlight a potential deficiency in the IGS14

PVs which is potentially a result of the the Block IIAs being used as the baseline for later Block II
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satellite extensions (Schmid et al., 2016). Thus, future work to develop calibrations referenced to

the manufacturer-provided GPS IIIA antenna patterns seems like a promising approach for further

improvements in GPS performance.

7.5 Summary

The work presented demonstrates an effective extension of the IGS14 GPS IIIA PVs above

14 degree boresight angles and the resulting improvements to the orbit determination solutions for

both Sentinel-6 MF and Jason-3. We provide a model for the GPS IIIA PVs for boresight angles

greater than 14 degrees, using an approach that makes them consistent with the IGS14 Block II

PVs. Use of this GPS IIIA PV extension, determined from only Sentinel-6 tracking data, results in

better consistency between orbit solutions determined from Block II-only tracking data and those

including both Block II and III. Most metrics improve when using the combination of Block II and

IIIA tracking data together with our GPS IIIA PV extension. POD solutions for low-Earth orbiters

will likely be degraded without a more reliable antenna calibration for GPS IIIA satellites, with

the impact continuing to grow as the number of GPS IIIA satellites increases. Our estimates for

the GPS IIIA PVs for boresight angles greater than 14 degrees remove this potential degradation.

Additionally, the correlated residuals between Sentinel-6 MF and Jason-3 suggest that the IGS14

antenna calibrations could be improved across all sub-block types. Given the performance and

low multipath properties of the Sentinel-6 MF TriG receiver, it presents the possibility for use as

a reference calibration for estimation of the entire GPS transmitter antenna calibration separate

from a predetermined reference frame. An approach similar to that performed by Haines et al.

(2015) could provide additional insight for improvement of the transmitter calibrations.

The current form of the IGS2020 transmitter calibrations have adjusted the PCOs of all GPS

transmitters to the IGS realization of the ITRF2020 while continuing to use the PVs from the

IGS14 transmitter calibrations. Similarly, the GPS IIIA PV extensions from this work, relative

to the IGS14 Block II transmitters, could also be applied to the IGS2020 transmitter calibrations.

Additionally, with the release of the manufacturer published PVs for GPS IIIA, it is possible to
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recalibrate the Block II PVs against the the GPS IIIA. This has the potential to remove the large

z-offsets observed in the TriG in-flight receiver calibration.



Chapter 8

An evaluation of a combined TriG and PODRIX POD solution

8.1 Introduction

Sentinel-6 MF is the first LEO satellite to fly two fully independent geodetic GNSS receivers

with the PODRIX (redundant pair) tracking GPS and Galileo signals and the TriG tracking GPS.

This unique configuration presents an opportunity to study and compare a multi-receiver, multi-

GNSS constellation POD solution. The performance of the combined solution can be compared

and contrasted with the performance of each receiver alone and between the GPS and Galileo con-

stellations. The configuration of Sentinel-6 MF acts an orbiting geodetic observatory, linking three

separate tracking systems in GPS, Galileo, and SLR. As described by Haines et al. (2015), having

a single space platform with multiple geodetic tracking systems could enable better realizations of

the terrestrial reference frame along with improved gravity recovery. While the primary goal of

this study is to understand and compare the POD associated with the TriG and PODRIX, it is

important to highlight the additional benefits that Sentinel-6 MF could provide for geodetic science.

Montenbruck et al. (2021) first demonstrated highly accurate POD solutions for Sentinel-6

MF with a consistency of 1 cm based on the PODRIX observations alone. Additional PODRIX

derived solutions were described by Peter et al. (2022) and Zandbergen et al. (2022) where it was

found that the Galileo solutions performed better than the GPS solutions, but when combined, the

two performed better than either alone. The better Galileo performance is due to lower residual

rms and higher ambiguity fixing statistics. Jin et al. (2023) demonstrated the ability to estimate

the Sentinel-6 MF attitude using observations from both receivers. Applying the estimated attitude
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improved the orbit solutions when compared to solutions based on the nominal attitude. However,

they did not present results using the as-measured quaternions.

TriG based POD solutions were presented as part of the studies described in Chapters 6 and

7, where solutions with radial orbit accuracies better than 1 cm were inferred from SLR residuals.

Even though highly accurate POD solutions for both the TriG and PODRIX have already been

demonstrated, the goal of this study is to estimate orbit solutions using all observations from both

the PODRIX and TriG receivers. As part of this work, initial comparisons between separate TriG

and PODRIX solutions revealed a discrepancy in the in-track position of approximately 10 mm.

A similar bias was also observed in baseline estimates between the TriG and PODRIX antennas

by Montenbruck et al. (2022) and Desai et al. (2022). Based on SLR residuals, this bias has been

isolated to an inconsistency between the estimated receiver clock bias and time-tag in the TriG

observations. To correct for this, the TriG observations are calibrated through the application of a

405 m range bias, which is equivalent to a 1.35 µs time-tag error.

Section 8.2 compares the two receivers and tracking modes and provides an overview of

the available data. This is followed by a brief description of the methods for antenna calibration

estimation and POD processing strategy. Next, section 8.3 provides a description of the observed in-

track bias between the TriG and PODRIX, and the calibration of the TriG observations to resolve it.

Section 8.4 provides an overview of the results for six solutions; TriG only, TriG only with 10 degree

elevation mask, PODRIX GPS only, PODRIX Galileo only, PODRIX GPS plus Galileo (referred

to as PODRIX from here on), and TriG plus PODRIX (referred to as combined from here on).

First, the mean offsets absorbed by the estimated antenna PV corrections are compared across the

different solutions. As in the prior chapters, the results include a presentation of the internal metrics

consisting of post-fit residual rms, orbit overlaps, and ambiguity resolution performance. Finally,

the orbit accuracy of each solution is evaluated through the use of independent SLR measurements

which are withheld from the POD solutions.
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8.2 Methods

8.2.1 Sentinel-6 MF Instrumentation

The primary Sentinel-6 MF GNSS POD instrument is a redundant pair of multi-GNSS (GPS

and Galileo) PODRIX receivers from RUAG, capable of tracking up to a combined total of 18

GPS and Galileo satellites (Montenbruck et al., 2021; Peter et al., 2022). A secondary NASA JPL

TriG receiver with support for radio occultation measurements also provides POD quality GPS

observations, tracking up to 12 satellites (Tien et al., 2010, 2012). The TriG does not enforce any

limitations on tracking based on elevation, but the PODRIX employs a 10 degree receiver elevation

mask. Table 8.1 shows the various signals available on Sentinel-6 MF and their corresponding

RINEX 3.0 (receiver independent exchange format-version 3.0) observation codes (Gurtner and

Estey, 2007). The current PODRIX tracking configuration includes a mix of legacy and modern

GPS observations on L1 and L2 along with those from Galileo on L1 and L5. With this extensive

measurement set, Sentinel-6 MF facilitates the comparison of solutions using newer signals against

the legacy observations which have an extensive well-established record for POD.

In this study, we use the RINEX 3.0 three digit nomenclature to define the observations. The

Table 8.1: GNSS observation types available on Sentinel-6 MF. TriG observations are derived from
P(Y) (along with C/A on L1) tracking while the PODRIX tracks P(Y) on Block IIR satellites and
C/A and L2C for Blocks IIR-M, IIF, and GPS IIIA

Receiver GNSS Frequency Band PRN Code Pseudorange Carrier Phase
Type Observation Code Observation Code

TriG GPS L1/1575.42 MHz C/A C1C L1C
L1/1575.42 MHz P(Y) C1W L1W
L2/1227.60 MHz P(Y) C2W L2W

PODRIX GPS L1/1575.42 MHz C/A C1C L1C
L1/1575.42 MHz P(Y) C1W L1W
L2/1227.60 MHz L2C (L) C2L L2L
L2/1227.60 MHz P(Y) C2W L2W

PODRIX Galileo E1/1575.42 MHz C C1C L1C
E5a/1176.45 MHz Q C5Q L5Q
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first letter defines the observations type (C for pseudorange, L for phase), the second is the frequency

band (L1, L2, L5), and third the observation type (e.g. C for C/A, W for P(Y), and L for L2C). The

TriG tracks GPS C1C/C1W/C2W pseudorange along with L1C/L1W/L2W carrier signals. The

PODRIX tracks both GPS and Galileo signals. For GPS, the C1C/C1W/C2W pseudorange and

L1C/L1W/L2W carrier phase are tracked for the Block IIR satellites, but switches to C1C/C2L

pseudorange, and L1C/L2L carrier phase for Blocks IIR-M, IIF, and GPS IIIA satellites which

transmit the modernized L2L signal. For Galileo signals, the C1C/C5Q pseudorange and L1C/L5Q

phase signals are tracked.

The JPL orbit, clock, and wide-lane products (Dietrich et al., 2018) are estimated using the

1W/2W observations for GPS and 1C/5Q for Galileo. The TriG tracks the C1W/C2W pseudorange

signals which are consistent with the clock product, so no corrections based on observation type

are necessary. The same is true for the PODRIX-Galileo observations which track the C1C/C5Q

pseudorange signals. On the other hand, the PODRIX 1C/2L measurements must be corrected

for differential code biases (DCB) that exist between the different pseudorange signals. DCBs

are the result of hardware delays between different codes and can occur on both transmitters and

receivers. Uncorrected DCBs degrade the wide-lane ambiguity resolution, which is the first step for

single receiver ambiguity resolution (Bertiger et al., 2010b). Before processing, several corrections

have been applied to the PODRIX RINEX files. The first is a calibration by the manufacturer of

temperature dependent pseudorange corrections which account for receiver based biases between

C1C-C1W and C2L-C2W pseudorange observations. As estimated by Montenbruck et al. (2021),

an additional empirical correction to the L2L phase measurement of 0.075 cycles, plus the expected

0.25 cycle offset between L2L and L1W, is also applied.

8.2.2 Differential Code Bias Correction

Because a subset of the PODRIX GPS signals observe the C1W/C2W pseudoranges, which

are consistent with the wide-lane bias product, they can serve as a reference against which the

remaining C1C-C1W and C2L-C2W biases can be estimated. This was done by first fixing TriG
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Figure 8.1: Post-fit pseudorange rms (left) and wide-lane ambiguity resolution (right) as a function
of percentage of samples fixed to within 10 centi-cycles of an integer for a given C1C and C2L offset

based orbit solutions. Then, a bias was applied to the C1C and C2L observations across a range of

±0.5 m in 0.05 m steps. For each combination of C1C and C2L biases, the C1W/C2W observations

along with a single C2L transmitter were fit to the fixed orbit solutions estimating only the receiver

clock, phase biases, and produced wide-lane resolution statistics. Finally, the C1C and C2L bias

values were chosen based on the the combinations of highest percent wide-lane ambiguity resolution

and the lowest post-fit pseudorange residual rms. This was done for all L2C transmitters for two

separate days, 2021-06-30 and 2022-05-29, and the average bias from these two days was applied

to all observations across the examined time span. Figure 8.1 shows the results for SVN-50 from

2021-06-30. Applying these biases greatly improves the overall wide-lane ambiguity resolution.

8.2.3 Data Overview

TriG pseudorange and phase observations are downlinked at 1 Hz. The PODRIX phase

observations are also sent at 1 Hz, but the code observations are only sent once per 10 seconds.

Prior to orbit estimation, raw measurements are processed in the GipsyX GNSS data editor where

they are screened for outliers and phase breaks are flagged. Continuous phase arcs shorter than
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Figure 8.2: Number of observations from 2021-06-30 to 2022-12-31 as a function of receiver elevation
(left) and transmitter boresight (right) for TriG 1W/2W (blue), PODRIX-GPS 1W/2W (orange),
PODRIX-GPS 1C/2L (green), and PODRIX-Galileo 1C/5Q (red). The left panel also shows the
total PODRIX observations (purple)

10-minutes are discarded. The remaining observations are decimated to a 5-minute data rate

along with carrier smoothing of the pseudorange. Figure 8.2 shows the number of observations

available as a function of receiver line-of-sight elevation for all observations across an 18 month

time span from 2021-06-30 to 2022-12-31. Of the total combined TriG and PODRIX observations,

the TriG contributes 40.5% and the PODRIX 59.5%. For the PODRIX observations, 8.7% are GPS

C1W/C2W, 46.1% GPS C1C/C2L, and 45.2% Galileo. In the receiver frame, approximately 35%

of TriG observations are below 20 degrees elevation, while fewer than 24% of PODRIX observations

are below this threshold due to the 10 degree elevation mask. In the transmitter frame, more than

half of all TriG observations occur at boresight angles between 14 and 17 degrees. The PODRIX-

Galileo on the other hand has only about 30% of observations above 14 degrees with a maximum of

15 degrees. This is due not only to the 10 degree mask, but also the higher altitude of the Galileo

constellation.

Figure 8.3 shows the percentage of epochs with a given number of tracked satellites. The me-

dian tracked is 9 for the TriG, 1 for the PODRIX-GPS C1W/C2W, 6 for PODRIX-GPS C1C/C2L,

and 6 for PODRIX-Galileo resulting in a combined total of 13. The TriG tracks eight satellites or
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Figure 8.3: Number of satellites tracked at each epoch from 2021-06-30 to 2022-12-31 for PODRIX-
GPS 1W/2W (orange), PODRIX-GPS 1C/2L (green), PODRIX-Galileo 1C/5Q (red), TriG
1W/2W (blue), ant total PODRIX (purple)

more 91.7% of the time, while the PODRIX tracks eight or more observations 99.0% of the time.

By combining the GPS and Galileo constellations, the PODRIX increases the median tracking by

4 transmitters more than the TriG despite its 10 degree elevation mask. In terms of the number of

measurements possible, the multi-constellation tracking provides a clear advantage.

8.2.4 Receiver Antenna Calibrations

Like the previous studies, the receiver antenna calibration is estimated from daily solutions

generated from 24-hour dynamic orbit estimates. This process is described in more detail in Chapter

3 with the estimation strategy shown in Table 3.1. The main difference from the previous studies is

that instead of a single system (TriG), there are now two independent receivers, TriG and PODRIX.

Also, even though the PODRIX-GPS and PODRIX-Galileo observations share an antenna, they

require separate calibrations due to the different observation frequencies as well as the dependence

on the IGS14 transmitter calibrations. This results in a total of three antenna calibrations.

For each orbit solution, antenna calibrations for both the code and the phase are estimated in

a manner that is consistent with the receiver observations under study. For example, the TriG POD
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solutions use an antenna calibration that is estimated using only TriG observations, whereas for

the combined antenna calibration, the TriG, PODRIX-GPS, and PODRIX-Galileo corrections to

the pre-launch calibrations are simultaneously estimated together in a single solution. Constraints

are constructed from the antenna calibration vertices for the x-offset using the methods described

in Section 5.5. When multiple calibrations are being estimated together, the x-offset constraint

is applied to only one antenna calibration. This allows for any observable baseline between the

calibrations to be retained. For the PODRIX, the Galileo calibration x-offset is chosen to be

constrained to zero whereas for the combined, the TriG calibration is constrained.

8.2.5 POD Processing Strategy

The POD processing strategy follows closely the procedure previously described in Section

5.2. The primary difference is the use of the Rapid JPL multi-GNSS clock product instead of

the final products, which at the time of writing do not include the orbit and clock products for

Galileo. The IGS14 PCO and PV calibrations from igs14 2196.atx (Rebischung and Schmid, 2016)

are applied with the exception of the GPS IIIA which uses the estimated extension described

Figure 8.4: Receiver clock bias for PODRIX-Galileo (blue) and PODRIX-GPS (orange) and solution
differences from 2022-01-22
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in Chapter 7. Finally, while the PODRIX GPS and Galileo observations share a common clock

bias contribution from the receiver, there exists an inter-signal bias between the observable clock

solutions. Also, as noted by Peter et al. (2022), there are small glitches (2-3 cm) in the GPS phase

observations which show up in clock solution as seen in Figure 8.4. This prevents the ability to

estimate a constant inter-signal bias as it would degrade the ambiguity resolution. For this reason,

a separate clock bias is estimated for the TriG, PODRIX-GPS, and PODRIX-Galileo observation

sets.

8.3 TriG/PODRIX In-Track Bias Correction

Before processing a combined solution, we conducted a comparative evaluation of TriG based

solutions to separately processed PODRIX-GPS and PODRIX-Galileo orbit solutions. The applied

background models and estimation strategies are the same for all three solutions. The following

comparisons show the differences between 30-hour reduced-dynamic solutions applying the pre-

flight antenna calibrations and ambiguity resolution. Figure 8.5 shows the statistics from 550 days

of the mean component differences of the central 24-hours for each day in the radial, cross-track,

and in-track directions. Small radial differences exist between GPS and Galileo solutions of a few

Figure 8.5: Daily mean component differences between PODRIX-GPS and TriG solutions (blue),
PODRIX-Galileo and TriG (orange), and PODRIX-Galileo and PODRIX-GPS for radial (left),
cross-track (middle), and in-track (right) components from 2021-06-30 to 2022-12-31
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millimeters. This is likely due to inconsistencies between the pre-flight calibrations and the applied

transmitter calibrations. The offsets in the cross-track differences are also small, below 0.5 mm.

The in-track differences, however, show a consistent offset of about 10 mm between the two receiver

solutions regardless of the constellation used with the PODRIX. While not significantly impactful

for altimetry science, it is important for better understanding the behavior of each receiver.

The approximately 10 mm shift between the TriG and PODRIX is consistent with the ob-

served baseline shift as reported by Desai et al. (2022) and Montenbruck et al. (2022). The observed

differences between solutions is relative, and it could potentially be due to one, or both receivers.

In order to determine the cause, the first step is to determine which receiver is the source of the

relative bias. To do this, we examined the SLR residuals from each orbit solution used in the above

comparisons for systematic body-frame errors. These offsets will map into the SLR measurements

based on observation line-of-sight azimuth and elevation using

SLRres = Xoffcos(el)cos(az) + Yoffcos(el)sin(az) + Zoffsin(el) (8.1)

We can estimate the offsets using a least squares approach with the resulting offsets being

in the same frame as the SLR to ground station line-of-sight azimuth and elevation, which in this

case is the spacecraft body frame. Because of the yaw-fixed attitude, these offsets will be highly

correlated with the orbit frame. The least squares fit produces a body x-offset, which corresponds

roughly to an in-track offset of 8.6 mm for TriG orbit solutions that is not present in either of the

PODRIX solutions as shown in Table 8.2. Timing errors in the SLR observations can map into an

Table 8.2: Spacecraft body-x/y/z offsets estimated from the SLR residuals. These are correlated
with the orbit in-track (body-x), cross-track (body-y), and radial (body-z) directions

rms (mm) x (mm) y (mm) z (mm)

TriG 8.2 8.55 -2.69 4.02
PODRIX-GPS 7.7 -0.97 -2.57 3.56
PODRIX-Galileo 7.5 -0.89 -2.60 1.68
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in-track error at the few mm level (Arnold et al., 2019), but the TriG in-track offset is larger than

would be expected. This indicates the TriG as the dominant source of the relative in-track bias.

8.3.1 Timing Effects on Pseudorange

An in-track/body-x error such as the one seen here can be caused by something physical, such

as an error in the antenna reference point, or timing errors. The yaw-fixed attitude of Sentinel-6

MF can make distinguishing these two effects difficult. However, the 180 degree yaw-flips allow for

separating physical offsets from in-track offsets caused by timing errors. As shown in more detail

later, this bias appears to be caused by a timing error.

Receiver timing errors change the observed pseudorange in two ways: a bias across all ob-

servations from the receiver clock, and a range-rate effect related to time-tag errors. For a given

transmitter and receiver pair and ignoring ionosphere, multipath, and noise, the observed pseudo-

range is

ρ = c(trrx − tttx) (8.2)

where ρ is the pseudorange, trrx is the receiver clock time at time of reception, and tttx transmitter

clock time at time of transmission. This can be rewritten in terms of the geometric range and the

receiver and transmitter clock biases relative to GNSS time (tGNSS) as

ρ = r + δtrrx(c− ρ̇)− cδtttx (8.3)

where

δtrrx = trGNSS − trrx (8.4)

δtttx = ttGNSS − tttx (8.5)

Equation 8.3 models the expected pseudorange by incorporating both the bias and time-tag effects

under the assumption that the time-tag bias is only due to the receiver clock offset relative to

tGNSS . It should be noted that modeling the time-tag in this way will have very little effect on

the estimated clock bias. This is due to the fact that c is much larger than ρ̇. However, given the
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high range rates for a LEO spacecraft of more than 6000 m/s, it will have a significant impact on

the expected pseudorange. The TriG receiver clock bias is often larger than 100 µs which could

potentially result in over half a meter difference in the modeled pseudorange.

The pseudorange as modeled in Equation 8.3 works well, but as mentioned before, assumes

that the time-tag offset is consistent with the receiver clock offset. If this assumption does not hold

true, either because of an added range bias (clock-like bias but no effect on time-tag) or a time-tag

offset (from some source other than the receiver clock), then it will produce an error in the modeled

pseudorange that is absorbed by an in-track offset when the position of the spacecraft is estimated.

This in-track offset is proportional to the receiver velocity and the timing error.

When the pseudorange is modeled using Equation 8.3, it is not possible to separate a pure

range bias from a pure time-tag bias. This can be shown by first adding a time-tag bias term, τ ,

to Equation 8.3 (dropping the transmitter contribution) which results in

ρ = r + δtrrx(c− ρ̇) + τ ρ̇+ . . . (8.6)

Separating the receiver clock in terms of a new clock bias, δt̂rrx, and the time-tag bias produces

δtrrx = δt̂rrx + τ (8.7)

Plugging Equation 8.7 back into Equation 8.6 results in

ρ = r + δt̂rrx(c− ρ̇) + τc+ . . . (8.8)

Which is equivalent to Equation 8.6 but expressed in terms of a range bias instead of a time-tag

bias, and having a new clock bias offset by the range bias (δt̂rrx = δtrrx − τ). Estimation of either

a constant range bias or time-tag bias allows for the separation of the clock bias and the time-

tag. In practice, it is easier to estimate a constant range bias over the entire solution arc and an

independent white noise receiver clock bias at each epoch.
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To test this hypothesis, a constant range bias was estimated for a combined TriG and PO-

DRIX 30-hour reduced-dynamic orbit solution with applied pre-launch antenna calibrations and

ambiguity resolution. Daily range biases were estimated for both the TriG and PODRIX-GPS

observations but not for PODRIX-Galileo. Figure 8.6 (left) shows the daily estimated range bias

values across 1.5 years. Both solutions have a similar pattern in the time history with the TriG

showing a large offset relative to the PODRIX-GPS. The differences between the two solutions show

a relatively consistent offset between the two. The mean offset weighted by the formal error over the

entire time-span results in a range bias estimate for the TriG of 405 m and for the PODRIX-GPS

of -38 m.

Figure 8.6: Daily range bias estimates across 550 days (left) for the TriG (Blue) and PODRIX-GPS
(orange) and the daily estimated differences (right)

The estimated range bias will incorporate the relative in-track offsets due to both timing

effects and any baseline offsets aligned with the in-track direction. This can be clearly demonstrated

by adjusting the TriG body-fixed antenna reference point by 10 mm in the body-x direction. Figure

8.7 shows the time history for three months with this offset applied. The range bias estimates are

consistent between the TriG and PODRIX-GPS, but only during the fly forward attitude where

the applied body-x baseline offset is able to compensate for the in-track offset. However, during the
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Figure 8.7: Daily range bias estimates (left) for the TriG (blue) and PODRIX-GPS (orange) and
the daily estimated differences (right) after adjusting the TriG antenna reference point in the body-
x direction by 10 mm

periods with 180 degree yaw bias, the range bias for the TriG approximately doubles, indicating

that a baseline error cannot be the cause of the in-track bias. In contrast, Figure 8.8 shows the

daily estimated range bias after offsetting the TriG observations by 405 m. Here the results are in

Figure 8.8: Daily range bias estimates (left) for the TriG (blue) and PODRIX-GPS (orange) and
the daily estimated differences (right) after removing a 405 m range bias from the TriG observations
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good agreement across the entire time span including during the days with 180 degree yaw bias.

There is potentially a small observable baseline offset between the two but appears to be less than

1 mm. The Sentinel-6 MF yaw-flip maneuvers help to decouple the effects of a pure baseline offset

from a pure timing error. Both baseline offsets and timing errors should be consistent regardless of

the spacecraft attitude. However, offsets in the baseline are linked to the spacecraft body frame and

timing errors to the orbit frame. Because of this, we can conclude that the in-track bias between

the TriG and PODRIX solutions is dominated by a timing error and not a physical baseline error

between the antennas.

The SLR residual indication of a relative bias of about 9.5 mm between the TriG and PODRIX

is consistent with the absolute range bias of 405 m or equivalent to a time-tag inconsistency of

1.35 µs. Given the orbital velocity of Sentinel-6 MF (∼7000 m/s), a time-tag error of 1.35 µs

produces approximately 9.5 mm of displacement consistent with the observed bias between the

TriG and PODRIX. The source of this error is unclear, but determination of the exact cause is

beyond the scope of this study. Thus, for the remainder of this analysis, all TriG solutions simply

apply a fixed range bias of 405 m to the pseudorange and phase observations.

8.4 Results

The results presented here cover 550 days from June 30, 2021 to December 31, 2022. An

evaluation of six different 30-hour, reduced-dynamic orbit solutions with ambiguity resolution are

examined and compared: a TriG only solution, a TriG only solution with 10 degree elevation mask,

a PODRIX-GPS only solution, a PODRIX-Galileo only solution, a PODRIX-GPS plus Galileo

solution, and a TriG plus PODRIX combined solution. Each solution uses an in-flight antenna

calibration estimated from consistent methodology. The solutions are evaluated for consistency and

precision using post-fit residual rms, orbit overlaps, and ambiguity resolution statistics. Finally,

the orbit accuracy for each solution is assessed with independent SLR observations.
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8.4.1 Antenna Calibration

Figure 8.9 shows the estimated in-flight PV corrections for each antenna calibration in the

combined solution. Because spacecraft body-x/y/z offsets can be absorbed in the PVs, it is useful

to examine how these offsets have changed relative to the nominal pre-launch antenna calibration.

Table 8.3 lists the body-x/y/z offsets contained within each calibration correction. The bold offset

represents the antenna for which the x-offset was constrained. At the scale in Figure 8.9, each

separate antenna calibration appears very similar, and so only the results from the combined

solution are shown. The antenna offsets within each calibration are consistent across the different

solutions. GPS phase calibration corrections have very similar z-offsets of about 20 mm whereas

Figure 8.9: Correction to the pre-launch antenna calibration for the TriG (left), PODRIX-GPS
(middle), and PODRIX-Galileo (right)

Table 8.3: Antenna offsets [body-x, body-y, body-z] computed from the pre-launch corrections.
Constraints are applied to the bold x-offset

TriG (mm) PODRIX-GPS (mm) PODRIX-Galileo (mm)

TriG only [0.05,−5.48, 20.82] – –
PODRIX-GPS only – [−0.05, 9.33, 20.06] –
PODRIX-Galileo only – – [−0.12, 7.14,−12.18]
PODRIX-GPS/Galileo – [−0.26, 9.35, 19.96] [−0.12, 7.06,−11.93]
TriG plus PODRIX [0.05,−5.51, 20.67] [1.06, 9.36, 20.09] [1.16, 7.02,−11.78]
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PODRIX-Galileo has a -11 mm z-offset. It seems likely that the relatively large z-offsets are linked

to the IGS14 transmitter calibrations. For the combined solution, constraining the TriG x-offset to

zero results in a small offset of about 1 mm in both the PODRIX calibrations. This may be the

result of a small baseline difference or possibly related to the estimated range bias for the TriG.

Nevertheless, it is quite small. Fairly sizable y-offsets of 5-9 mm exist in all three calibrations but

with opposite signs between the TriG and PODRIX. Similar offsets were observed by Desai et al.

(2022) and Montenbruck et al. (2022) with a potential explanation being caused by an attitude

yaw-bias.

8.4.2 Internal Metrics

Each orbit solution is first evaluated using a set of internal metrics comprising the daily

post-fit residual rms to test for goodness of fit. Next, a comparison of the orbit overlap difference

rms is used to assess the orbit solution precision and consistency. This is followed by a discussion

of the ambiguity resolution statistics for each solution.

Figures 8.10 and 8.11 show the distribution of the combined solution phase and code daily

residual rms from 30-hour reduced-dynamic orbit solutions with ambiguity resolution. The mean of

the daily rms ± the overall standard deviation is shown in Table 8.4. The TriG residuals are larger

overall due to tracking down to zero degrees. When applying a 10 degree mask to the TriG, as is

done for the PODRIX, the observations with the highest measurement noise are removed. This

results in phase residuals that are slightly smaller than the PODRIX-GPS. The PODRIX-Galileo

Table 8.4: Post-fit residual rms in terms of the mean ± the standard deviation of the daily statistics

Ionosphere-free Phase (mm) Ionosphere-free Code (mm)

TriG 1W/2W 5.9 ± 0.45 660 ± 41
TriG 1W/2W >10-deg 3.7 ± 0.32 530 ± 35
PODRIX 1W/2W 4.2 ± 0.35 320 ± 48
PODRIX 1C/2L 4.1 ± 0.22 350 ± 50
PODRIX E1/E5a 3.4 ± 0.18 280 ± 30
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Figure 8.10: Distribution of the daily ionosphere-free phase residual rms statistics from the com-
bined solution computed separately for TriG L1W/L2W, TriG >10-deg L1W/L2W, PODRIX-GPS
L1W/L2W, PODRIX-GPS L1C/L2L, and PODRIX-Galileo L1C/L5Q

Figure 8.11: Distribution of the daily ionosphere-free code residual rms statistics from the com-
bined solution computed separately for TriG C1W/C2W, TriG >10-deg C1W/C2W, PODRIX-GPS
C1W/C2W, PODRIX-GPS C1C/C2L, and PODRIX-Galileo C1C/C5Q

phase and code residuals are smaller than any of the GPS with less variability overall. This can

be attributed to the lower noise and multipath effects of wideband code tracking on L5 (Circiu

et al., 2017). The PODRIX-GPS code observations are nearly 20 cm smaller than the TriG even
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accounting for the 10 degree mask. Also, the PODRIX C1W/C2W observations have a similar

rms to the C1C/C2L observations. The C1C/C2L residuals do exhibit a different distribution in

Figure 8.11 which could possibly be related the residual receiver DCBs between C1W/C2W and

C1C/C2L.

The orbit solution precision can be evaluated using orbit overlaps. From the 30-hour solution

arcs, this results in 6 hours of overlap between each daily solution as shown in Figure 2.2. Using

only the central four hours to avoid edge effects, a single rms value for the radial, cross-track,

and in-track directions is computed from the daily component differences. Figure 8.12 shows the

distribution of the daily rms statistics after 5σ outlier removal. All solutions exhibit very good

precision with the TriG and PODRIX solutions showing very similar performance. The PODRIX-

Galileo solution has slightly higher mean overlap rms and the most variability from day-to-day.

Combining all observations into a single solution produces the most consistent overlap statistics

with decreases in the mean overlap rms as well as in the daily variability across the solution time

Figure 8.12: Daily overlap difference rms for radial (left), cross-track (middle), and in-track (right)
from Sentinel-6 MF ambiguity-resolved reduced dynamic orbit solutions for six cases: 1) TriG, 2)
TriG >10-deg, 3) PODRIX-GPS, 4) PODRIX Galileo, 5) PODRIX, 6) Combined
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Table 8.5: Overlap difference rms in terms of the mean ± the standard deviation of the daily
statistics after 5σ outlier removal

Radial Overlap (mm) Cross-track (mm) In-track (mm)

TriG 0.72 ± 0.28 1.5 ± 0.5 1.6 ± 0.6
TriG >10-deg 0.70 ± 0.24 1.5 ± 0.5 1.7 ± 0.6
PODRIX-GPS 0.69 ± 0.23 1.5 ± 0.9 1.7 ± 0.6
PODRIX-Galileo 1.1 ± 0.4 2.1 ± 0.9 2.8 ± 1.1
PODRIX 0.63 ± 0.20 1.4 ± 0.5 1.6 ± 0.5
Combined 0.57 ± 0.18 1.4 ± 0.4 1.3 ± 0.4

span as shown in Table 8.5. The most notable improvement is for the in-track overlap which seems

to benefit the most from the increase in observations. This is evident in both the PODRIX and

the combined solutions. It is interesting to note, however, that applying a 10 degree elevation

mask to the TriG did not degrade the solution precision. This is likely due to removal of the noisy

low-elevation observations.

The slightly poorer performance of the PODRIX-Galileo compared to the other solutions may

be due to a few factors. It is possible that performance may be degraded by the ISG14 calibrations

and potential lower accuracy orbit and clock products. This could be tested by applying the newer

IGS20 calibrations to evaluate this effect. It is also possible that the Galileo ambiguity resolution

may play a factor and is discussed in more detail in the next section.

8.4.3 Ambiguity Resolution

Each of the daily reduced-dynamic POD solutions implement single-receiver ambiguity reso-

lution (Bertiger et al., 2010b). The phase ambiguity biases are fixed using a wide-lane bias product

estimated from a ground station network. This allows for the formation of double differences with

the LEO receiver. The narrow-lane ambiguities are fixed based only on resolved wide-lane double

differences that pass a confidence threshold and distance to the nearest integer test. The resulting

constraints are not a linearly independent set of double-differences, but rather applied from all

possible double-difference combinations. Because of this, constrained ambiguities are then applied
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Figure 8.13: Daily solution percent of wide-lane samples fixed to within 10 centi-cycles (left), and
the constrained double-differences as a percentage of the total possible for six solutions: 1) TriG
tracking data (blue), 2) TriG tracking data > 10 degrees (orange), 3) PODRIX-GPS tracking data
(green), 4) PODRIX-Galileo tracking data (red), 5) PODRIX tracking data (purple), 6) TriG plus
PODRIX tracking data (brown)

within the filter smoother using a confidence weight of 10 cm. The ambiguity resolved solution is

then iterated 10 times as described by Bertiger et al. (2010b).

Figure 8.13 shows the percentage of wide-lane samples (left) that have been resolved to less

than 10 centi-cycles of the integer ambiguity and the constrained double-differences as a percentage

of the total possible (right). The wide-lane resolution for the TriG has a relatively low percentage

of samples fixed to within 10 centi-cycles with an overall mean of 40.3%. The PODRIX-GPS

and Galileo, on the other hand, perform much better at 59.4% and 84.8% respectively. Because

only passes with acceptable wide-lane criteria are constrained, a similar pattern is observed in the

constrained double-differences as a percentage of the total possible. For the TriG, the cause of the

poor wide-lane resolution is uncertain, but may be related to the large code residual rms observed

earlier. It is interesting to note that the TriG does show a small benefit to the fixing statistics when

the 10 degree elevation mask is applied.

Figure 8.14 (left) shows the daily total number of double-difference passes which are con-

strained in the 30-hour solution arc. Despite the lower fixing statistics for the TriG, it has a similar

number of constraints applied as the PODRIX-GPS which is likely due to the higher number of
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Figure 8.14: Total number of daily applied constraints (left) and the overall mean narrow-lane
(right) samples resolved to within 10 centi-cycles of an integer after each iteration from 2021-
06-30 to 2022-12-31 for six solutions: 1) TriG tracking data (blue), 2) TriG tracking data > 10
degrees (orange), 3) PODRIX-GPS tracking data (green), 4) PODRIX-Galileo tracking data (red),
5) PODRIX tracking data (purple), 6) TriG plus PODRIX tracking data (brown)

tracked GPS transmitters for the TriG. Galileo on the other hand, despite having the highest fixing

percentage, has significantly fewer applied constraints. The reason for this is likely related to the

wide-lane bias product containing far fewer stations for Galileo than for GPS and so fewer double

differences are possible. In the combined solution, the applied constraints are dominated by the

GPS double differences.

The overall average narrow-lane resolution as a function of iteration is shown in Figure 8.14

(right). Like the wide-lane, the TriG percentage of narrow-lane samples resolved to less than 10

centi-cycles is the lowest across all iterations. The lower narrow-lane fixing rate for the TriG is also

evident in the combined solution. This poorer fixing rate is due to a number of fixed ambiguities

which appear to be in error by a half-integer. This half-integer error has also been observed by

Bertiger et al. (2010a). Given that the ambiguity resolution is applied with a soft constraint, it

does not appear to have a significant effect on the orbit solution.
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8.4.4 Independent SLR Residuals

To evaluate the orbit accuracy, we consider independent SLR observations (Pearlman et al.,

2019). Only a set of high performing SLR stations with biases below 5 mm for the entire data set are

considered to evaluate the Sentinel-6 MF orbit solutions. These include the following six stations:

Greenbelt, Maryland; Graz, Austria; Herstmonceux, United Kingdom; Mt Stromlo, Australia;

Yarragadee, Australia; and Wettzell, Germany. The SLR corrections discussed in Section 5.4 are

applied to the observations. After 5σ filtering, Figure 8.15 shows the SLR one-way residual rms

in the left panel, and the overall bias in the right panel as a function of boresight angle relative

Figure 8.15: SLR residual rms (left) and bias (right) as a function of boresight angle

LRA. Here we can see that all orbit solutions are relatively similar with rms values of 6.9 mm for

TriG, 7.0 mm for PODRIX-GPS, 7.3 mm for PODRIX-Galileo, 6.9 mm for PODRIX, and 6.8 mm

for the combined solution. Table 8.6 shows a comparison of the overall statistics from each set of

orbit solutions. The SLR residual rms below 45 degrees off-nadir angle (high station elevation) in

the LRA frame of 6.5 mm or lower for all solutions indicates radial accuracies better than 1 cm.

From the SLR residuals, mean body-x/y/z offset, correlated with the radial, cross-track, and

in-track directions, can be computed using a least squares approach with Equation 8.1. Table 8.7

lists the computed spacecraft body-x/y/z offsets. We see that all offsets are below 3 mm, and

the application of the range bias on the TriG solution has effectively removed the body-x bias
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Table 8.6: Comparison of the overall rms, bias, and rms below 45 degrees off-nadir angle

rms (mm) mean (mm) std (mm) rms < 45-deg (mm)

TriG 6.9 1.79 6.7 6.3
TriG >10-deg 6.9 1.78 6.7 6.3
PODRIX-GPS 7.0 1.80 6.7 6.4
PODRIX-Galileo 7.3 1.78 7.0 6.5
PODRIX 6.9 1.85 6.7 6.3
TriG plus PODRIX 6.8 1.82 6.6 6.2

Table 8.7: Spacecraft body-x/y/z offsets estimated from the SLR residuals. These are correlated
with the orbit in-track (body-x), cross-track (body-y), and radial (body-z) directions

X (mm) Y (mm) Z (mm)

TriG 0.50 -2.59 2.40
TriG >10-deg 0.54 -2.65 2.38
PODRIX-GPS -0.50 -2.58 2.35
PODRIX-Galileo -0.89 -2.71 2.29
PODRIX -0.78 -2.59 2.39
TriG plus PODRIX 0.47 -2.58 2.45

as previously observed. The Body-y/z offsets are consistent between each solution with relative

differences being smaller 0.2 mm. The body-z offsets will be correlated with the overall biases in

the right panel of Figure 8.15 which are related to both the station biases and potentially errors

in the range bias correction shown in Figure 5.7. The body-y offsets are more difficult to explain.

One potential explanation would be an body-y error in the spacecraft center of mass or the LRA

spacecraft reference location. However, given that each of the antenna calibrations have absorbed

fairly large body-y offsets, there appears to be some systematic error in the Sentinel-6 MF metrology

that may explain both of these effects and could be related to the proposed yaw-bias given by Desai

et al. (2022) and Montenbruck et al. (2022).
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8.5 Summary

Sentinel-6 MF is the first operational science platform in LEO that flies multiple receivers and

also tracks GPS plus Galileo observations. After estimation of antenna calibrations, orbit solutions

derived from TriG and PODRIX observations were assessed for precision and accuracy. Both the

TriG and PODRIX observations are capable of producing highly accurate orbit solutions.

The ability to compare the TriG and PODRIX solutions revealed a range bias of 405 m in

the TriG observations. Correcting for this removed a systematic bias in the in-track direction as

revealed by the SLR residual analysis. After application of the range bias for the TriG results in an

SLR residual rms reduction from 8.2 mm to 6.9 mm. This improvement is due to both the in-track

bias correction as well as the applied antenna calibration. When including the TriG and PODRIX

observations in a single solution, this results in the most precise orbit solutions as evidenced by

lower orbit overlap rms values and lowest SLR residual rms.

Overall, of the two receivers, the TriG and PODRIX had similar performance in terms of

orbit overlaps and SLR residual rms. For the PODRIX, some improvement is possible. The use

of multi-code GPS signals complicates the ambiguity resolution due to the presence of DCBs that

are not accounted for in the current wide-lane products. This is evident in the lower wide-lane

resolution and percentage of fixed double differences relative the PODRIX-Galileo. However, the

Galileo solutions performed slightly worse in terms of orbit overlaps and SLR residuals compared

to GPS potentially due to the transmitter calibrations, orbit and clock product, and significantly

fewer available double-difference combinations in the wide-lane bias product. Despite this, Galileo

had lower phase and code residuals rms which are benefits of wideband code tracking on L5. As

the Galileo orbit, clock, and wide-lane products mature, it will likely be a key contributor to LEO

based science missions.



Chapter 9

Conclusions and Future Work

9.1 Conclusions

GNSS-based precise orbit determination is a technique that can provide insights beyond

the orbit solutions themselves. In essence, the abundance of GNSS measurements allows for an

assessment and improvement of the dynamic force models, measurement models, and POD solution

strategy, which can then be applied back into the POD process and improve the subsequent orbit

solutions.

The CYGNSS mission, a constellation of eight small satellites designed to use reflected GNSS

signals for retrieval of ocean surface winds, provides an opportunity to study the limiting factors

of GNSS-R altimetry. For this application, orbit knowledge is a significant error source, and the

navigation solutions, computed with the onboard single-frequency GPS receiver, do not provide

sufficient accuracy. Using more than five months of data from the CYGNSS FM05 satellite, the

accuracy of the CYGNSS orbit solutions is improved by evaluating the solution strategies and

associated errors when applied to the GRACE mission, for which highly accurate orbit solutions

are available. Of the two competing solution strategies, the GRAPHIC method is shown to be more

accurate and precise than the code-only method. The bound on CYGNSS GRAPHIC orbit errors,

as inferred by GRACE, places a 1σ range of 1.4 – 5.3 cm for radial, 1.2 – 31 cm for cross-track, and

3.0 – 15 cm for in-track with a 3-D position error of 3.5 – 40 cm. The lower bound is determined

from the overlap precision and the upper bound from the GRAPHIC/Code-only differences. The

upper bound is dominated by code-only solution errors, and therefore the GRAPHIC solutions will
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be closer to the lower bound, particularly for the cross-track component. Based on the analysis of

GRACE POD solutions using the same methodology, the 1σ CYGNSS GRAPHIC orbit accuracy

is expected to be 3 cm radial, 3 cm cross-track, and 6 cm in-track, resulting in a 3-D accuracy

better than 10 cm. The improved orbit accuracy provided by this method allows researchers to

better determine the potential utility of the CYGNSS constellation for GNSS-R based altimetry

and potential single-frequency POD solutions for other small satellites.

Unlike CYGNSS, Sentinel-6 has high quality dual-frequency GNSS observations from two

independent receivers along with independent SLR observations which can be used to validate the

orbit solutions. This configuration provides the ability to study and improve the models which

are inputs to the POD solution process. Using only the TriG observations, the SRP modeling is

improved for Sentinel-6 MF. From dynamic orbit solutions the improved SRP modeling produce

much more consistent estimates for drag and solar scale, internal metrics, and estimated antenna

offsets when compared to the manufacturer provided macromodel. The improved consistency of the

dynamic solutions is important for antenna calibrations which are estimated within these solutions.

Independent SLR residuals measured against reduced-dynamic orbit solutions with ambiguity res-

olution are improved from 8.6 mm to 8.1 mm. This study shows the benefit to POD by improving

the dynamic models.

The current IGS14 GPS IIIA PVs above 14 degree boresight angles are fixed to the 14

degree value. This results in poor phase modeling of the GPS IIIA measurements. This study

was undertaken with the goal of improving the existing measurement models for the GPS IIIA

satellites. An extension for the GPS IIIA PVs for boresight angles greater than 14 degrees is

estimated using an approach such that the extension is consistent with the IGS14 Block II PVs.

Use of this GPS IIIA PV extension, determined from only Sentinel-6 MF TriG tracking data, results

in better consistency between orbit solutions determined from Block II-only tracking data and those

including both Block II and GPS IIIA. Most metrics improve when using the combination of Block

II and IIIA tracking data along with the estimated GPS IIIA PV extension, and degrade when

applying the original IGS14 GPS IIIA PVs. This result is validated on Jason-3 which was not
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used in the estimation of the GPS IIIA extension. POD solutions for LEO will likely be degraded

without a more reliable antenna calibration for GPS IIIA satellites, with the impact continuing

to grow as the number of GPS IIIA satellites increases. The estimates for the GPS IIIA PVs for

boresight angles greater than 14 degrees removes this potential degradation.

Because Sentinel-6 MF is equipped with two independent receivers, a TriG and multi-GNSS

PODRIX (GPS + Galileo), it provides an opportunity to compare various solutions based on

different receivers and GNSS constellations. Applying the previous methods, orbit solutions derived

from the TriG and PODRIX observations were assessed for precision and accuracy. The ability to

compare the TriG and PODRIX solutions revealed a range bias of 405 m in the TriG observations.

Correcting for this removed a systematic bias in the in-track direction. This improved the TriG

only SLR residuals significantly. The SLR residual rms decreases from 8.2 mm to 6.9 mm for TriG

based orbit solutions factoring the effects of both the in-flight estimated antenna calibration and

applied range bias. Overall, both receivers exhibited similar performance in terms of orbit overlaps

and SLR residual rms. The use of Galileo observations showed significantly lower phase and code

residuals rms and better wide-lane fixing statistics, but overall performance was limited by the

available double-differences in the wide-lane bias product.

The work presented in this thesis advances the measurement models, force models, and

solution strategies. All studies estimate an in-flight receiver antenna calibration which improves

the measurement models. CYGNSS examined both the measurement models and POD estimation

strategy for single-frequency GRAPHIC POD solutions. Sentinel-6 MF was used to study methods

for improving the solar radiation pressure dynamic models and GPS transmitter measurement

models, both of which were applied to a multi-receiver and multi-constellation POD solution.

9.2 Future Work

Looking forward from this work, there are several interesting observations that warrant fur-

ther investigation. For CYGNSS, the cross-track difference between the code-only and GRAPHIC

solutions has yet to be explained. The presence of the same cross-track signal for Sentinel-6 MF
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eliminates an ionosphere signal as the likely cause. Two potential sources that could be examined

are either a latitude dependent clock signal in the GPS constellation, or the lack of code antenna

calibrations for the GPS transmitters. To investigate this would require estimation of the GPS orbit

and clock products, including observations from other LEO satellites, not just ground stations.

Sentinel-6 MF provides a variety of avenues for future study. In the context of the work

presented here, there are a few anomalies that would require further investigation. The most

puzzling is the poor wide-lane ambiguity resolution performance of the TriG receiver and high code

residual rms. This could be related to flex power (Esenbuğa and Hauschild, 2020; Steigenberger

et al., 2019) that may impact the wide-lane bias product, the TriG observations, or both. It is

also possible that there is some link between the observed range bias which impacts the ability

to consistently resolve the wide-lane ambiguities. Further analysis would need to be done to fully

understand the cause and correct it.

The estimated antenna calibration y-offsets for the TriG and PODRIX seem larger than

expected. Given that they are on opposite sides of the center of mass, this could be related to

a small yaw-bias as presented by both Desai et al. (2022) and Montenbruck et al. (2022). While

the evidence presented is based strictly on the observations, if such a yaw-bias exists, it may be

possible to observe the effects on estimated empirical accelerations and would provide a second line

of evidence to support this conclusion.

Finally, given the performance and low multipath properties of the Sentinel-6 MF TriG

receiver, it also presents the possibility for use as a reference against which to estimate the antenna

calibrations of the entire GPS constellation in an approach similar to that performed by Haines et al.

(2015). The role of Sentinel-6 MF as an orbiting geodetic observatory linking GPS and Galileo plus

SLR could enable better realizations of the terrestrial reference frame along with improved gravity

recovery. Alternatively, with the manufacturer-provided GPS IIIA antenna patterns available, a

promising approach is to estimate the Block II antenna PVs relative to the GPS IIIA and evaluated

for improvements in GPS performance. In particular, it may explain the large antenna z-offsets

observed in the TriG and PODRIX-GPS in-flight antenna calibrations.
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