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ABSTRACT 

 

A MULTIMODAL IMAGING PERSPECTIVE  

ON HUMAN SENSORIMOTOR BEHAVIOR 

 

 

Chungmin Han, Ph.D. 

The University of Texas at Austin, 2021 

 

Supervisors:     James Sulzer  

                Paul Ferrari 

 

Understanding motor control has been critical to motor rehabilitation after brain 

injuries. Neural activity can be detected non-invasively using functional magnetic 

resonance imaging (fMRI) that measures hemodynamic response and 

magnetoencephalography (MEG) that measures electrophysiological dynamics. In this 

dissertation, two scientific questions were investigated with two distinct functional 

neuroimaging techniques. First, I used fMRI to search for neural correlates of spasticity in 

individuals with chronic stroke. Spasticity, defined as velocity-dependent resistance to 

passive stretch, is common after stroke and imposes significant therapeutic challenges. It 

is believed that disinhibition of brainstem nuclei, possibly the lateral vestibular nuclei or 

pontine reticular formation, are primarily involved. As such, I aimed to localize the activity 

of these individual brainstem nuclei via 3T functional magnetic resonance imaging (fMRI) 

in a cohort of chronic stroke patients and healthy controls. Using both acoustic and visual 

stimuli to activate the brainstem without inducing motion in the participants. The results 



 

 viii 

showed that the response of stroke patients was dominantly more correlated to age, 

duration of a stroke, and total brainstem volume. Another significant motor deficit that 

stroke patients face is the loss of individual finger control that allows fine motor control 

like precision pinch. In the second part of my dissertation, I investigated neural correlates 

of dynamic precision grip tasks, a predictor of sensorimotor impairment or decline. 

Visuomotor control for precision grip relies on an extensive cortical network for which 

research has traditionally focused on frontal and parietal regions subserving executive and 

visuomotor integration functions, respectively. However, the temporal dynamics of how 

visuomotor integration is expressed in the form of oscillatory modulation as a combination 

of both low and high-level functions remain unclear. Thus, I used MEG to measure 

dynamic oscillatory activity in the sensorimotor and visual areas to investigate their 

contribution to performance in a dynamic precision grip task in healthy individuals. A 

custom MEG-compatible sensor measured forefinger and thumb forces separately, which 

controlled the position of a cursor on the screen. My findings suggest that cortical 

oscillations in both sensorimotor and visual areas can dissociate task and movement 

parameters during dynamic pinch tasks and that they may share a common network for 

visuomotor control. My ultimate goal is to better address how the spatial and temporal 

profiles of neural activity connect behavior to pathologic responses. 
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CHAPTER 1 

Introduction 

 
 

Stroke is a leading cause of long-term adult disability. The aging population and 

accumulating risk factors contribute to an increased lifetime risk of stroke [1]. Direct and 

indirect costs of stroke in the United States between 2016 to 2017 were $49.8 billion. The 

direct medical costs are projected to more than double from $36.7 billion to $94.3 billion 

between 2015 and 2035, with a projected increase in costs from those over 80 years of age. 

A primary cause of persistent disability post-stroke is incomplete motor recovery [2]. The 

biological recovery of motor function occurs primarily during the first months after stroke, 

where the emphasis has been posed on intensive early intervention [3, 4]. However, the 

recovery itself has been spontaneous and the results of early intervention have also been 

mixed and complex across individuals [5]. Even with intensive therapy, upper limb 

impairment resolves up to 70% of the baseline function at maximum recovery [6]. The 

majority of stroke survivors live with a limited ability to perform skilled hand movements 

necessary for daily functioning [7]. It is crucial that we need to improve our understanding 

of the neurophysiology of motor control. Among non-invasive neuroimaging techniques, 

we introduce functional magnetic resonance imaging (fMRI) and magneto-

encephalography (MEG) to reveal the neurophysiology of motor control.  

Functional magnetic resonance imaging captures the metabolic function sharing the 

same physical principles as magnetic resonance imaging (MRI). The strong homogenous 
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magnetic field in the MRI system aligns hydrogen nuclei (or protons) with the main 

magnetic field vector, where hydrogen nuclei in the water and lipids compose a large 

proportion of the human body [8]. The images are collected by sending out the 

radiofrequency pulse that spins the hydrogen then relaxes to return to its original 

orientation. The signal depends on the magnetic properties of this spin’s micro-

environment; allowing to determine the amount of water (or lipid, or other hydrogen-

containing tissues) at any spatial point within the body. The MR imaging most often target 

to produce information related to brain function called BOLD (blood oxygenation level-

dependent) contrast imaging. The BOLD signal is sensitive to changes in the state of 

oxygenation of the hemoglobin [9]. Within any specific imaging voxel (within the brain) 

the proportion of deoxyhemoglobin relative to oxyhemoglobin dictates the MR signal in 

the BOLD image; areas with a high concentration of oxyhemoglobin give a higher signal 

than areas with low concentration. The level of tissue oxygenation is related to the neuronal 

activity that local variation of the blood supply accords with local variations of the 

functional activity [10]. Thus, fMRI is based on hemodynamic responses to neuronal 

activity [11]. The occurrence of a stimulus in a certain brain region accompanies a transient 

increase in deoxyhemoglobin concentration, which is referred to as an initial dip [12]. This 

dip is followed with an increase in the oxy/deoxyhemoglobin ratio attributed to high MR 

signal. This signal increase is proportional to the underlying neural activity and ultimately 

reaches a plateau if the stimulus is maintained for a subsequent amount of time. After the 

termination of the stimulus, the MR signal returns to the baseline and undershoots it. By 

using BOLD fMRI imaging, it is possible to indirectly detect the increase in neuronal 
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activity associated with a particular task. BOLD images are typically acquired every 2-3 

seconds and compared with the model of the expected BOLD response based on the 

experimental design using a general linear model. The BOLD response typically ranges 

from 2 – 10% signal change with a 3T magnet [13]. The ability to capture changes in 

magnetic spins in hydrogen nuclei provides very high spatial resolution (<1mm) over the 

whole brain. 

Due to the high spatial resolution and whole brain coverage of fMRI, I aimed to 

identify the source of spasticity in chronic stroke patients. Spasticity is a disorder of the 

sensorimotor system characterized by a velocity-dependent increase in tonic stretch 

reflexes [14]. Despite the incidence of spasticity in post-stroke survivors and the significant 

challenge that it poses for patient care, the pathophysiology of post-stroke spasticity 

remains poorly understood. Although accumulated evidence supports the supraspinal 

origins of spasticity, it is currently not possible to distinguish between two potentially 

contrasting theories, one supporting the dominant root cause being in the lateral vestibular 

nuclei (LVN) and their descending pathways (vestibulospinal), and the other emphasizing 

the contribution of the reticular nuclei (RN) and their own descending pathways 

(reticulospinal tract). In an effort to resolve this debate, I aimed to measure in vivo activity 

of the brainstem in patients with post-stroke spasticity. One recent method of delineating 

the origin of spasticity is through auditory stimulation, which supposedly activates the 

LVN by stimulating the sternocleidomastoid muscles [15]. However, detractors believe 

this may simply be a startle reflex acting through the RN. In this paper, I aimed to: 
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Aim 1. Localize lateral vestibular nuclei and reticular formation in healthy 

individuals via visual/acoustic stimuli with fMRI (Chapter 2) 

Aim 2. Investigate lateralization of the brainstem response of post-stroke 

individuals to visual/acoustic stimuli (Chapter 3). 

 

 Another motor deficit commonly found in neuromuscular disease is the loss of the 

upper limb and fine control of the hand. Precision grip, involving coordination of the thumb 

and index finger, is critical to everyday function of the hand. Precision grip often 

incorporates visuomotor integration, starting from perception to action in order to achieve 

specific motor goals. Integration of visual information during object manipulation provides 

a foundation for internal models of body movement within the external environment [16] 

and helps to improve accuracy and consistency during goal-directed movements [17]. The 

posterior parietal cortex (PPC) has been shown to be an essential functional hub within a 

wide cortical network that subserves visuomotor transformations [18-21]. While there has 

been extensive research on the role of the PPC, primary motor and sensorimotor cortex 

(SMC), and executive frontal regions, relatively little is known about the involvement of 

the primary visual cortex within this greater visuomotor network. The primary role of the 

motor cortex (M1) is well established. Along with the supplementary motor area (SMA),  

M1 encodes signals for generating high-level motor output through the corticospinal 

system [22] of various degrees of complexity [23-26]. However, more recent studies have 

found that the M1 area also directly encodes visual information associated with the 

movement planning and sensory feedback [27-30], shedding light on the hierarchical 
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structure of an integrated action-perception system supporting predictive behavior [31-33]. 

The fact that M1 motor planning changes the state of somatosensory area indicates M1 

prepares S1 to anticipate the sensory information received during the movement [34]. 

While much less is known about how the primary visual cortex couples to the motor 

system, there is some evidence of motor representation [35]. Investigation of this 

dynamically intricate system requires neuroimaging modality with high temporal 

resolution.  

 Magnetoencephalography (MEG) detects magnetic field changes generated by 

activated neurons [36]. In contrast to fMRI, MEG directly measures electromagnetic fields 

emanating from the brain with a high temporal resolution of less than 1ms and allows the 

study of neural oscillatory activity over a wide range of frequencies (1 – 600 Hz). Notably, 

MEG tracks neural population activity on millisecond timescales, revealing large-scale 

dynamics crucial to understanding brain function. By modeling inverse algorithms, it is 

possible to construct three-dimensional images that provide reasonable estimates of neural 

activity [37]. MEG is mainly sensitive to tangential currents in the brain closer to the 

surface and relatively insensitive to the conductive properties of the skull. The benefit of 

MEG is that the magnetic field generated from neurons is not distorted by the 

heterogeneous electrical properties of the brain, therefore the measured magnetic fields are 

considered undistorted cortical activity. The long apical dendrites of cortical pyramidal 

cells are arranged perpendicular to the cortical surface and parallel to each other. This 

anatomical arrangement allows the magnetic fields to sum up to magnitudes large enough 

to be detected at the scalp. Synchronously fluctuating dendritic currents result in equivalent 
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current dipoles that produce magnetic fields. The magnetic fields generated from a brain 

are extremely small, which requires appropriate data collection under the magnetically 

shielded room and highly sensitive detectors known as superconducting quantum 

interference devices (SQUIDs) [38]. MEG sensors are configured for measuring 

differential magnetic fields to reduce ambient noise. MEG systems consist of simultaneous 

recordings from many sensors that provide whole head coverage. MEG systems are capable 

of sampling the magnetic fields more than 10 kHz; however, the common sampling rate is 

around 1 kHz, which still provides excellent temporal resolution for measuring the 

dynamics of cortical neuronal activity at millisecond order [39]. With respect to the 

frequency range of the cortical activity, bandwidths are separated representing different 

functionality, defined as delta (3 – 7 Hz), alpha (8 – 13 Hz), beta (15 – 30 Hz), and gamma 

( >40 Hz) [40]. The frequency bandwidths I specifically focused on were alpha and beta-

bands. Alpha bands are most often found in the occipital area of the brain, mainly 

representing the primary sensory processing, and known to represent a sensory process in 

the motor area as well [41]. Beta bands are most often attributed to motor processing; 

however, evidence shows that the beta band is related to a high-level top-down process and 

communicates in between the multiple cortical regions [42]. In order to measure the 

oscillations while performing specific motor task, I designed a sensor that minimize the 

effect on magnetic field measurement in the MEG room.  

 

Aim 3. Design MRI, MEG compatible force sensor (Chapter 4)  
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Aim 4. Investigate temporal oscillatory dynamics of primary motor and visual area 

during dynamic precision grip (Chapter 5)   

Understanding of sensory and motor processing represented in both primary motor 

and visual area will provide evidence that the high level visuomotor processing operates 

on both independent and network-wise process in multiple regions. In such, the oscillations 

reflect both bottom-up and top-down process simultaneously being updated throughout the 

dynamic motor tasks.  
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CHAPTER 2 

Brainstem BOLD response to visual and acoustic stimuli 

 

2.1 INTRODUCTION 

 
The brainstem modulates critical functions involved in sensorimotor control [43] 

and is composed of many clusters of nuclei [44]. Following a stroke, the normal 

functions of these nuclei are disrupted by reduced cortical inhibition, resulting in 

impairments such as spasticity. One clear aspect of spasticity is hyperreflexia, a common 

movement disorder [45]. It is unclear specifically which dysfunctional nuclei are 

1primarily responsible for hyperreflexia. Miller et al. stimulated stroke survivors with 

acoustic-startle (AS) bursts, measuring electromyographic (EMG) activity in the 

sternocleidomastoid muscle as an indirect measure of activity in lateral vestibular nuclei 

(LVN) [46]. They found that the level of asymmetry of the response to the acoustic 

startle burst was correlated to clinical measures of spasticity, which are reflective of 

hyperreflexia. However, it is possible that the AS bursts may have activated the reticular 

formation (RF) [47]. Functional neuroimaging of the brainstem could help resolve this 

debate, but few studies have attempted neuroimaging of the vestibular nuclei (VN) and 

reticular formation (RF).  

Functional magnetic resonance imaging (fMRI), with whole-brain coverage and 

 
1 Han, C., Ress, D., Nuñez, A.I.R., de la Rosa, N., Li, S. and Sulzer, J.S., 2020, July. Brainstem BOLD 
response to visual and acoustic stimuli. In 2020 42nd Annual International Conference of the IEEE 
Engineering in Medicine & Biology Society (EMBC) (pp. 2889-2892). IEEE. 
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millimeter resolution, is likely the optimal tool to investigate human functional 

brainstem activity, but there remain challenges. With a complex vascular structure and 

small size, the brainstem is more vulnerable than the rest of the brain to physiological 

artifacts such as cardiac pulsatility and respiration. Another challenge is that the 

hemodynamic response in the brainstem differs from the more well-researched cortex 

[48]. Once an activity is identified, there is not yet an atlas for functional neuroimaging 

that clearly defines the boundaries of the nuclei. Despite these challenges, there is some 

evidence that functional brainstem activity in LVN and RF can be measured. In 

particular, Wildenberg et al. [49] measured VN activation using an optokinetic stimulus 

[50], to induce the sensation of self-motion. They observed a single 2mm3 region of 

activity in the LVN after multiple comparison corrections. Thus, functional imaging of 

brainstem nuclei remains preliminary, and more work is needed. 

My goal was to observe and differentiate functional activation in LVN and RF 

using 3T fMRI in healthy individuals. I aimed to reproduce the Wildenberg et al. study 

using optokinetic stimuli but also used an AS stimulus hypothesized to excite both VN 

and RF. I used a high-resolution fMRI sequence optimized for subcortical imaging and 

used a stimulus alternation frequency designed to avoid physiological confounds. My 

goal is to enable clinical assessments of brainstem function. 

 

2.2 STUDY DESIGN 

 
I recruited 11 neurologically intact participants with normal or corrected-to-



 10 

normal vision (mean age 46.36, SD 14.41, 4 males). After obtaining informed consent 

according to the University of Texas at Austin Institutional Review Board, participants 

underwent two sessions of fMRI scanning. All participants experienced the optokinetic 

stimuli and 10 experienced the AS stimuli (Figure 2.1). One subject was dropped due to 

technical issues with their fMRI session. 

The optokinetic stimulus was a two-dimensional moving and rotating 

checkerboard (Figure 2.1(a)) intended to elicit a feeling of self-motion that stimulates 

the lateral vestibular network in healthy adults [51]. Auditory stimuli designed to elicit 

an Acoustic Startle Response (ASR) were based on previous work [47]. Loud (100 dB) 

pulses (50-ms duration, 1kHz) were played through a binaural headset at pseudorandom 

time points within a minimum interval of 1s. Both stimuli were presented as blocked 

alternations consisting of 15 seconds of stimulation followed by 15 seconds of rest. 

Figure 2.1 (a) illustrates the protocols. I ran both stimuli on the same individual on 

different days. Functional images were obtained using a T2*-weighted, spiral-trajectory 

sequence with TR/TE of 1.5s/38ms to obtain cubic 1.5-mm voxels [52]. An illustration 

of the stimuli and field of view is shown in Figure 2.1 (a). For each subject, I also 

collected a structural volume using a T1 MPRAGE sequence with a resolution of 1mm3, 

which was used to permit co-registration of the data obtained from the two experiments.  
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(a) 

 

 
(b) 

 
 

 Figure 2.1. (a) Experimental design – the acoustic burst/visual optokinetic stimuli are 
presented during the Stim block (15 seconds) and Rest block (15 seconds). Slice orientation 
and limited FOV during fMRI scanning are presented. (b) The vestibular network (VN) 
(top) and reticular formation (RF) (bottom) were qualitatively masked in the MNI152 
space. 
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2.3 DATA ANALYSIS 

 
I performed preprocessing including slice timing correction, movement 

correction within each run and between runs, registration to each subject’s own native 

space and then co-registered to MNI152 standard space using the ANTs resliced by 

FreeSurfer [53] (Figure 2.2 (a)). Between TR motions were estimated with temporal 

 
 

(a) 
 

 
 

(b) 
 

Figure 2.2. (a) Co-registration (ANTs) and segmentation (b) Representative data 
showing fMRI response to a sinusoidal stimulus input. 
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smoothing of 5 TRs to improve SNR; this approach compensates for the lower SNR 

obtained at these higher spatial resolutions. I discarded the runs in each subject where 

more than 0.75mm/TR occur, the remaining runs were averaged across 7~10 runs 

containing 80 TRs and 100 TRs for vection and ASR respectively. Spatial smoothing 

was not applied due to the need to localize small nuclei. The BOLD response was 

modeled to have a sinusoidal response with a delay described in the equation and in 

Figure 2.2 (b). 

𝑰𝑰(𝒕𝒕) = 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨(𝟐𝟐𝟐𝟐 𝒇𝒇𝟎𝟎𝒕𝒕 +  𝝋𝝋) + 𝒏𝒏(𝒕𝒕) 

𝝋𝝋:𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 

 The significance of each voxel was determined by ranking its signal against a 

null distribution generated using a non-parametric permutation of 1000 iterations, 

reordering stimulus, and rest blocks for each iteration. I created a customized region-of-

interest (ROI) to cover the brainstem in the MNI152 space described in Figure 2.1 (b). 

Vestibular nuclei are located inferior and lateral to the 4th ventricle while reticular 

formation (RF) is superior to the pontomedullary junction and surrounds the neuraxis 

[54]. I chose the entire VN instead of LVN due to the small size of the LVN. Voxels 

were filtered with an uncorrected significance level of p ≤ 0.05. Additionally, I analyzed 

the whole brainstem response after excluding the corticospinal tract located anterior of 

the pons to inspect the overall response of the brainstem. The common coverage of the 

brainstem available in all subjects is described in Figure 2.3, which includes the whole 

VN but likely does not encompass the entire RF. Brainstem volume was using automatic 

segmentation with FreeSurfer [55]. 
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My main outcome measures were: 1) number of significantly activated voxels 

forming a connected structure within each ROI (nVox); 2) mean strength of activity on 

each side of the brainstem (% change), and 3) mean phase of the response (rad) 

representing the time delay of the fMRI response to the stimuli. Model was designed to 

represent the response to the block-design stimuli as a sinusoid at 1/30 Hz. I ran a 

bootstrap analysis to provide a null distribution observed across our data in each 

stimulus. Within-subject comparisons between the two stimuli were made using a paired 

t-test (α < 0.05). Additional covariates were examined using a linear regression model. 

Our linear regression model contained dependent variables of activity strength (number 

of voxels) and average response amplitude, and with covariates of age and brainstem 

volume in each subject’s native space.  

 

2.4 RESULTS 

 
Over the whole brainstem, I observed 3,576 mm3 activated voxels, 0.66% change 

in mean response, and a 3.5 rad mean delay. In the VN, found an average of 22.3 mm3 

of activation with a mean amplitude 0.32%. In the RF, 14.9 activated voxels had on 

average 0.24% amplitude. Results are summarized in Table 2.1 and the group response 

is visualized in Figure 2.3. In two of the younger subjects, I observed bimodal phase 

distributions (Figure 2.4). The average motion/TR across the subjects was 0.47 ± 0.17 

mm. 

Over the whole brainstem, I observed 3,106 mm3 activations and 0.79% 
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amplitude. In the VN, I found 46.8 mm3 activations with 0.30% amplitude. In the RF, I 

had 10.6 mm3 activations and 0.19% amplitude. Results are summarized in Table 2.2 

and visualized in Figure 2.3. Again, bimodal phase distributions were observed in the 

younger subjects. The average motion/TR was 0.39 ± 0.18 mm. I compared between 

stimulus on measurements on 9 subjects with paired Wilcoxon-rank sum test. I found no 

significant differences in the type of stimulus in any ROIs or subjects (Table 2.3). 

Finally, I built a model to explain the measured variables by two factors: subject 

age and brainstem volume. I validated a fixed-effect linear model with the low number 

of samples collected. The results follow that the number of voxels activated in RF during 

the optokinetic stimuli was both significantly correlated with age and brainstem volume. 

(p = 0.0029, 0.00049 respectively with R-squared 0.801) However, there were no 

significant correlations for the ASR stimulus.  
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TABLE 2-1. MEASUREMENTS FOR OPTOKINETIC STIMULUS (CI 95%) 

Stats ROI Both Left Right 

nVox 
(mm3) 

Bstem 3576.3 
[1498.4, 6298.2] 

1780.8 
[800.7, 3124.0] 

1795.6 
[703.6, 3161.3] 

VN 22.3 [12.0, 32.0] 11.6 [3.0, 22.4] 10.8 [4.8, 17.8] 
RF 14.9 [1.8, 35.3] 2.6 [1.0, 4.4] 12.3 [0.4, 31.8] 

Avg 
Response 

(% change) 

Bstem 0.66 [0.53, 0.84] 0.65 [0.51, 0.84] 0.67 [0.53, 0.85] 
VN 0.32 [0.19, 0.45] 0.24 [0.08, 0.40] 0.28 [0.16, 0.39] 
RF 0.24 [0.12, 0.34] 0.24 [0.12, 0.35] 0.16 [0.05, 0.28] 

Avg 
phase delay 

(rad) 

Bstem 3.54 [2.82, 4.08] 3.52 [2.83, 4.07] 3.56 [2.90, 4.09] 
VN 3.38 [1.78, 4.68] 2.62 [1.00, 4.24] 3.51 [1.86, 5.02] 
RF 2.59 [1.33, 4.02] 2.96 [1.38, 4.45] 1.46 [0.07, 2.86] 

 

TABLE 2-2. MEASUREMENTS FOR ACOUSTIC STIMULUS (CI 95%) 

Stats ROI Both Left Right 

nVox 
(mm3) 

Bstem 3106.6 
[1710.8, 4852.3] 

1532.9 
[895.6, 2357.4] 

1573.7 
[870.1, 2490.8] 

VN 46.8 [20.2, 76.8] 24.6 [4.3, 53.5] 22.2 [8.8, 39.2] 
RF 10.6 [1.7, 23.1] 9.0 [0.0, 24.2] 1.6 [0.2, 3.3] 

Avg 
Response 

(% change) 

Bstem 0.79 [0.57, 1.03] 0.72 [0.54, 0.92] 0.86 [0.61, 1.13] 
VN 0.30 [0.17, 0.45] 0.28 [0.12, 0.45] 0.25 [0.16, 0.34] 
RF 0.19 [0.10, 0.29] 0.10 [0.00, 0.21] 0.09 [0.03, 0.19] 

Avg 
phase delay 

(rad) 

Bstem 3.21 [2.72, 3.72] 3.18 [2.62, 3.72] 3.24 [2.69, 3.73] 
VN 2.62 [1.35, 3.79] 2.30 [1.05, 3.77] 2.33 [1.09, 3.58] 
RF 2.16 [0.89, 3.41] 1.03 [0.16, 2.20] 1.13 [0.00, 2.52] 

 

TABLE 2-3. NONPARAMETRIC P-VALUES OF OPTOKINETIC VS ASR  
Stats ROI Both Left Right 

nVox 
(mm3) 

Bstem 0.910 1.000 0.910 
VN 0.359 0.734 0.250 
RF 0.742 0.938 0.742 

Avg 
Response 

(% change) 

Bstem 0.496 0.820 0.359 
VN 0.734 0.734 0.570 
RF 0.547 0.109 0.547 

Avg 
phase delay 

(sec) 

Bstem 0.203 0.164 0.359 
VN 0.570 0.820 0.652 
RF 0.742 0.109 0.625 
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Figure 2.3. The common coverage within the brainstem is in dark red. The average 
response of all subjects within condition is represented from 1st row (vestibular network 
with vection stimuli), 2nd (vestibular network with acoustic stimuli), 3rd row (reticular 
formation with vection stimuli), and 4th (reticular formation with acoustic stimuli). In 
each brainstem, red represents left side response and blue represents right side response.   
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(a) 

 
(b) 

 

Figure 2.4. This is an example of a subject’s (H04) response to both stimuli across the 
whole brainstem region. (a) Vection stimuli (b) Acoustic stimuli. The phase distribution 
of the activated voxels is represented in two colors. Red represents the response phase 
less than 3.14 rad, where we would take it is following the stimulus design and blue 
represents the phase over 3.14 rad, anti-correlated to the response. The proximity of 
voxel correlated and anti-correlated provides potential difficulty in terms of the average 
signal response. 
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2.5 DISCUSSION 

 
When exposed to vection and acoustic-startle stimuli, I expected significant 

localized response in both VN and RF. I did not find any significant voxels activated 

after performing standard analysis via SPM, because the multiple-comparison correction 

eliminated all effects. I believe this correction is too conservative for use in brainstem at 

high resolution I therefore report uncorrected statistical analysis to investigate the trend 

of the response toward the different type of stimulus. I hypothesized that the VN and RF 

would respond distinctly to optokinetic and acoustic stimuli, respectively. Wildenburg 

et al (2011) [49] reported localization of a single voxel in the expected vicinity of the 

lateral vestibular nuclei activated by optokinetic stimuli on 9 healthy subjects. I was 

unable to replicate these results. I also found that pontine response varied with age, 

suggesting an additional factor in conducting brainstem imaging research. These data 

provide helpful preliminary evidence in functional differentiation of brainstem nuclei.  

 Our inability to replicate the Wildenberg result was most likely caused our 

inclusion of many older individuals, which reduced the strength of response given the 

correlations of brainstem response and age in Table IV. However, younger subjects gave 

robust activations that could be clinically useful, but our subject population was very 

small. Thus, more experiments are needed to validate the ability to routinely localize VN 

using fMRI.  

Variability in the registration step was indeed a serious challenge. Regardless of 

the high resolution of the fMRI scans, the anatomical boundaries within the brainstem 
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differentiating the nuclei are difficult to discern using most MRI contrasts, particularly 

at 3T. The boundaries of specific nuclei are not evident from the T1-MPRAGE 

anatomical scans. I used the MNI-space defined atlas [54] to estimate the positioning of 

the nuclei, and qualitatively inspected the standard space registration. Generally, 

registration was imperfect, based on misalignments observed at clear boundaries such as 

the superficial surfaces of the superior and inferior colliculi. The combination of 

misalignment and the lack of a clear definition of nuclei boundaries weakens to identify 

the response clearly.  

It may be that our across-subjects analysis was foiled because activations and 

deactivations occur in proximity among the tightly packed nuclei of the brainstem 

presented in Figure 2.4. This hypothesis is supported by the bimodal phase distributions 

observed in the younger subjects. Therefore, when multiple subjects are registered 

together using available, rather approximate methods, all effects tend to cancel out. 

Head movement during the scan is a critical parameter to control for the fMRI 

experiment. Mean displacement across all scans and subjects was small, <0.5 mm after 

motion censoring. However, for vection, there was a correlation between age and head 

motion (r = 0.53, p = 0.12), but this correlation was not observed for the ASR. 

Nevertheless, head motion may have degraded the quality of the fMRI data for the older, 

naïve subjects, partly explaining the observed trends with age. I also suspect that our 

motion censoring threshold was too lenient, but the small subject population gave us 

little latitude in the censoring.  

Finally, the experimental design to achieve a reliable response was difficult 
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because the VN and RF fMRI response effect sizes were not known in advance. In order 

to control the quality of the runs, simultaneous efferent measurement (e.g., eye tracker 

for visual, muscle activity measures for acoustic stimuli) would provide the quantitative 

behavior assessment to evaluate the fMRI for quality control. Increasing the number of 

participants should increase the statistical power, with a greater focus on younger 

subjects that yield stronger activations. In addition, older and naïve subjects must be 

more carefully trained with better head restraints to reduce head motion.  

 

2.6 CONCLUSION & FUTURE WORK 

 
I investigated the brainstem neural response via fMRI to characterize the effect 

of visual/acoustic stimuli. I was unable to replicate results found in an earlier study 

localizing LVN. The responses in brainstem nuclei were only detectable using 

uncorrected statistics, suggesting that more sensitive protocols aimed at younger or 

better-trained subjects are required to reliably quantify functional brainstem activity.  
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2CHAPTER 3 

Brainstem BOLD response to visual and acoustic stimuli in people 
with post-stroke spasticity 

 

3.1 INTRODUCTION 

 
Spasticity is a disorder of the sensorimotor system characterized by a velocity 

dependent increase in tonic stretch reflexes (‘muscle tone’) with exaggerated tendon 

jerks as one component of the upper motor neuron syndrome [44]. Spasticity is known 

to affect activities of daily living [56], for example, our group has observed a link 

between spasticity and post-stroke stiff-knee gait [57,58]. While underlying mechanisms 

of spasticity remain poorly understood, it is accepted that spasticity results from hyper-

excitability of the stretch reflex [59,60]. It is unclear specifically which dysfunctional 

brainstem nuclei are primarily responsible for hyperreflexia. Miller et al. stimulated 

stroke survivors with acoustic startle bursts (ASB), random sequences of brief loud tones 

while measuring electromyographic (EMG) activity in the sternocleidomastoid muscle 

as an indirect measure of neural activity in lateral vestibular nuclei (LVN) [46]. They 

found that the level of asymmetry of the response to the acoustic startle burst was 

correlated to clinical measures of spasticity, which are reflective of hyperreflexia. 

However, it is also possible that the acoustic startle bursts may have activated the medial 

 
2 Han, C., Ress, D., Nuñez, A.I.R., de la Rosa, N., Li, S. and Sulzer, J.S., 2020. Brainstem BOLD response 
to visual and acoustic stimuli in people with post-stroke spasticity. In 2020 8th IEEE RAS/EMBS 
International Conference for Biomedical Robotics and Biomechatronics (BioRob) (pp. 872-877). IEEE. 
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reticulospinal tract (mRST) creating activity within the pontine reticular formation (PRF) 

[61]. Resolving this debate could use functional neuroimaging of the LVN and PRF.  

Functional magnetic resonance imaging (fMRI), with whole brain coverage and 

millimeter resolution, is likely the best option for functional brainstem imaging [62]. 

However, there are very few attempts, possibly due to significant challenges [48], such 

as a complex vascular structure and small size of the nuclei, making it more vulnerable 

than the rest of the brain to physiological artifacts such as heart rate and respiration. 

Spatial and temporal linearity of fMRI responses in brainstem have not yet been 

evaluated. Some evidence suggests that functional brainstem activity in LVN can be 

measured. Wildenberg et al. (2011) [49], used visual stimuli in the form of an optokinetic 

black-and-white checkerboard, a concept known as vection [50], to induce the sensation 

of self-motion. They observed a single 2mm3 voxel of activity in the LVN after multiple 

comparison corrections. While clearly more robust evidence is needed for functional 

LVN and PRF imaging, the aim of this work was to use these techniques to probe the 

spastic post-stroke brain. 

I conducted experiments to contrast functional activation in LVN and PRF using 

3T fMRI in chronic, spastic stroke participants compared to age-matched healthy 

controls, whose response is detailed in a companion paper [62]. I employed two stimuli: 

optokinetic vection, which should activate LVN, and ASB hypothesized to excite both 

LVN and PRF. I expected to find a greater bilateral asymmetry of response in brainstem 

nuclei of post-stroke individuals to both stimuli reflecting the supposed pathologic 

disinhibition asymmetry. I used a scanning sequence optimized for subcortical imaging 
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[62] of small structures and a simple-blocked alternation stimulus with 30 s period to 

avoid physiological confounds, which occur at much higher temporal frequencies [64]. 

Our goal is to resolve a long-standing debate regarding which brainstem nuclei are 

primarily involved in spasticity, leading towards improved, targeted neural interventions. 

 

3.2 STUDY DESIGN 

 
I recruited 10 chronic stroke individuals (mean age: 58.3 ± 10.9 years, 7 males) 

recruited by physician co-author (SL) at TIRR Memorial Hermann in Houston, TX. In 

parallel, 11 neurologically intact participants were also recruited (mean age: 46.3 ± 14.4 

years, 4 males). After obtaining informed consent following procedures authorized by the 

University of Texas at Austin Institutional Review Board, participants underwent two 

sessions of fMRI scanning. All experienced the visual vection stimuli. Two healthy 

individuals and two post-stroke individuals did not continue with the ASB stimulus session, 

limiting data to nine healthy (mean age 48.5±13.2 years, 3 males) and eight post-stroke 

individuals (mean age 56.7±11.3 years, 2 males). 

All subjects had a normal or corrected-to-normal vision. Stroke participants had the 

following inclusion criteria: age 21-75 years, ability to provide informed consent, chronic 

hemiparesis from a stroke, spasticity in wrist flexors (Modified Ashworth scale (MAS) of 

1, 1+, 2 and 3), able to remain in the scanner for 45 mins. The stroke participants were 5.3 

± 2.4 years post-stroke and assessed a mean 1.15 ± 0.63 MAS score at the elbow.   

I used a two-dimensional moving checkerboard (Figure 3.1) to elicit vection (a 

feeling of self-motion) as a means to evoke LVN activity [15]. ASB designed to elicit 
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acoustic startle reflex was based on previous work [7]. The bursts were played through a 

binaural headset (SPL = 100 dB, 1 kHz single frequency, 50 ms duration) at pseudorandom 

time points with a minimum inter-tone interval of 1s. I applied these stimuli to the same 

individual in fMRI scanning sessions on different days, with a counterbalanced order of 

conditions. During both experiments, I collected a structural volume by running a T1 

MPRAGE sequence (TI = 900 ms, TR = 2600 ms, flip angle 9°, 1-mm cubic voxels) using 

a 3T Siemens scanner with a 32 channel head coil. Functional images were obtained using 

a T2*-weighted spiral-acquisition sequence with TR/TE of 0.75/38ms, 2 interleaves, and 

voxel resolution of 1.5 mm3 [62]. An illustration of the stimuli and coverage is shown in 

Figure 3.1 (a). Each block was composed of 15 seconds of stimulation followed by 15 

seconds of rest. Figure 3.1 (a) illustrates the protocols for both experiments. 
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3.3 DATA ANALYSIS 

 
I performed preprocessing including slice timing correction, movement correction 

within each run and between runs, registration to each subject’s own native space, and then 

 
(a) 

 
(b) (c) 

Figure 3.1. Experimental design –(a) the acoustic burst/visual optokinetic stimuli are 
presented during the Stim block (15 seconds) and Rest block (15 seconds) with slice 
orientation and limited FOV during fMRI scanning. (b) The vestibular network (VN) 
(top) and reticular formation (RF) (bottom) were qualitatively masked in the MNI152 
space. (c) Representative data showing hemodynamic response (black curve) to the 
blocked alternation (pink & white bars) and best-fit sinusoid (red curve). 
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co-registered to MNI152 standard space using the volume-based Advanced Normalization 

Tools (ANTs) resliced by FreeSurfer [53]. I also discarded runs that exhibited 

>0.75mm/TR motion. I did not apply Gaussian spatial smoothing due to the small size of 

the brainstem nuclei of interest. In order to determine voxel-wise significance, I calculated 

the ranking of each voxel against a null distribution generated using a non-parametric 

permutation of 1000 iterations, reordering stimulus, and rest blocks for each iteration. 

Voxels were filtered with an uncorrected significance level of p < 0.05. I targeted our slice 

prescription to cover appropriate portions of the brainstem (Figure 3.1 (a)). Within the 

imaged brainstem, I defined two regions of interest (ROIs); see Figure 3.1 (b). ROI masks 

were created using FSL manually by visual inspection based on atlas results [54, 66]. The 

estimated reticular formation ROI (RN) primarily covered the PRF. The second vestibular 

ROI covered the whole vestibular network (VN) due to the small size of the LVN. The VN 

was located inferior to the pontomedullary junction and lateral to the 4th ventricle while 

RF was chosen more superior to the pontomedullary junction and medially close to the 

center of the brainstem. Additionally, I quantified the overall response of the imaged 

brainstem after excluding the corticospinal tract located in the anterior half of the pons. 

The common coverage of the brainstem available in all subjects is shown in Figure 3.2 (a), 

which includes the whole VN but likely does not encompass the entire RF. I segmented the 

brainstem volume in the native space using FreeSurfer [53]. For the stroke participants, I 

separated the ROIs into ipsi- and contra-lesional sides for comparison. 

I modeled the block design as a sinusoidal input at 1/30 Hz and then analyzed the 

hemodynamic responses as a best-fit sinusoid at the same frequency [coherence analysis; 

Figure 3.1 (c)]. My main outcome measures were the 1) number of significantly activated 

voxels forming a connected structure within the ROI, 2) mean amplitude of the sinusoidal 

fit (% change), and 3) mean phase of the fit (rad) representing the delay of the 
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hemodynamic response to the stimuli. I ran a bootstrap analysis to provide a null 

distribution observed across our data in each stimulus. Within-subject comparisons 

between the two stimuli were made using a paired t-test (α < 0.05). I chose to apply 

summary statistics within each ROI instead of voxel-based comparisons because of the 

large variability across subjects within each condition. 

Finally, I examined additional covariates using a linear regression model. My linear 

regression model contained dependent variables of activity strength (number of voxels) 

and average response amplitude and with covariates of age and brainstem volume directly 

segmented from the original T1-weighted anatomical scan before co-registration to the 

standard space. 
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(a) 
 

 
 

(b) 
 

Figure 3.2. (a) Brainstem (light red), common coverage across all subjects (dark red), 
and ROIs (RF & VN, black). (b) Average response of all subjects in the MNI space of 
VN (top row) from left, healthy acoustic, healthy vection, stroke acoustic and stroke 
vection. Reticular formation in the bottom row in same order of conditions. 
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3.4 RESULTS 

 
Vection evoked substantial activation volumes, >3,000 mm3 in the imaged-

brainstem ROI (Figure 3.3) for both the healthy and post-stroke groups. Mean response 

amplitudes were ~0.7%, and mean phase delays in the responses were fairly close to 3.14 

rad, suggesting a balance of excitation and inhibition. There were no significant differences 

between the two groups. In the VN, for healthy much smaller activation volumes were 

evoked by both stimuli, 22.3 mm3 on average, with 0.32% mean amplitude and 3.4 rad 

mean delay and 19.0 mm3, 0.17%, 1.6 rad respectively in post-stroke individuals. The 

smaller phase delay is suggestive of more selective activation in VN, but the difference 

between groups was not significant (p = 0.079). In the RF, I observed similar results: for 

healthy, I found 14.9 mm3 volume, 0.24% change, and 2.6 rad mean delay and 3.4 mm3, 

0.10%, and 0.73 rad respectively in the post-stroke group. The average voxel-response 

distribution is shown in Figure 3.2 (b); red represents the left/ipsilesional side, and blue 

represents the right/contralesional side for each population. 

Over the imaged brainstem, activations were similar to those evoked by vection. In 

the VN, the healthy group had a larger activated volume than for vection, 46.8 mm3. 

Average amplitudes and phase shifts were similar to those evoked by vection. The post-

stroke group had a non-significant trend toward lower activation volume, 21.6 mm3 (p = 

0.36), 0.61%, 1.8 rad respectively in post-stroke individuals. In the RF, I had 4.6 mm3, 

0.14% change and 2.1 rad mean delay, and 0.8 mm3, 0.08%, 1.1 rad respectively in post-

stroke individuals. The average response spatial distribution is presented in Figure 3.2 (b). 

I compared observables between stimuli on measurements within the same group 

with a paired Wilcoxon-rank sum test. Most comparisons between the stimuli were not 

significant (p > 0.05). However, I found that the post-stroke group responded to the vection 
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stimuli significantly slower than acoustic stimuli across the whole brainstem region (p = 

0.008), and significantly slower than in healthy individuals (p = 0.079). Interestingly, I 

found the opposite relation when localized to the VN: post-stroke individuals responded 

slower than healthy individuals (p = 0.048). I also observed a trend for the acoustic stimuli 

to evoke a stronger response in VN than vection (p = 0.47). The summary statistics I took 

from the ROI across the whole brainstem are presented in Figure 3.3. 

I hypothesized that response laterality should correlate with the level of spastic 

response in stroke participants. I compared the left and right in healthy participants to 

quantify healthy asymmetry and ipsilesional vs. contralesional in the stroke population. 

However, I did not find any significant lateralization differences in either of the groups for 

both stimulus conditions described in Figure 3.4. 
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Figure 3.3. Results of the response in all conditions. Participants are labeled as HV 
(Healthy Vection), HA (Healthy Acoustic), SV (Stroke Vection) and SA (Stroke 
Acoustic). 
 
 
 
 

 

 
Figure 3.4. Comparison of left/right in the healthy group and ipsilesional /contralesional 
in the stroke group. We did not find any significant lateralization differences in any 
condition. Annotation L/R stands for left/right and I/C stands for ipsilesional/ 
contralesional 
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I built linear models to test if experimental observables could be explained by 

participant age and the brainstem volume; three significant relationships were observed. (I 

employed a fixed-effects linear model instead of a mixed-effects model due to the low 

number of participants.) First, age and brainstem volume predicted the activation volume 

in RF-induced by the vection stimulus (R2 = 0.73, p = 0.01) for healthy participants (Figure 

3.5 (a)). Second, in the post-stroke group, the activation volume across the imaged 

brainstem ROI evoked by the vection stimulus had a strong correlation (R2 = 0.92, p = 

0.02) with age, duration, arm MAS and brainstem volume; see Figure 5 (b). Third, the same 

group showed a strong correlation (R2 = 0.89, p = 0.037) between VN activation volume 

and the same combination of variables (Figure 3.5 (c)). I observed that the post-stroke 

individuals’ average brainstem volumes (mean 23.7 ± 2.4 cm3) were significantly smaller 

than the controls (mean 26.3 ± 1.9 cm3) (two-sample rank-sum test, p = 0.027). None of 

the post-stroke individuals had significant traumatic volume loss in the subcortical area as 

a direct consequence of their stroke. 
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(a) 

 

 
(b) 
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(c)  

 
(a) 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 (𝑚𝑚𝑚𝑚3) = −115.15 − 1.15 𝑎𝑎𝑎𝑎𝑎𝑎 + 0.007 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉  
(b) 𝐴𝐴𝐴𝐴𝐴𝐴 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =      −1.52 − 0.01 𝑎𝑎𝑎𝑎𝑎𝑎 − 0.011 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 +     0.79 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  +

0.0001 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣  

(c) 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 (𝑚𝑚𝑚𝑚3) =    255.69 − 0.88 𝑎𝑎𝑎𝑎𝑎𝑎 + 10.42 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 − 184.42 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 −
0.0079 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣  

 
 

Figure 3.5. Regression models relating observables. Note slopes are shown for each 
model. (a) Activation volume vs. age and brainstem volume in healthy participants. (b) 
Response amplitude vs. the combination of age, duration of stroke, arm MAS score and 
brainstem volume. In stroke participants with the vection stimuli. (c) Activation volume 
evoked by vection in the VN vs. the same variables for the stroke participants 
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3.5 DISCUSSION 

 
I examined brainstem correlates of spasticity in VN and RF by applying both visual 

and acoustic stimuli to a group of spastic post-stroke individuals and healthy control 

subjects. I did not find evidence of asymmetry in these brainstem nuclei as expected. 

However, I found differences in a delay to stimuli, age and brainstem volume predictors of 

the response, and difference in brainstem size between age-matched controls and post-

stroke individuals. These results offer a preliminary view into the potential diagnostic 

utility of functional brainstem imaging after stroke. 

I observed differences in hemodynamic response delay between healthy and post-

stroke individuals in the VN and the brainstem. In the VN, there was a greater delay 

between acoustic and visual stimuli in post-stroke individuals, whereas, in the brainstem, 

this relation was reversed. There were no significant left-right differences in healthy 

individuals. In post-stroke individuals, there was a greater delay to acoustic compared to 

visual stimuli. While differences in hemodynamics after stroke were expected, the 

differential effect of stimuli is a new finding. It could reflect temporal processing 

differences for visual compared to auditory stimuli. Visual processing occurs first in the 

thalamus, then in the cortex. Auditory processing, by contrast, occurs first in brainstem 

nuclei, and the slower hemodynamic responses could be reflective of pathology related to 

stroke-induced spasticity. On the other hand, the ASB stimuli were not delivered promptly, 

but rather included a small delay, which could at least partly explain this finding. Further 

experiments will be necessary to fully understand this observation. 

There is evidence of midbrain volume loss with healthy aging [68], and our findings 

show a similar result across the whole of brainstem. Further, post-stroke individuals 
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exhibited smaller brainstems than their age-matched counterparts, suggesting possible 

neurodegeneration. 

The linear correlations also highlight interesting relationships. First, activation 

volumes in the VN of healthy subjects may drop with increasing age, suggesting that 

brainstem imaging studies in older individuals will be more difficult than in a younger 

population. However, this trend is mostly based on a single subject, weakening its 

reliability. Second, brainstem activation amplitude decreased with age, duration since the 

stroke, and brainstem size in the stroke group. To some extent, this finding explains the 

weakness of our results: older and more afflicted post-stroke participants showed weaker 

activations. Third, VN activation volume decreases with age and MAS. This observation 

is consistent with spasticity-associated hyperactivity in the VN; tonic firing reduces the 

ability of the vection stimuli to evoke activation. However, this trend was apparently offset 

by duration and brainstem volume, perhaps suggesting partial recovery over time. It must 

be noted, however, that the small group size in our study weakens all of our findings. More 

experiments with larger populations will be necessary to corroborate these observations. 

 

 

3.6 CONCLUSION & FUTURE WORK 

 
I aimed to isolate and stably localize specific nuclei to identify the true source of 

spasticity in relation to the motor descending pathways, but results were insufficiently 

reliable to draw firm conclusions. Several factors could explain the low reliability. First, 

our movement per TR threshold of 0.75mm was too lenient; many of the naïve subjects 

showed repeated motion artifacts. Second, due to the difficulties of recruiting chronic 
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stroke patients, I did not balance the gender for this experiment. There is evidence to 

suggest gender may affect the response amplitude; this may be incorporated in the future 

experiment design [69]. Lastly, it is commonly known that the upper-limb movement 

involves handedness and is shown to modulate the vestibular-ocular reflex [70]. However, 

it remains an open question if handedness affects subcortical activation [71]. I primarily 

recruited age-matched participants mostly from associates of the stroke patients. I did not 

collect the handedness of healthy cohorts because I did not anticipate this factor would 

become primary without any explicit movement execution inside the scanner. This should 

be remediated in future work.   

While my primary hypothesis of an asymmetric brainstem response to specific 

stimuli could not be verified, I observed anatomical and functional phenomena of the 

brainstem that will inform future work. Developing a better understanding of the role of 

the brainstem in impairment will help improve diagnoses and enable targeted interventions. 
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3CHAPTER 4 

An MRI-Compatible Force Sensor for Measuring Differential 
Isometric Precision Grip Force 

 

4.1 INTRODUCTION 

 
Fine motor control such as precision grip is most acutely developed in humans. 

Precision grip control is highly influenced by monosynaptic connections from the motor 

cortex [72]. Studies using functional magnetic resonance imaging (fMRI) have provided 

a wealth of information about neural correlates of precision grip. For instance, the 

cortical activity in sensorimotor cortical areas increases linearly with the force of grip 

[73]. However, dexterous, small force conditions may involve higher activation in 

premotor areas [74] and bilateral motor cortex, implying that fine control involves more 

complex neural circuitry including co-activation of antagonist muscles [75]. 

Subcortically, basal ganglia modulate the amplitude, rate, motor planning, and selection 

[76]. All of these previous studies have examined precision grip as a combined isometric 

contraction. However, the relative roles of the forefinger and thumb in precision grip 

control are unknown. The forefinger and thumb are most often synergistic but are not 

locked together. For instance, buttoning a shirt requires differential control of the 

forefinger and thumb. It has been shown that this differential control task is an important 

 
3 Han, C., Oblak, E., Abraham, L., Ferrari, P., McManis, M., Schnyer, D. and Sulzer, J., 2017, July. An 
MRI-compatible force sensor for measuring differential isometric precision grip force. In 2017 39th Annual 
International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC) (pp. 791-
794). IEEE. 
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biomarker of impairment in the elderly [77,78] and those with Parkinson’s disease [79]. 

Yet this diagnostic test is not compatible with a magnetic environment.  

Current methods of measuring precision grip force in the MR environment use a 

single force sensor incapable of delineating forefinger and thumb forces independently 

[74, 80-85]. I aim to design and characterize a force sensor that measures individual 

finger and thumb forces while performing complex precision grip motor tasks. Here I 

present the core design aims, specifications of transducer, material, manufacturing, and 

simulation results. I empirically characterize the sensor in terms of identifying linearity, 

hysteresis, and force bandwidth. 

 

4.2 DESIGN 

 
The task assigned in a neuroimaging study is to measure the force of two fingers 

(thumb and index) while performing an isometric pinch in real-time. Thus, the core 

specifications of the sensor I aimed to design for our application are as follows: 

• Maximum force of 20N in each finger 

• Resolution of 0.1N in each finger  

• MR compatibility 

• Ergonomically designed to fit precision grip posture 

 

My design uses a flexure with an optic fiber to transduce the deflection of the 

flexure to a voltage, as used in previous designs [9,10,12-15]. The key difference is that 

the sensor is grounded between the two fingers, allowing independent measurements of 
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forefinger and thumb forces. Thus, here I describe how the flexure transmits displacement 

at the fingers to a voltage. 

The force is indirectly measured by the fiber optic sensor. The flexure is grounded 

in the center, with an inclined double parallel mechanism on both sides and optic fibers 

aligned to measure deformation (Figure 4.1 (a)). The flexure is grounded by firmly 

positioning it to the aluminum-mounting base with brass bolts and nuts. When force is 

applied on either side, the deformation of the parallelogram shifts vertically, moving a 

mirror further away from the fiber optic head, therefore the intensity of the reflected laser 

decreases, resulting in a change in sensed displacement. The specifications of the fiber 

optic sensor (Baumer AG, Switzerland) are presented in Table 4.1. Maximum detection 

displacement is set to 0.2 mm in order to achieve a linear operating range of the fiber optic 

sensor. The deformation of the sensor and the transition of the displacement are depicted 

in Figure 4.1 (b). 

The two critical criteria for the determination of flexure material were 1) MR 

compatibility and 2) stiffness appropriate for low force measurement (< 20 N). I used 

selective laser sintering, a method of 3D printing to achieve high precision and maintain 

material properties. I used Sinterstation 2500+ HiQ (3D Systems, Valencia, CA, USA), 

with standard ALM N12 sintering parameters with a part bed temperature of 174 degrees 

Celsius. The material I used is Nylon12 PA powder provided by Stratasys (see Table 4.2 

for material details). 

Based on our CAD design (Solidworks 2015-2016, SolidWorks Corporation, MA, 

USA) imported to Matlab 2016b (Mathworks, Natick MA, USA), I performed a static 

simulation based on finite element methods (FEM) provided in partial differential equation 

toolbox. The key parameters regarded in PDE models were Poisson’s ratio of 0.394 and 

the mesh size of 0.03mm. The simulation was done on 10-node tetrahedral elements with 
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quadratic interpolation functions. Although not detailed here, the displacement was under 

1% difference compared to Solidworks static simulation with mesh size 0.8mm. Critical 

dimensions in terms of achieving target displacement (0.2mm when static 20N force 

applied) were the width of the parallel beam, width of the inclined beam, the angle of the 

inclined beam opposed to the parallel beam, and the thickness of all beams. One example 

of a geometric dimension satisfying our aim is to set a beamwidth of 0.86 mm, a thickness 

of 9 mm, and an angle of 60 degrees. The resulting displacement when 20N of static force 

was applied was 0.2073 mm. The displacement along the vertical axis is described in 

Figure 4.1 (b). I collected data using a data acquisition board (NIDAQ USB-6009, National 

Instruments, Austin, TX). Data were collected at 100 Hz. 
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(a)  
 

 
(b) 

 
Figure 4.1. Sensor design (a) Printed force sensor mounted with fiber optic sensor (b) 
Simulation results: Vertical-displacement 
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4.3 SENSOR CHARACTERIZATION 

 
I evaluated the linearity, hysteresis, and frequency bandwidth to judge overall 

sensor performance. The procedure of the experiment performed to characterize each 

property is described as follows: 

I applied standard weights to the ungrounded flexure laying on its side to ensure 

equivalent force on both sides. The applied weights were 50g, 100g, 200g, 400g, 600g, 

800g, and 1000g (= 9.8 N). Each weight was applied 6 times and the output voltage was 

recorded at the steady-state of the sensor readout. Figure 4.2 (a) shows a linear relationship 

between force and output voltage. (R2=0.987)     

Hysteresis in a viscoelastic material such as Nylon 12 is a critical property to 

identify, especially at deformations of varying frequencies. I applied different forces (5N, 

10N, 15N maximum range) and different frequencies (0.1 Hz, 0.16Hz, 0.2Hz, 0.33Hz, 

0.5Hz, 1Hz, and 2Hz) while simultaneously recording force from a separate transducer 

(Futek, Advanced Sensor Technology, Inc., Irvine, CA, USA). For each force and 

frequency combination, 60 cycles of loading and unloading were applied and averaged in 

the time domain relative to the other. Results are described in Figure 4.2 (b) and Table 4.3. 

Hysteresis increased with applied force and frequency. The maximum hysteresis was 

18.9% of the applied force (10 N at 2 Hz). The minimum hysteresis was 1.6% (5 N at 0.1 

Hz).   

Regarding that human tapping frequency may reach up to 5 Hz [87, 88], I estimated 

that the maximum griping frequency may be similar or less than tapping. Thus, I inspected 

the frequency response of the developed sensor by applying a randomly varying force over 

a 240-second period. A reference force sensor was used to verify accuracy. I estimated the 

transfer function by applying a fast Fourier transform. The Bode plot in Figure 4.2 (c) 
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describes the approximated estimation of magnitude and phase shift in the range of 0.1Hz 

to 4Hz compared to reference force measurements. The phase shift increases in high 

frequency as a result of high hysteresis.  

The force sensor I aimed to design in this study resulted in a sensitivity of 100 

N/mm on the fiber optic end, and 5 N/V on the NIDAQ acquisition end. The peak force 

measurements are reached within 1 sec after the force is applied. The maximum force 

detection range was set to 20 N due to our targeted application; however, by alternating 

dimensions, the range of force detection and the sensitivity of force measurements can be 

adjusted. 
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(a) Linearity 
 

 
 

(b) Bode plot of Random input 0.1- 4 Hz 
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TABLE 4.1 SPECIFICATIONS OF THE FIBER OPTIC SENSOR 

Fiber Optic FUE200C1004 
Optical Amplifier FWDK 10U84Y0 
Cable length 10 m 
Range of sensing distance 10 mm 
Light source 680 nm pulsed red LED 
Response time / release time 1 – 50 ms 
Head material Brass 
Sensor head size ∅4 × 20.0 (L) mm 
Sensor base size 10.0 (W) × 29.7 (H) × 60.0 (D) mm 

 

 

TABLE 4.2 SPECIFICATIONS OF NYLON12 PA 

Elastic modulus 1.3 ×  109 (𝑁𝑁/𝑚𝑚2)  
Poisson’s ratio 0.394 
Shear modulus 3.189 ×  109 (𝑁𝑁/𝑚𝑚2) 
Mass density 1.02 ×  103 (𝑘𝑘𝑘𝑘/𝑚𝑚3) 
Tensile strength 4.7 ×  108 (𝑁𝑁/𝑚𝑚2) 
Yield strength 4.698 ×  108 (𝑁𝑁/𝑚𝑚2) 

 

 
 

(c) Hysteresis with varying frequency and force 
 

Figure 4.2. Characterization of the force sensor 
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TABLE 4.3 HYSTERESIS OF FREQUENCY X FORCE (%) 

 5N 10N 15N 
0.1 Hz 1.60 2.13 2.79 
0.16 Hz 2.02 2.59 2.92 
0.2 Hz 2.18 2.97 2.98 
0.33 Hz 2.78 3.87 4.57 
0.5 Hz 3.77 5.53 6.56 
1 Hz 9.25 12.2 13.8 
2 Hz 13.2 18.9 16.2 

 

4.4 DISCUSSION & CONCLUSION 

The purpose of this investigation was to design a force sensor capable of 

independently measuring forefinger and thumb forces at low force levels in an MR 

environment. In this work, I described the design of the device, simulate its deformation 

characteristics, and then perform an engineering evaluation of its linearity, hysteresis, and 

bandwidth. Our dual flexure design, inspired by previous work [75], was manufactured 

using Nylon 12, 3D printed by SLS. Overall, its performance was acceptable, with some 

considerations.  

The overall design was found to be fairly linear, with a range of hysteresis between 

1.6 and 18.9%. The bandwidth response, like the hysteresis, was primarily affected by 

higher frequency (i.e., 2 Hz) forces. While this may be acceptable for some applications, 

the design may be able to be improved using thicker walls. While aluminum would 

undoubtedly have lower hysteresis values, our prior designs required wall thicknesses that 

were too thin and thus entered plastic deformation upon typical use. Possible alternative 

materials with high elastic moduli could be used but may not be able to be 3D printed and 

thus high precision features such as corners would likely negatively affect performance. 
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In this study, I presented a force sensor that is MR-compatible, high precision in geometric 

dimension, and sensitive enough to detect low force range without mechanical failure. The 

presented sensor is one possible solution specified to accommodate our specific motor task 

of interest. The design optimization in terms of balancing force detection range, mechanical 

stability, geometric dimension, precision, accuracy, hysteresis, and analytical modeling is 

under investigation. 
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CHAPTER 5 

Primary visual beta-band oscillations reflect motor control processes 
during dynamic visuomotor (pinch-force) tracking 

 

5.1 INTRODUCTION 

 
Control of precision pinch and grasp relies on an extensive cortical network for 

which research has traditionally focused on frontal and parietal regions subserving 

executive and visuomotor integration functions, respectively [89]. However, evidence 

suggests that cortical oscillations within the primary sensorimotor and visual cortices, in 

addition to reflecting low-level function (e.g., movement or stimulus parameters, 

respectively), may also process high-level functions (e.g., task or goal-directed 

processes) as part of a task-based integrative network [90]. Integration of visual 

information during object manipulation provides a foundation for internal models of 

body movement within the external environment [91] and helps to improve accuracy and 

consistency during goal-directed movements [92]. The posterior parietal cortex (PPC) 

has been shown to be an essential functional hub within a wide cortical network that 

subserves visuomotor transformations [93-96]. While there has been extensive research 

on the role of the PPC, primary motor (M1) and sensorimotor cortex (SMC), and 

executive frontal regions, relatively little is known about the involvement of the primary 

visual cortex within this greater visuomotor network.  

The primary role of the M1 is well established. Along with the supplementary 

motor association cortex (SMA), M1 codes signals for generating high-level motor 
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output through the corticospinal system [97] of various degrees of complexity [98-105]. 

However, more recent studies have found that M1 also directly encodes visual 

information associated with movement planning and sensory feedback [106-109], 

shedding light on the hierarchical structure of an integrated action-perception system 

supporting predictive behavior [110-112]. M1 activity during motor planning changes 

the state of the somatosensory area indicating M1 prepares S1 to anticipate the sensory 

information received during the movement [113]. While much less is known about how 

the primary visual cortex couples to the motor system, there is some evidence of motor 

representation within V1. Benedetto showed that primary visual and motor cortex BOLD 

activity displays task-related correlation [114], supporting the idea both M1 and V1 may 

couple with each having its own representation of sensory and motor processing. 

The studies of visual information’s effect on visuomotor integration have been in 

the form of providing visual feedback that directly maps the motor performance. Visual 

feedback minimizes movement variability [115] and concurrent feedback allows 

automatic recalibration of visuomotor mapping [116]. The response of the visual area 

towards the change in task error is nonlinear, where specific regions of the visuomotor 

system selectively change in activity related to large changes in force error and large 

changes in the spatial amplitude of visual feedback [117]. Removing visual feedback 

lowers the structural variability of inter-digit force coordination, which is explained by 

the change of high-level control strategy, leading to two digits becoming more coupled 

under somatosensory feedback [118]. This was observed in chronic stroke patients where 

they expressed higher stability in bimanual force control without visual information 
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[119]. Accurate visually-guided hand movements are achieved by utilizing perceptual 

and spatial information processing that is tightly linked to visual inputs [120]. While 

evidence suggests that sensory input tightly linked to the movement goals reduces 

movement variability, improved performance was not always achieved with increased 

amounts of sensory information [121]. The underlying mechanism of how sensory 

information is attributed to reduced variability in movement within the hierarchical 

visuomotor network is poorly understood.       

 Precision grip is a motor skill developed throughout childhood that allows 

controlled manipulation of objects [122]. The accuracy of precision grip force control is 

degraded in healthy aging and also in numerous neuromuscular diseases [123-127]. The 

experimental examination of precision grip has been often in the form of static force 

control in humans. Comparison of precision grip gently holding an object to power 

gripping revealed that more regions involved in precision grip than power grip, 

indicating precision grip incorporates a more demanding manipulation [128]. 

Manipulation of force level during static grip led to the finding that frontoparietal 

activations engage with a small force [129]. Experiments designed to have a long 

duration of static force attempted to identify coherence in between electromyography 

[130-131], changes of mu rhythm [132], alpha coherence correlating to accuracy [133]. 

However, the fact that the dynamic task has a differential representation compared to the 

static task [134], and that dynamic precision grip engages a segregated but differential 

cortical network compared to the static grip [135] suggest an emphasis on high-temporal 

dynamics of visuomotor integration.  
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Investigations of cortical oscillations underlying sensorimotor processing have 

shown that the beta band (15 ~ 30 Hz) is strongly modulated by movement and 

somatosensory input. Transient increases and decreases in spectral power recorded using 

electroencephalography (EEG) and magnetoencephalography (MEG) have been termed 

event-related synchronization (ERS) and desynchronization (ERD) respectively [136-

138]. These phenomena have been shown during and following preparation and 

performance of voluntary movements [139], passive movements [140], and even during 

imagined movements [141-143]. Non-invasive scalp EEG, MEG and intracranial 

measurements using depth or electrocorticogram (ECoG) recordings have provided 

significant knowledge regarding the time course and putative neural generators of these 

sensorimotor rhythms in humans. The advance time-domain signal processing have 

contributed novel information regarding the nature of cortical oscillations within the 

motor and sensory structures of the brain and will likely continue to play an important 

role in identifying the underlying mechanisms of motor cortex oscillations and their 

functional role in motor control. Recently, it was found that the amount of beta ERD 

within the visual areas during motor execution primarily predicted the amount of motor 

errors, suggesting both alpha and beta oscillations within visuomotor cortical networks 

play a prominent role [144]. Another study revealed on monkeys that these top-down 

beta-frequency oscillatory processes coordinate the processing of sensory information 

by conveying global states to early levels of sensory cortical hierarchy independently of 

bottom-up stimulus-driven processing [145]. While these studies strongly implicate a 

role for visual beta oscillations in visuomotor control, neither study controlled or tested 
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for the influence of visual information and force level on the beta-band response. Hence, 

the functional significance of primary visual beta-modulation requires further 

investigation. 

 In this study, I measured the oscillatory responses of motor and visual areas. I 

examined how alpha/beta bands are portrayed in both sensory and motor processing in a 

hierarchical top-down network during a dynamic visuomotor task with MEG. 

Magnetoencephalography (MEG) and electroencephalography (EEG) have the ability to 

capture high-temporal profiles of neural activations measured non-invasively [146]. I 

chose a task with unique properties: 1) dynamic, isometric precision grip, 2) an instructed 

constant rate of change of force, 3) a required independent control of forefinger and 

thumb forces and 4) manipulations in mapping between pinch force and visual target 

position. The goal of the tracking task was to control a cursor and follow the target 

moving at a fixed speed along a 45 – degree diagonal trajectory as accurately as possible. 

The visual feedback was introduced in two conditions, Coupled, where the position of 

the cursor moved based on the average force of the forefinger and thumb, and 

Independent, where the cursor’s two degrees-of-freedom were independently controlled 

by thumb and forefinger forces. I predicted that participants would interpret the Coupled 

condition to be less complicated, leading to a larger error in controlling both finger 

forces. I anticipated that the more complicated Independent condition would engage 

bilateral beta oscillations in the motor area. I examined the differences in the time-

frequency responses of the motor and visual areas in the form of alpha and beta band 

modulation. I hypothesized that the variability of alpha and beta modulation would 
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correlate to changes in the behaviors underlying the performance of the continuous 

visuomotor processing throughout the task.  

5.2 STUDY DESIGN 

5.2.1 Subjects 
Sixteen healthy participants, eight females, with normal or corrected to normal 

vision, were recruited to participate in the experiment. All subjects provided informed 

consent approved by the University of Texas at Austin Institutional Review Board. 

Participants were asked to avoid caffeine intake and to avoid sleep deprivation the day 

prior. Two participants were excluded due to excessive artifact or other metallic noise 

interference during the MEG scanning. Thus, fourteen participants remained in the final 

analysis (seven females, age 18-34 yrs., mean 25.8 yrs., SD = 5.0). All subjects were right-

handed based on the Edinburgh handedness test (mean 83.1, SD = 15.4), [147]. 

5.2.2 Stimulus and Task description 
 The task follows the work of Spirduso et al [148]. Participants controlled a 

computer cursor by isometrically pinching a custom-made non-magnetic force transducer 

[149]. Forefinger and thumb forces were mapped to horizontal and vertical movement of a 

cursor on a screen. The sensor mapped 0 – 20 % MVC across the full range of each axis 

within the viewing screen described in Figure 5.1 (a). The task was displayed on a back-

projected screen using a DLP projector connected to a stimulus delivery computer running 

custom software developed in Python. The distance from the subject’s nasion to the 
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projection screen was 1 m. The display dimension was 1024 x 768 pixels having a visual 

angle of approximately 7⁰. 

Participants were instructed to manipulate the cursor in order to track a circular 

target moving along a diagonal tracking line as accurately as possible. The mapping of 

force across the track line represented 4 – 16 % MVC bottom left to the top right and 

constituted an angle of 45⁰ (Figure 5.1 (a)). Participants performed two task conditions that 

were differentiated only by the level visual feedback: (1) Independent, where the horizontal 

and vertical positions of the cursor were mapped independently onto the force generated 

by the forefinger and thumb, respectively, and (2) Coupled, where the cursor position was 

represented as the average of forefinger and thumb forces, thus constraining cursor motion 

along the diagonal track. Participants were only instructed to follow the target as accurately 

as possible.  

 Each trial started with a red trackball at the bottom of the diagonal track-line and 

the subjects’ yellow cursor ball at the very bottom left of the viewing screen. A Trial was 

initiated by a change in trackball color from red to green, indicating that the participants 

should apply force to move the cursor toward the trackball. When the cursor reached a 2% 

force radius of the trackball, the cursor turns blue, and the trackball starts to move along 

the yellow diagonal trajectory at a constant speed (trial onset). The trackball traveled up 

the diagonal trajectory for 3 sec, reversed, and moved back for 3 sec to the origin. During 

tracking, if the cursor diverges more than 2% force radius of the trackball during tracking, 

the cursor color changed to pink. Once the tracking finished, the trackball turned to red, 
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the cursor disappeared, and the trackball remained static for 3 sec while participants rested 

until the next trial. The time evolution of a single trial is described in Figure 5.1 (b). 
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(a) 
Independent Coupled 

  
 
 
(b) 

 
 
Figure 5.1. Experimental setup in both (a) Independent (left) and Coupled (right) 
conditions. The task was mapped to 0-20% of each participant’s MVC, visually 
identical to all participants. In Coupled condition, the target was bounded along the 
trajectory whereas in the Independent condition, the target was allowed to vary from 
the pattern. (b) Time evolution of a single trial where the vertical axis is arbitrary units 
of force.  
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5.2.3 Data Collection 
The experiment was carried out over two sessions on separate days. The first 

session consisted of an MVC determination and task familiarization. MVC was collected 

to normalize the task difficulty across participants while performing an isometric 

contraction [150]. MVC was measured for each participant using a manual force 

measurement system, including a custom-made dual strain gauge mounted on a base 

capable of differential measurement of forefinger and thumb forces [148,149]. Participants 

executed three MVC trials with 30 seconds rest in between. Participants were directed to 

(c) (d) 

  
 
Figure 5.1. (c) Setup in MEG room – participants were seated in an upright posture. (d) 
Customized desk to fix right forearm with cuffs. The precision grip posture was 
adjusted to a comfortable position for each participant. 
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maintain MVC for 5 seconds within a trial. The average MVC across trials was used to 

determine the experimental task forces. The training session was composed of five blocks 

of 20 trials using the Independent condition. 

5.2.4 MRI Acquisition   
Participants were scanned in a Siemens Skyra 3T MRI scanner with a 32-channel 

head coil at the University of Texas at Austin. The image was taken using the MPRAGE 

sequence (TR = 2.3s; TE = 2.98ms; 208 slices; 256 x 240 matrix size; 1 mm slice thickness) 

to collect structural scans. The images were later used to co-register with the MEG data. 

5.2.5 MEG Acquisition 
In the second session, participants were brought to the MEG scanner at Dell 

Children's Medical Center no later than 7 days following the first training session. The 

neuromagnetic activity was recorded using a whole-head 306-channel MEGIN Triux MEG 

system (MEGIN OY, Helsinki, Finland) in a magnetically shielded room located within 

Dell Children’s Medical Center (Figure 1(c)). All MEG and peripheral biological data were 

collected at a 1 kHz sampling rate and band-pass filtered from 0.3 – 330 Hz.  Prior to 

recording, a Polhemus Fastrak system was used to digitize the location of fiducial 

landmarks at the nasion and left and right tragi, as well as 5 head position coils used for 

head coordinate system localization within the MEG helmet. Bipolar electrocardiography 

(ECG), electrooculography (EOG), and surface electromyography (EMG) was recorded 

using the systems EEG amplifier from (1) lumbrical (unipennate), (2) opponens pollicis, 

and (3) flexor carpi radialis muscles to track to correlated muscle activation of flexion in 
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the forefinger, thumb, and wrist, respectively. Electrocardiography (ECG), and a single 

channel of diagonal to EOG to track eye movement and blinks.   

Participants sat in an adjustable upright chair with our custom-designed force 

sensor mounted on a desk described in Figure 5.1(d). The participant’s extraneous arm 

movement was constrained by using a wrist brace anchored to the apparatus’s mounting 

desk. The angle of the sensor with respect to the hand was adjusted to a comfortable 

position, the right forearm in the sagittal plane, and the ulnar surface of the hand resting on 

the desk. Participants were instructed to remain relaxed when not performing the 

movement.  

 I collected 5 mins of resting data, a single run of the Independent condition, and a 

single run of the Coupled condition. The order of the conditions was counterbalanced 

across participants. Each experimental run contained five blocks of 24 trials each: resulting 

in 120 trials per run. Rest was assigned 90 seconds in between the blocks. Throughout the 

trial, three triggers were simultaneously recorded along the MEG signals to mark the 

following events: trial onset, trackball onset, and rest. The reversal time points were 

determined in post-hoc analysis. Each run lasted about 25 minutes, and the whole MEG 

recording took about 70 mins. The location of the head position was checked before and 

after every run to check for excessive head movement (> 5 mm). 
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5.3 DATA ANALYSIS 

5.3.1 Behavioral analysis  
Each trial performance was represented by root-mean-square error (RMSE) of 

finger forces normalized to the participant's MVC by calculating the Euclidean distance in 

the 2D task space. The force RMSE was calculated in the following equation.   

 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑅𝑅𝑅𝑅𝑅𝑅𝐸𝐸�𝑥𝑥(𝑡𝑡),𝑦𝑦(𝑡𝑡)� = ��
𝐹𝐹𝑥𝑥(𝑡𝑡) − 𝐹𝐹𝑥𝑥𝑜𝑜(𝑡𝑡)
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𝑀𝑀𝑀𝑀𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
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where 𝐹𝐹𝑥𝑥 ,𝐹𝐹𝑦𝑦 are raw force measured 𝐹𝐹𝑥𝑥0 ,𝐹𝐹𝑦𝑦0 are the target force given as the task. 

To contrast task-relevant errors given that the visual feedback was manipulated, I also 

calculated the task RMSE, where the definition is, how well ‘visually’ participants 

performed the task. For the Independent condition, force RMSE is identical to the task 

RMSE; however, in the Coupled condition, the task RMSE does not consider how well 

both finger forces are balanced during the isometric pinch and only considers error along 

a single dimension of the track line. Therefore, the calculation is as follows:  
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𝑀𝑀𝑀𝑀𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
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The EMG signals were measured to monitor abnormal contractions and to estimate 

the degree of correlation with neuronal modulations as a result of isometric contraction. 

The EMG signals were measured to evaluate if the activation level directly correlated to 

neuronal modulations. The signals were high-pass filtered at 10 Hz, and then Hilbert 

transformed to estimate the amplitude. The activation was normalized by the average 

amplitude in the baseline window, -700 – -200 ms before trackball onset. After normalizing 

the amplitude, I integrated the normalized amplitude over the trial window to represent 

assess each trial's total EMG activation level.   

To evaluate if oculomotor activation was different between the conditions, I 

normalized EOG activation across the whole run. The signal was band-pass filtered from 

0.5 - 50Hz, and I calculated the Pearson's correlation of the normalized EOG signal and 

the task trajectory over the 6-second window of each trial. The eye movements should 

follow the task trajectory as the target moves up and down to adjust the focal point of the 

eye field to have the target located in the center. The correlation reflects how similar the 

shape of the eye movement follows the task trajectory.   

Given that the participants were allowed to initiate the task after the trial onset 

began, I inspected the reaction time between the trial onset and trackball onset. Trials were 

discarded where the reaction time exceeded one second or subjects otherwise did not 

complete the trial. The average number of trials in each condition was 86.1 ± 6.8 in the 

Independent condition and 88.5 ± 1.8 in the Coupled condition.   
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5.3.2 MEG preprocessing  
 MEG preprocessing and source estimation were carried out using BrainWave, a 

Matlab toolbox developed at the Hospital for Sick Children [151], to estimate and analyze 

beamformer source estimation from MEG signals. 204 channels of gradiometer MEG data 

were epoched into 10-second trials from -1 to +9 seconds time-locked to the start of the 

trackball movement, i.e., trial onset in Figure 5.1 (b). Four corrupted channels specific to 

the MEG machine was removed from all subjects’ data. MEG data underwent automated 

threshold rejection, and trials containing peak to peak amplitudes greater than 3.5pT were 

removed from analysis. Trials were further visually inspected, and trials were removed 

containing excessive muscle and or eye-blink artifacts not captured by the threshold 

routine. Lastly, trials in which the subject failed to continuously perform the task for the 

duration of the trial were removed.   

 

5.3.3 Beamformer source estimation 
 To localize brain activity from the MEG data, I used a linearly constrained 

minimum variance (LCMV) beamformer, an adaptive spatial filter, that provides no 

localization bias in the presence of random noise [152]. LCMV Beamformers aim to pass 

the signal from the location of interest while blocking signals from all other locations. The 

localization of brain activity, the signal of interest is defined by the forward solution for 

current sources at each location. The maximal attenuation of other sources in a least-

squares approach is based on spatial correlations present in the measured signal. The spatial 

resolution of the beamformer is dependent on the signal-to-noise ratio of the target source. 
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A minimum-variance beamformer for the brain location defined by 3D position vector r = 

(x,y,z) consists of a unique set of a sensor-weighting matrix, denoted as W(r). The total 

power S2(r), projected by a spatial filter over an interval of time is given by the temporal 

integration of the measured signal m(t), scaled by the beamformer weights.  

 

𝑆𝑆2(𝑟𝑟) =  �|𝑊𝑊𝑇𝑇(𝑟𝑟)𝑚𝑚(𝑡𝑡)|2 𝑑𝑑𝑑𝑑 

 

The source power at location r over a given time interval would be obtained from 

 

𝑆𝑆2(𝑟𝑟) = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑊𝑊𝑇𝑇(𝑟𝑟)𝐶𝐶𝑚𝑚𝑊𝑊(𝑟𝑟)) 

 

 where, Cm  is a M x M covariance matrix of the data measured at M sensor 

channels, computed over the time interval T. W(r) is the beamformer weight matrix 

consisting of N columns of M-dimensional weight vectors, where N represents the number 

of independent signals emanating from the target location r in the brain. LCMV 

beamformer is generated with constraints of minimizing signal power while maintaining 

linear responses of filter to each signal of interest arriving from the target voxel. For brain 

signals, these sources are modeled by the lead fields of orthogonal dipole sources located 

at each voxel. 

𝑊𝑊(𝑟𝑟) = 𝐶𝐶𝑚𝑚−1𝐻𝐻(𝑟𝑟)[𝐻𝐻𝑇𝑇(𝑟𝑟)𝐶𝐶𝑚𝑚−1𝐻𝐻(𝑟𝑟)]−1 
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 where Cm is the data covariance matrix and H(r) is the matrix of forward solutions 

(lead fields) for all dipole sources at location r. When forward solution is setup with 

spherical model, only tangential sources contribute to the MEG signal and H(r) can be 

reduced to two tangential dipoles with orthogonal orientation. With the assumption that 

signals from cortical sources are primarily due to current flow perpendicular to the cortical 

surface, the realistic estimate of this direction can be obtained, a scalar beamformer can be 

computed for a single current direction at each voxel. This method both improved SNR 

[152,153] and provides a single time series of source strength for each voxel location. The 

SAM beamformer iteratively searches for this optimal orientation by maximizing the noise 

normalized source power output of the beamformer over all data segments. This noise 

normalization of power estimate has been termed ‘pseudo-Z’ statistics [154,155] necessary 

to remove spatial distortion due to the uncorrelated (white) noise gain of the weights that 

scales with increasing distance from the sensors. The weights are used to obtain total source 

power P(r), over all trials and samples, with weight vector normalization to remove spatial 

distortion in the image [156]. 

 

𝑃𝑃(𝑟𝑟) = 𝑊𝑊𝑇𝑇(𝑟𝑟)𝐶𝐶𝑚𝑚𝑊𝑊(𝑟𝑟)[𝑊𝑊𝑇𝑇(𝑟𝑟)𝑊𝑊(𝑟𝑟)]−1 

 

The beamformer reconstruction may be erroneous making distinction on highly 

correlated two closely spaced sources, however, beamformer is shown to be robust to 

partial correlation between the sources [157]. Additionally, beamformer has shown to 

preserve interdependencies of periodic sources and that phase-synchronization of 
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interacting non-linear sources was not perturbed by the analysis. The beamformer output 

can be computed for all voxels in the predefined source space, forming a statistical 

parameter mapping (SPM). The images exhibit non-uniform projection of sensor noise 

throughout the volume. By normalizing the beamformer output, inherent bias can be 

compensated. Assuming that the sensor noise covariance matrix (∑) is known, the 

normalized beamformer output is computed as [154]: 

 

𝑍𝑍𝑟𝑟2 =
𝑃𝑃𝑟𝑟
𝑁𝑁𝑟𝑟

=
𝑊𝑊𝑟𝑟

𝑇𝑇𝐶𝐶𝑏𝑏𝑊𝑊𝑟𝑟

𝑊𝑊𝑟𝑟
𝑇𝑇 ∑𝑊𝑊𝑟𝑟

 

 

where, 𝑍𝑍𝑟𝑟, is the pseudo-Z statistic for location r and 𝑁𝑁𝑟𝑟, power of the projected 

sensor noise. Noise sensitivity is only required for normalization, and in practical situation, 

this becomes redundant if interested in the statistical difference between contrasting 

windows. (e.g. active and control conditions). The T-statistics for each voxel can be 

calculated, where the weight calculation stage is skipped, are called pseudo-T [158]: 

 

𝑇𝑇𝑟𝑟 =
𝑃𝑃𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑃𝑃𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑁𝑁𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑁𝑁𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 

Beamformer output is simply a projection of the measurement vector onto the lead 

field for the target voxel [159], known as signal space projection (SS)[160]. 
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5.3.4 Region of interest identification   
Identification of the primary sensorimotor and visual cortices was carried out via 

localization of task-related alpha- and beta-band oscillatory modulations of induced brain 

rhythmic activity using the differential SAM beamformer in BrainWave. Datasets from 

both conditions were included to identify the primary source; therefore, 28 datasets. First, 

I registered each participants’ structural MRIs and ran FSL [161] to create individual brain 

surfaces. I marked the fiducial points (nasion, left and right targi) collected during the MEG 

session using Brainwave import MRI function to co-register the structural MRI and the 

MEG session and then used FSL BET2 to extract the head surfaces. SPM12 was used for 

co-registration to align each structural MRI to the template brain and created a 9 cm patch-

based multisphere head model [162,163] for forward source modeling. Based on this 

model, I applied a bandwidth-based scalar SAM beamformer algorithm [154] for each 

alpha and beta band in each condition across all participants to search for the center of 

significant volumetric responses. To increase the sensitivity of alpha and beta band 

modulations, I applied 8 – 13 Hz, 15 – 30 Hz band-pass filters, respectively. To see the 

time-course changes of the modulations, I took each trial epoch from -3 to 10 seconds, 

setting t = 0 as the trackball onset. I took baseline as 500 ms before the trackball onset and 

set the covariance estimation window from 2 – 4 sec. Then a pseudo-Z map was created 

for each bandwidth and each condition every 500 ms non-overlapped in the whole epoch 

with root mean square noise of 3 fT/sqrt(Hz). I ran a permutation test iterating 1,024 times 

and selected the strongest sources accounting for sensorimotor and visual areas bilaterally 

for further analysis. The MNI coordinates of the source locations are presented in Table 
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5.1 and depicted in Figure 5.2 (a). The most robust and focal finding across motor and 

visual cortices was found in the beta-band post-task time period. The virtual sensors were 

created using the forward solution head model for each participant. The data was band-

passed 1-40Hz. 

5.3.5 Time-frequency representation   
After creating the virtual sensors with significant responses, I estimated the time-

frequency response (TFR) using a Morlet wavelet frequency transformation [164] in each 

trial and averaged it in each participant. The source activity was calculated over a frequency 

range of 1 – 40 Hz in 1 Hz steps using the following formula: 

 

w(t, f0) = �𝜎𝜎𝑡𝑡√𝜋𝜋�
−1/2

exp(−𝑡𝑡2/2𝜎𝜎𝑡𝑡2) exp(2𝜋𝜋𝑓𝑓0𝑗𝑗𝑗𝑗)  

 

Wavelets were normalized so that the total energy was one by the normalization 

factor with magnitude in the nAmps scale. To track the change of modulation as a function 

of the task, I normalized the power to, i.e., percent signal change, of the whole epoch using 

the average power in the whole trial window of 0 – 6 seconds. (Figure 5.2 (b)) The main 

purpose of using whole trial time window as baseline, was to maximize relative changes 

within the task, expected to be a low amplitude signal. Event-related desynchronization 

(ERD) is a decrease of power modulation, therefore negative percent signal change. Event-

related synchronization (ERS) is described as an increase of power modulation relative to 
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the baseline resulting in positive percent signal changes for group response, I averaged the 

percent signal change in each source and in each condition.  

 I validated the first level group time-frequency response to identify the modulation 

within the epoch. I applied Wilcoxon’s sign-rank test on each time-frequency point, filtered 

p < 0.05, and created a cluster on connected valid time-frequency points (uncorrected, 

Figure 5.2 (c),(d)). To correct for multiple comparisons, I analyzed the time-frequency 

response in the resting period (Figure 5.2 (d)-1, 2). To account for the probability of 

forming clusters of time-frequency points where the percent signal change across 14 

participants is significantly non-zero, I calculated the percent signal change of the resting 

period between the trials. I had four blocks of a 90-second resting period. I created non-

overlapping 3-sec windows in 70 seconds within the resting period to match the number of 

trials where I discarded the first and last 10 seconds to avoid any movements occurring. 

The number of created trials for each participant was 92, and I selected 2.5-sec with random 

jitter within each 3-sec trial. I generated the percent signal change group average on 2.5-

sec window time-frequency response during the resting period converted to percent signal 

change as I did with the original task trial. Once the clusters were created using Wilcoxon 

sign-rank test, I calculated the size of each cluster and took the maximum size. By repeating 

this 2,000 times, I created a distribution of maximum cluster size. I took the top 5% cluster 

size as a threshold to filter the cluster in the original trial epoch time-frequency response. 

Only clusters larger than the threshold survived for further analysis (Figure 5.2 (e)).       
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5.3.6 Contrast between the conditions 
 I examined both behavioral measurements and time-frequency responses across the 

conditions for differential effect as a result of setting visual feedback dissociating the 

behavior and visual feedback. Each participant had behavior parameters represented as the 

single summary statistics. The RMSE of both force and task were averaged across the 

whole trial period, from 0 – 6 seconds, the integrated normalized EMG was averaged across 

the whole trial period. EOG measurement was represented as the average of Pearson’s 

correlation of all trials for each participant in each condition. I applied Wilcoxon sign-rank 

paired test to check if any of the behavior measurement was different between the 

conditions.   

 To test the modulation differences, I performed the Wilcoxon sign-rank test on the 

time-frequency percent change plot generated by subtracting the Coupled condition from 

the Independent condition in each participant (p<0.05, uncorrected). Then I clustered the 

differential percent change time-frequency map in each source as the second level group 

analysis. 
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Figure 5.2. Image processing from source localization to 1st level group time-frequency 
response validation. (A) Sources in M1, V1 with differential SAM beamformer, beta-
band filtered, baseline as -0.5 – 0 seconds including all datasets. (B) Average percent 
change in a single source: power is estimated with Morlet wavelet, then normalized to 
percent signal change with 0 – 6 seconds. (C) Wilcoxon sign-rank result tested in each 
time-frequency point with p < 0.05, two-sided. (D) Clusters of significant time-
frequency points (uncorrected):  the clusters are created within the beta band (15 – 30 
Hz) and alpha band (8 – 13 Hz) across the epoch of 0 – 9 seconds. (D-1) Average 
percent change in resting period (D-2) Valid clusters in resting period (p<0.05, two-
sided): the maximum cluster size of 2000 iterations used to generate null distribution. 
(E) The clusters are filtered accounting for multiple corrections using a 5% cluster size 
of null distribution from (D-2).   
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5.3.7 Trial basis analysis 
 Individual trial basis analysis was performed after summarizing group-level 

responses for both behavioral parameters and time-frequency responses. Each trial was 

converted to percent changes by performing the same Morlet wavelet transform. Two 

behavioral parameters were set for comparison, force RMSE, and the task RMSE in each 

participant and in each condition. To represent neural responses on a trial basis, I selected 

mean (μ), the variance (σ) of the percent signal change as the summary statistics. 

Additionally, I calculated the Pearson’s correlation (ρ) between the time course of error 

and the envelope of percent signal change in alpha or beta band of bilateral sensorimotor 

and visual areas. The summary statistics were primarily calculated within the time window 

of 0 to 6 seconds to represent whole trial.  

5.3.8 Two-way repeated measures of ANOVA  
 In order to identify how behaviors and neural modulations are correlated, two 

criteria were selected to label the trials in each participant for both conditions: good/bad 

trials of force RMSE and task RMSE. I selected 40 trials of good performance (low RMSE) 

and 40 trials of bad performance (high RMSE) then set conditions and performance as 

factors for a 2 x 2 design study. The response variables were mean (μ), variance (σ) of 

percent signal changes in both sensorimotor and visual areas and correlation (ρ) between 

RMSE and the percent signal change. Once I found the significance in the ANOVA test, I 

ran a post-hoc analysis to further investigate the response in depth. 
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5.4 RESULTS 

5.4.1 Behavior 
 The average thumb finger MVC was 55.9 ± 17.9 N while the average of index 

finger MVC was 55.1 ± 18.1 N. The difference between thumb and index finger MVC was 

on average 0.8 ± 2.1 N that thumb MVC was slightly larger. The average of the parameters 

was calculated from each participant and compared across conditions by performing paired 

Wilcoxon paired test. I found no difference across the conditions in all three channels of 

integrated EMG (p = 0.345, 0.336, and 0.369 respectively) and in the Pearson’s correlation 

coefficient representing the eye movement (Independent 0.55 ± 0.11, Coupled 0.56 ± 0.07, 

p=0.548). In short, participants contracted the muscle and moved both eyes similarly in 

both conditions. The average time for participants to start pinching after the visual cue of 

the trial was 438.3 ± 169.2 ms and 495.1 ± 333.1 ms in the Independent and Coupled 

conditions, respectively. We did not observe a difference between conditions (p=0.502). 

The time from squeezing the force sensor to reaching a point to start a fixed 6-sec-pace 

tracking task was 552.0 ± 170.1 ms and 520.1 ± 160.2 ms (p = 0.058). Lastly, the time 

between the end of the task and the actual release of the finger forces was examined 

inspecting both force and EMG measurements. Using a threshold based on the correlation 

between pressure sensor deceleration and EMG decrements, the average time of release 

was 177.1 ± 123.7 ms and 259.9 ±160.8 ms for Independent and Coupled tasks, 

respectively. Participants tended to release significantly earlier in the Coupled condition 

than in the Independent condition (p=0.035).   
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I predicted that the force RMSE would be larger in the Coupled condition due to 

demanding less visual attention to the task. The force RMSE was significantly larger in the 

Coupled condition than in the Independent condition (p=0.0012). However, contrary to the 

force RMSE, the task RMSE, visually how task is performed, was significantly larger 

(p=0.001) in the Independent condition than in the Coupled condition. The correlation 

between the force and task RMSE in the Coupled condition was 0.677 ± 0.272, with range 

[0.248, 0.992]. The high correlation coefficient indicate that the force error and task error 

were positively correlated, where participant would achieve this if they pinched the sensor 

with balance of two fingers. It is possible to achieve low task RMSE but still high force 

RMSE because task RMSE in the Coupled condition takes the averaged force of both finger 

forces applied on the sensor. The average force and task RMSE are presented in Figure 5.3.   
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Figure 5.3. Averages of force RMSE (left) and Task RMSE (middle) compared across 
conditions. Note that participants pinched more off-balanced in the Coupled condition 
despite visually perceiving to perform better. Force and task RMSE are identical in the 
Independent condition, but task RMSE in the Coupled condition was calculated based 
on the ‘average’ force of two fingers. (right) The relationship between task RMSE and 
force RMSE slightly varied across participants. Those cases with low task RMSE but 
high force RMSE indicate that participants performed isometric pinch with less 
balanced forces on both fingers. This behavior was driven by providing a single 
instruction, which was to track the target as accurately as possible.  
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5.4.2 Beamformer source estimations 
 Beta-band SAM analysis found to have strong positive peak in both sensorimotor 

and primary visual areas. Both areas showed the highest contrast in the post-task period as 

an event-related synchrony (ERS), but with different latencies. For visual area, this 

occurred immediately following the termination of the task in the 6 – 7 second range, 

whereas sensorimotor area showed a slightly delayed ERS in the 7.5 – 8 second range.  

The anatomical locations in standard MNI space are summarized in Table 5.1. The 

volumetric image of the SAM ROI map is visualized in Figure 5.4 (a), as are the Beta-band 

time courses showing the strong post-task rebounds for both visual and motor cortex 

(Figure 5.4 (b)). From this point, I will use abbreviated expression to represent source 

localized in left primary somatosensory area (Brodmann area 03) S1(but including primary 

motor area (M1)) and right visual area (Brodmann area 17) V1.  
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(a)  

 

Table 5.1. Locations of analyzed source in MNI space 

𝒇𝒇 Pseudo-T 
MNI 
(mm) Gyral 

location 
Brodmann 

Area 
Time 

window (s) X Y Z 

𝜷𝜷 

4.38 -42 -24 54 L Postcentral BA03(S1) 7.0 – 7.5 
3.06 38 -16 62 R Precentral BA04(M1) 7.0 – 7.5 

4.71 -22 -88 2 L Middle 
occipital 

BA19(V3-
5) 6.5 – 7.0 

4.10 26 -84 6 R Cuneus BA17(V1) 6.5 – 7.0 
 

(b) 

M1 

 
 

 
    

V1 

 
 

 
Figure 5.4. (a) Volumetric image of localized sources across all participants and 
conditions. The localized sources expressed the strongest response in bilateral 
sensorimotor and visual areas in the beta-band. (b) Left S1 showed the strongest 
response in the 7.0 – 7.5 seconds time window. (Top left) Right V1 was localized in a 
6.5 – 7.0 seconds time window. (Bottom left) The changes of the modulation within the 
epoch for S1 and V1 are presented on the right column. 
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5.4.3 Time-frequency response of primary sources 

 Over the time course of the task and I found significant alpha- and beta-

desynchronization and synchronization in both V1 and S1. The TFR maps and values are 

displayed in Figure 5.5. Left S1 expressed alpha desynchronization in both conditions 

whereas right M1 alpha desynchronization appeared to be rather spontaneous and weak. 

V1 also responded during the task with alpha desynchronization, both conditions had 

stronger ERD in right V1 than left visual area. The beta band modulation during the task 

in S1 and M1 represents the ERD as a result of movement execution [165], the significant 

response appeared around the turn-around time point in bilateral sensorimotor areas in both 

conditions. However, the strength of the beta ERD was stronger in left S1 in the 

Independent condition. Notably, I found intermediate beta ERS right after the turn left S1 

in both conditions, where the effect appeared to be stronger in the Coupled condition than 

in the Independent condition. Wide frequency range of beta ERD lasted throughout the 

task in right V1 in both conditions. Left visual area also expressed beta ERD during the 

task in both conditions but were more localized in the event of task onset and turn around 

point. Once the task ended, the disengagement of both fingers was expressed in a form of 

ERS in both alpha and beta band in both sensorimotor and visual areas. Post-movement 

beta rebound (PMBR) primarily appeared in the left S1 in both conditions. The similar 

behavior was found in V1 where strong beta and alpha ERS appeared post-task bilaterally 

and in both conditions. The onset of ERS in V1 was earlier than that of M1 in both 

conditions as the peak of beta modulation was localized in the earlier time segments of 500 

ms. There were no differences between the conditions in TFR plots (p>0.05, corrected).  
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Figure 5.5. Time-frequency response normalized as percent change using baseline (0 – 
6 sec). The significant percent change clusters are selected with bootstrapping statistics. 
(top) Response of left S1 and right M1 (bottom) response of visual area 
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5.4.5 Characterization of significant ERS/ERD   
 First is the intermediate ERS after the turn in the left somatosensory area and right 

visual area. I expected strong beta ERD as a reflection of motor execution, however, the 

synchrony after the turn was quantified to be a positive percent signal change. Therefore, 

I compared the modulation in the left sensorimotor area and right visual area before and 

after the turn in each condition (Figure 5.6 (a)). The next modulation I noticed in the left 

sensorimotor area was in a time window of 5.5 – 6.0 seconds. The strong increase of 

synchrony after the task terminates is expected as well-known as post-movement rebound, 

however, I found a short duration of ERD right before the task termination. I also analyzed 

the modulation comparing across the conditions (Figure 5.6 (b)). On top of the evidence 

that I anticipate post-movement rebound in sensorimotor area, I found the similar behavior 

in bilateral visual area in both conditions. The strong synchrony was located with a peak 

in beta-band. I estimated the amplitude changes in both sensorimotor and visual areas to 

analyze the beta synchrony post-task (Figure 5.6 (c)).  

5.4.5.1 Intermediate ERS right after the turn 
 I found the beta-band percent signal change in left S1 in both conditions expressed 

a slight increase right after the turn. I contrasted the modulation by separating the task 

period into before turn (0 – 3 sec) and after turn (3 – 6 sec) and performed sign-rank test to 

verify the change in level of synchrony in both conditions (Figure 5.6 (a)).  
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5.4.5.2 Desynchronized modulation immediately after task termination in left M1 
 The modulation in left S1 area is expected to express strong beta-band 

desynchronization as the movement still exists until the end of the task. Before the initiation 

of beta-rebound, I found a short-term beta desynchronization that was significant in the 

Coupled condition group time-frequency response, but not in the Independent response. 

The amplitude of the activation is suppressed as I normalized the modulation by taking the 

whole trial time-window of 0 – 6 seconds. The time series of average beta-band percent 

signal change is presented in Figure 5.6 (b). 

 

5.4.5.3 Beta-band modulation post-task period in both M1, V1 
Beta-rebound post-task in sensorimotor area is expected supported by the evidence 

as beta-rebound is associated with the termination of movements. The average percent 

signal changes within the time window of 6.5 – 8.0 sec were 67.63 ± 51.48 in the 

Independent condition and 53.85 ± 40.46 in the Coupled condition (Figure 5.6(c)). The 

difference between conditions was not significant. I found similar beta-band response in 

bilateral visual area where the amplitude increased immediately after the task was 

terminated. However, it occurred earlier than in left M1 PMBR (< 350ms) and lasted 

shorter than PMBR. The average percent signal changes within the time window of 6.5 – 

8.0 sec were 64.61 ± 46.37 in the Independent condition and 83.97 ± 127.94 in the Coupled 

condition (Figure 5.6(d)). The significant time-frequency area in first level group average 

included the upper alpha band but the peak primarily was within the beta band for both 

conditions. I compared the average amplitude in resting period, whole-trial period, and the 
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post-task time window to investigate how strong the synchrony occurred (Figure 5.6 (e)). 

The average amplitude was suppressed as opposed to the resting period in both 

sensorimotor and visual areas, and only in sensorimotor area that the amplitude post-task 

was significantly larger than the average amplitude during the whole-trial period. V1 

responded the same, however the amplitude shifts were not as large as the M1. 
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

 
 
Figure 5.6. Results of post-hoc analysis (a) Both left M1 and right V1 had ERD in the 
first half of the trial period and ERS in the latter half of the trial period. Because of the 
existence of movement until the end of the task, we would expect continuous ERD. (b) 
The short duration of ERD post-task represents that the amplitude is suppressed more 
than the average trial period followed by the steep increase of synchrony. (c) Post-
movement beta rebound. (d) Beta-band synchrony post-task is similar to PMBR. It is 
notable that V1 had an earlier onset than left M1. (e) Amplitude comparison in left M1 
beta-power. (f) Amplitude comparison in right V1 beta-power.  



 85 

5.4.6 Relating behavior with oscillatory responses - two-way repeated measures of 
ANOVA  
  I identified the correlation between force and task RMSE and found that they are 

not necessarily always strongly correlated. I performed two-way repeated measures 

ANOVA setting conditions and performance level as factors. Trials were labeled good/bad 

based on either task or force RMSE, then observations were selected to be mean (μ), 

variance (𝜎𝜎) of the percent signal change in alpha and beta-bands and Pearson’s correlation 

(𝜌𝜌) between RMSE and modulations during the whole trial time period (0 – 6 sec). I did 

not find any mean percent signal changes being affected by either condition or level of 

performance (p>0.05)  

I found that the correlation between an alpha-band percent change and force RMSE 

in both left and right sensorimotor areas was significantly different across conditions 

(F(1,13)=12.41, p=0.004 in left S1 and F(1,13)=10.08, p=0.007 in right M1, described in 

Figure 5.7 (a)). The beta-band response was similar in bilateral sensorimotor area, that 

correlation between force RMSE and beta-band percent change was affected by the 

condition, not by the level of force RMSE. (F(1,13)=16.26, p=0.001 in left M1 and 

F(1,13)=5.15, p=0.041, described in Figure 5.7 (b)). The correlation between task RMSE 

and alpha-band in right V1 was affected by conditions but not by the level of task RMSE 

(F(1,13)=7.02, p=0.020, Figure 5.7 (c)). The correlation between task RMSE and alpha-

band right M1 was affected by the level of task RMSE, but not by the condition 

(F(1,13)=7.82, p=0.015, Figure 5.7 (d)).    

Both condition and the level of performance affected the variance of alpha and beta-

band percent signal changes in right V1 during the whole trial-time period. The alpha band 
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variance was significantly different between condition (F(1,13)=6.60, p=0.023) and by 

level of force RMSE (F(1,13) = 5.14, p=0.041) with no interaction effect (F(2,13)=0.90, 

p=0.360). The post hoc analysis revealed that variance was significantly different via the 

level of task RMSE in the Independent condition. Beta-band variance was different 

between conditions and level of task RMSE with interaction effect. (F(1,13)=17.97, 

p<0.0001, F(1,13)=5.20, p=0.040, F(2,12)=3.74, p=0.075). Interestingly, the same trend 

was found when trials were separated by force RMSE, that alpha band was affected by 

both conditions and level of force RMSE but no interactions were found (F(1,13)=5.43, 

p=0.037, F(1,13)=5.25, p=0.039 for each condition and level of force respectively). 

However, beta-band variance was affected by both factors with interactions 

(F(1,13)=18.88, p<0.0001, F(1,13)=5.55, p=0.034, F(2,13)=4.83, p=0.047). The 

visualization of the result that variance of beta-band percent signal change in right V1 was 

affected by both condition and level of performance with interaction is presented in Figure 

5.7 (e). Beta-band variance reflected both visual and force variability which force, and 

visual feedback were dissociated in the Coupled condition.    
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 (a) (b)  (c) (d) 
      

 
(e) 

Figure 5.7. Results of two-way repeated measures of ANOVA in search of relating 
behavior and modulations. Force RMSE was correlated to both (a) alpha and (b) beta 
band in bilateral sensorimotor area. While task RMSE was correlated to (c) alpha band 
in right visual area and (d) alpha in left sensorimotor area which both condition and 
level of performance affected. (e) The variance of alpha and beta bands in right visual 
area have shown to be affected by both condition and the level of performance. Alpha-
band (left) in visual area directly reflects the level of visual process, where in 
independent condition, processing 2D information. Therefore, the Coupled condition 
performance did not vary the variance of visual process as much as the Independent 
condition. However, beta-band (right) in visual area reflects the level of cognitive 
process because in the Coupled condition, participants ‘perceptually’ recognize as if 
they are performing better.  
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5.4.7 Negative peak – posterior parietal cortex response  
 I localized the source that had positive peak pseudo-T statistics provided by 

Brainwave beamformer reconstruction in sensorimotor and visual area. I localized negative 

peak during the task in right parietal posterior cortex, however, the magnitude of pseudo-

T was below 2.5. The localized source location in MNI space is described on Table 5.2 and 

the time-frequency response in Figure 5.8. The peak occurred during the trial window, 

where the turn occurs. The difference between conditions was also weak in posterior 

parietal area. However, the synchrony post-task was similar to that of in both sensorimotor 

area and visual area.  
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Table 5.2. Location negative peaks 
 

 

 

𝒇𝒇    Pseudo-
T 

MNI 
(mm) Gyral 

location 
Brodmann 

Area 
Time 

window (s) X Y Z 

𝜷𝜷 -2.45 26 -72 34 R precuneus BA07 2.5 – 3.0 
-2.22 -18 -84 22 L cuneus BA18 3.0 – 3.5 

 

 

 
 
Figure 5.8. Time-frequency response of sources localized as negative peaks. The peaks 
were located only within the trial period of 0 – 6 seconds. The maximum strength was 
captured in time window of 2.5 – 3.5 seconds. 
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5.5 DISCUSSION 

In this experiment, I set out to investigate the role of cortical oscillations in the 

primary visual and motor cortex during a dynamic visuomotor tracking task and found 

strong focal modulation of the visual cortex in the beta-band frequency that was spatially 

independent of the posterior parietal cortex. I set up two visual feedback conditions 

dissociating visual processing to understand the high temporal dynamics of sensorimotor 

integration in primary M1 and V1. Behavior-wise, the force RMSE was larger in the 

Coupled condition, however, the task RMSE was smaller in the Coupled condition. This 

contradiction implies that in the Coupled condition, participants were off-balancing two-

finger forces but visually perceiving to perform the task better. Both eye movements and 

surface EMG activation were excluded as major influences on the observed neuronal 

oscillations as both measurements were not statistically different across conditions. Then, 

analyzing the neural response, the strongest response was localized in beta-band activity in 

both bilateral sensorimotor and visual areas. I expected to find stronger percent signal 

changes related to the visual degree of freedom, however, the differential effect was not 

clearly separated via our conditions. The summary statistics of modulation (i.e. mean, 

standard deviation) did not reveal the differential behavioral effect, however, the time-

course correlation to RMSE changes in force or task RMSE revealed that both M1 and V1 

modulated according to the changes of force and task RMSE. Force RMSE was dominantly 

related to bilateral M1 in both alpha and beta bands, regardless of the performance of the 

trials. Additionally, left M1 alpha-band modulation was affected both by condition and 

level of task RMSE. The finding that the M1 alpha band reflected sensory processing is 

supported by the evidence, where this reflects that instantaneous motor correction followed 

by the continuing motor execution is affected by the visual feedback. Lastly, right V1 alpha 
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and beta band modulation variability was affected by both conditions and the level of 

performance.   

 

Role of beta band, traditionally been represented motor process  

The function of beta oscillations in sensorimotor cortex has been extensively 

investigated and is known to fluctuate during movement. Movement-related beta 

desynchrony is present during spontaneous and triggered movements [166] and successful 

movement cancellation is associated with an increase in beta [167-169]. It also appears 

without a muscle contraction (i.e, motor imagery or action observation) and is rather 

insensitive to parameters like movement type or effector [166]. This evidence led to the 

idea of beta ERD representing an active process that interferes with the encoding of 

information income while updating the current state of the system. Thus, the beta-band 

serves as representing top-down inhibition during motor and cognitive tasks. The PMBR 

in this sense is interpreted as endogenous fluctuations of beta level during a motor set. That 

motor-related beta desynchrony is required for controlling the inhibition and allowing the 

initiation of a motor plan, while PMBR preserves existing motor states both internal and 

external sources of noise. PMBR has also been interpreted as an indicator of movement 

outcome processing [170]. Evidence has shown that PMBR is modulated by passive 

movements [141, 171] and by kinematic errors [172]. The level of PMBR over the 

sensorimotor cortex served as an index of confidence in predicting motor outcome, 

equivalent to the forward model [173]. Some studies observed that primary beta synchrony 

and PMBR have different spatial distributions and may represent independent events 

[174,175]. My task has shown both beta-desynchrony while performing the task and 

PMBR after the trial termination. The strength of ERD and PMBR was not different 

between the conditions however, our data suggests that a similar functional role may occur 
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in primary visual areas. The sensorimotor cortex expressed a contralateral-weighted 

asymmetric beta modulation, wherein the primary visual area was bilateral and dominant 

in the right hemisphere. In the visual area, the timing of the beta ERD during the task was 

correlated with the major event within the trial (e.g., task initiation, turn-around point) and 

also tracked with the sensorimotor beta ERD. By normalizing the data with respect to the 

whole task interval, it is clear that beta bursts in both visual and motor cortices are 

associated with transient changes in movement dynamics, in spite of the fact that relative 

to pre-task levels, the  underlying beta oscillations remain sustained throughout the whole 

trial (Appendix A Figure 1). The strong beta synchrony in bilateral visual area post-task 

appeared similar to that of PMBR in the primary motor area, where the onset was 

significantly earlier than the primary motor area ( < 400 ms, p < 0.05 ) and percent signal 

change were lower in magnitude than in primary motor area. Regarding that, the average 

amplitude of beta-band in V1 is less than the M1 during the resting state, beta-synchrony 

post-task in V1 is more to recovering back to its baseline status than expressing upshoot in 

M1. A similar behavior suggests that the status quo in the primary motor area might also 

be conveyed through beta-band in the primary visual area as well for the dynamic 

visuomotor task. The behavior of beta-band synchrony post-task in both M1 and V1 

becomes more distinct when contrasted with posterior parietal cortex time-frequency 

response (Figure 5.8, Appendix A Figure 1). The beta modulation suggests that the beta 

desynchrony during the task is centered around PPC where both M1 and V1 follow the 

behavior. Immediately after the task termination, PPC does not express beta-synchrony 

rather M1 and V1 express strong beta-synchrony as a preservation of the current 

visuomotor status. Interestingly, the primary visual area is revealed to have alpha band 

modulation representing bottom-up processing of primary visual processing (e.g., 

direction, position, color and etc.). It has been shown that the phase is modulated with 
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bottom-up feature processing that varied saliency levels are processed at different phases 

of alpha oscillations [176]. 

The results indicate that both M1 and V1 translate bottom-up & primary sensory 

processing through alpha band when beta modulation charges in processing top-down 

cognitive processing. The relatively strong beta desynchrony at the initiation and turn point 

in V1 denotes impulse in a shift of motor plan sustained for a short period of time (<500ms), 

that is associated with either visual cue or the directional change in the motion. The shift 

from ERD to ERS was pinpointed around the time of turning direction, wherein our task 

would be one of the major events to make a critical motor decision. Both M1 and V1 

expressed beta-synchrony after turn, but only M1 expressed small significance. The 

traditional motor-related desynchronization is expected to appear that links the direct 

exertion of force through descending cortical pathways, however, the percent signal change 

right after the turn was not linearly correlated to the decrease of the force. I estimated the 

correlation between force and beta percent signal change in left M1 in a time window of 3 

– 5 seconds. The correlation between the left M1 was -0.004 ± 0.060 in the Independent 

condition and -0.018 ± 0.063 in the Coupled. The confidence interval by bootstrapping 

correlation coefficient included 0 in both conditions, therefore, the beta-band change was 

not strongly correlated to the linear decrease of the force. However, because the task was 

designed to map up to 20% of the MVC, there is a possibility that beta-ERD change being 

linearly correlated to the amount of force may have been negligible. I approached this 

intermediate ERS to be viewed as a partial process that PMBR takes in M1. PMBR 

supposedly represents the resource collection in primary M1 soon after the termination of 

motor task [177]. PMBR is affected by various task attributes, such that the complex the 

motor task is, its duration after the task was longer [178],  the larger the amount of force 

involves, the stronger the PMBR becomes. Therefore, this intermediate ERS may indicate 
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the partial release of motor resources soon after making the directional turn, which is the 

most epidemic event in our tracking task. Interesting is that V1 may be functionally doing 

an identical process as the M1 does. In V1, it is more bilateral as opposed to M1 but still 

dominating in right V1, this is coherent that the visual process takes dominancy in the right 

visual field [179].   

 

Posterior parietal cortex (PPC) modulation – mediator in between M1 and V1?  

Our focus of the paper was to identify oscillations in M1 and V1 specifically to 

investigate vision-motor coupling during a dynamic isometric pinching task with low force. 

However, I also localized sources in both left and right posterior parietal cortex to 

investigate the time-frequency response simultaneous with M1 and V1. The sources were 

localized with maximum negative magnitude within the time window of 2 – 4 seconds. The 

locations of the posterior parietal cortex and the SPM magnitude is presented in Table 5.2. 

The time-frequency response of the left and right PPC in both conditions are presented in 

Figure 8, normalizing by baseline as a whole-trial period. Location-wise in the MNI 

coordinate, I concluded that the source localized during the task in PPC region was not due 

to leakage estimation in beamformer source reconstruction. The percent signal change 

during the task does not stand out as much as the M1 and V1 sources, indicating that the 

amplitude changes were rather consistent throughout the course of the task. However, PPC 

in both conditions also synchronizes and resulted in higher amplitude immediately after 

the task was terminated bilaterally. The behavior of this is similar to M1 and V1. The ERD 

response in both alpha and beta around turning point (t = 3) in right PPC is coherent with 

the fact that right PPC dominates during visuomotor control.   

In extension to discussing PPC response, I compared the time-frequency response 

normalized to the time window right before the task, -500 ms – 0s. The time-frequency 
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response of all M1, V1, and PPC taking baseline before the task is presented in Appendix 

II. Inspecting the response taking baseline before the task, PPC seems to mediate the 

response of M1 and V1 during the task and release the control of M1 and V1 post-task. 

Studies have shown that the PPC is functionally in the center of controlling the visuomotor 

network altogether. Our time-frequency response of the 3 sources represents how 

dynamically this network changes through alpha and beta band oscillations. However, the 

condition of restricting visual feedback by a degree of spatial freedom did not evoke 

differential modulation with 14 participants.  

 

Limitations of the task design 

I anticipated finding differential modulation through setting independent and 

Coupled condition. However, I did not find a significant difference in the level of 

modulation in both M1 and V1 sources. I investigated the amplitude estimations in the 

resting period between the sessions of 24 trials and baseline to find if the condition itself 

already biases the baseline of the activations in each source. Conclusively, I did not find 

any amplitude difference in both M1 and V1 sources, indicating that the condition by itself 

did not manipulate modulation baseline effectively enough to suspect different brain states. 

I normalized the modulation using the whole trial window of 6 seconds to investigate 

relative changes within the task, however, setting the baseline to be 500 ms just before the 

task had limitations. I did not control the movement onset to be time-fixed, the beginning 

of a new trial is indicated by changing the target. Once participants recognized the 

beginning, they were free to start pinching at their own intention, therefore having 

variability of the movement onset and by the time task begins, movement is already 

executed. In order to clearly state the movement onset, it is suggested to be time-locked 

with a sensory cue.    
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 Another factor that may have been intervening in the modulation is the duration of 

PMBR. Three seconds was set up as inter-trial-interval, however, studies suggest that 

PMBR duration varies with parameters such as task difficulty, movement type, and the 

amount of movement. I may not have allowed modulation to return to a normal state before 

starting a new trial. However, the length of time required would have extended the 

experiment to unrealistic lengths. 

 

5.6 CONCLUSIONS & FUTURE WORK 

The present study was carried out to better understand the neural correlates of 

precision grip control while performing dynamic visuomotor task which its temporal 

dynamics has been remain poorly understood. The experiment controlled for constant rate 

of force increase and decrease with two visual feedback conditions to dissociate vision 

from the movement. Both primary motor and visual area alpha and beta band were 

modulated as a function of the task. I expected correlation in between the change of force 

and beta-band desynchrony in primary motor area, however, found that modulation 

reflected major movement parameter changes after the turn. It is expected that the beta-

modulation reflect combinations of movement as a response of monosynaptic muscle 

control, movement prediction, change of cognitive strategy as the trial progresses and 

interaction in between the visual feedback. The difference between the conditions were not 

observed, however, additional experimental condition to investigate the layers of 

hierarchical visuomotor process may be achieved. In visual area, it was expected to find 

alpha desynchrony during the task reflecting continuous visual process to attribute to 

movement corrections, however, relative beta desynchrony was found around time-

window where major changes of movement occurred. Results show visual area process 
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movement through beta-band as well, where, post-task synchrony similarly behaving to 

that of primary motor area may also indicate similar function of post-movement beta 

synchrony in primary motor area. Further studies are left with identifying the interaction 

between primary motor, visual and posterior parietal cortex, where other studies provided 

evidence that beta-band reflect information transfer between regions while performing 

high-level cognitive functions. Pinpointing the critical feature that determines the overall 

precision pinching performance is the target in such, it will allow us to compare the 

response in neuromuscular disorder population.    
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CHAPTER 6 

Conclusion and Future work 

6.1 CONCLUSIONS 

 
This work investigated identifying neural correlates of spasticity, a condition 

common among stroke patients. I took the approach of fMRI due to the whole brain 

coverage and high spatial resolution necessary to image the brainstem. My second 

investigation centered on the neural correlates of dynamic precision grip force control. I 

used high temporal resolution MEG to examine the complex dynamics of the task. The 

major findings of this work are found below: 

1. Brainstem BOLD response to visual and acoustic stimuli 

a. Activation of LVN and reticular formation based on previous stimuli expressed 

weak response 

2. Brainstem BOLD response to visual and acoustic stimuli in people with post-

stroke spasticity 

a. Stroke patients responded toward stimuli weaker than healthy cohorts  

b. Age became dominant factor in determining the level of brainstem response 

c. Brainstem was significantly smaller in volume than in healthy populations 

 

3. MRI-compatible force sensor to measure independent finger forces 

a. Device was capable of measuring independent forefinger and thumb forces to a 

high degree of accuracy 
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b. Response of the sensor was fairly linear, but had high variable hysteresis 

4. Primary visual beta-band oscillations reflect motor control processes during 

dynamic visuomotor (pinch-force) tracking 

a. Primary motor beta-band modulation reflected more than the force, where the 

nonlinear behavior was asymmetric within the trial while visual conditions were. 

This indicates underlying function may have been different as a result of 

hierarchy of visuomotor control.  

b. Visual area expressed beta-band modulation related to the specific event within 

the trial and strong synchrony post-task similar to primary motor area. These 

results support that visual area may have motor network internally reflected. 

c. Both primary motor and visual area expressed movement and task variability 

through alpha and beta band oscillations.  

 

6.2 FUTURE WORK 

My work has been dedicated to investigating neural mechanisms of sensorimotor 

control. I employed the appropriate high-performance non-invasive neuroimaging 

techniques, i.e. fMRI and MEG, for these investigations.  

With respect to fMRI studies, the field is moving towards applying ultra-high-field 

magnetic fields such as 7T and 9.4T, which under certain conditions can achieve a better 

signal-to-noise ratio, but not yet commonly applied in clinical cases. With greater 

knowledge of the subcortical brain anatomy and parallel advances in functional alignment 

(i.e., hyper-alignment)[180], there are greater opportunities to study the brainstem, 
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including its neuroplasticity.  Neuroplasticity allows potential recovery of the loss 

function following neurological injury. Taking advantage of advances in functional 

imaging of the brainstem, enabling targeted neuroplasticity may be possible using fMRI 

neurofeedback. Yet, there numerous hurdles that remain in regard to robust brainstem 

imaging, recognizing the signal in real-time, and then the ability to self-regulate the circuit.  

MEG measures the high-temporal neural response associated with various tasks. 

The true source of the neural signal is estimated based upon mathematical modeling. There 

still exists a debate regarding which model allows the best to estimate the true source. 

Validation is now appearing that combines more than two neuroimaging modalities. 

Studies that cross-validate fMRI and MEG using the same cognitive paradigm have started 

to provide insight on linking both spatial and temporal dynamics of the brain response.  
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(c) 
 

 
 
Figure A.1 Time-frequency response of (a) primary motor, (b) primary visual and (c) 
posterior parietal cortex localized in beta-band. The percent change was calculated 
using the average amplitude in time window of -500 ms to 0 seconds. The beta-
synchrony after turn is distinct in left motor area in both conditions. In visual area, right 
visual area expressed the stronger beta desynchrony during the task than in left visual 
area. Both motor and visual area had post-task beta synchrony. In posterior parietal 
cortex, strong desynchrony maintained in both alpha and beta band in right area 
dominantly. Immediately after the task terminated, PPC expressed a weak beta 
synchrony in comparison to motor and visual area.  
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