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ABSTRACT

EXTRACTING DNN ARCHITECTURES VIA RUNTIME 
PROFILING ON MOBILE GPUS

FEBRUARY 2024

DONG HYUB KIM

B.S., INHA UNIVERSITY

M.S.E.C.E., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Sandip Kundu

Due to significant i nvestment, r esearch, a nd d evelopment e fforts ov er th e past 

decade, deep neural networks (DNNs) have achieved notable advancements in classi-

fication and regression d omains. As a  result, DNNs are considered valuable intellec-

tual property for artificial intelligence p roviders. Prior work has demonstrated highly 

effective model extraction attacks which steal a DNN, dismantling the provider’s busi-

ness model and paving the way for unethical or malicious activities, such as misuse 

of personal data, safety risks in critical systems, or spreading misinformation. This 

thesis explores the feasibility of model extraction attacks on mobile devices using ag-

gregated runtime profiles a s a  s ide-channel t o l eak DNN a rchitecture. S ince mobile 

devices are resource constrained, DNN deployments require optimization efforts to 

reduce latency. The main hurdle in extracting DNN architectures in this scenario 

is that optimization techniques, such as operator-level and graph-level fusion, can 

obfuscate the association between runtime profile operators and their corresponding
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DNN layers, posing challenges for adversaries to accurately predict the computation

performed. The thesis presents a novel approach for identifying the original archi-

tecture of a Deep Neural Network (DNN) based on analyzing its GPU call profile as

a side-channel. Even when the optimization process has obscured layer information

and introduced noise, the proposed approach can effectively determine the original

structure. Additionally, we propose extraction of hyperparameters layer-by-layer from

sub-layer patterns. No existing solution has extracted architectures from optimized

DNN models deployed on mobile GPUs, especially in the presence of obfuscation or

optimization. This research is the first to do so.
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CHAPTER 1

INTRODUCTION

Deep Neural Networks (DNNs), have achieved remarkable performance improve-

ments in classification and regression problems over the last decade [22, 36, 38]. This

success has led artificial intelligence (AI) providers to integrate DNNs into diverse

domains, such as autonomous vehicles [20] and health monitoring [49]. Importantly,

the evolving business strategies for capitalizing on DNNs, such as licensing, pay-per-

use, or pay-per-install models, perceive DNNs as valuable intellectual property (IP).

Consequently, any compromise to the integrity of DNN IP also poses a threat to the

provider’s underlying business model.

Previous work has demonstrated the feasibility of a model extraction attack which

enables an adversary to steal a DNN [25,37,43]. The consequences of this attack are

devastating as the adversary will be able to release the model to the public, sell it

as their own, create a competing product, or bypass paywalls. Besides breaking the

provider’s business model, model extraction attacks present several threats. First,

DNN models are costly to develop. Each phase in the machine learning pipeline,

spanning from gathering data [17] to designing DNN models [8], training, and main-

taining them [33], incurs substantial expenses, underscoring the valuable nature of

the model’s intellectual property (IP). The training cost alone may eclipse $1m [34].

This investment is lost if an adversary steals the DNN. Second, an adversary may

easily calculate the gradient of a stolen DNN, enabling them to mount further adver-

sarial attacks with much more potency [30]. They could craft maliciously perturbed

inputs which fool the DNN, giving the adversary control of the model’s output, or
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could reconstruct training data [1, 2]. Such attacks compromise the system in which

the DNN operates.

Model extraction attacks are usually split into two steps. The first step, ar-

chitecture extraction [14, 27, 39], steals the architecture of a DNN, which are the

mathematical operations that define the model’s computation. These operations are

semantically split into DNN layers based on the type of operation such that there

is no data dependency within a layer. The second step steals the parameters of the

DNN which are found through training. Architecture extraction attacks typically use

side-channel data and have been demonstrated in many different threat scenarios.

Effective side-channels include memory and cache accesses to the CPU [13,21,24,44],

GPU [23, 29, 31], and DNN accelerators [15], power consumption [21, 42], electro-

magnetic emanations [3, 9, 27, 45], PCIe bus snooping [14, 50], and application pro-

files [14, 21,29,31,39,50].

In this work, we consider architecture extraction attacks applied to mobile de-

vices. AI providers may run DNNs on mobile devices to preserve data privacy (the

data never leaves the device) to limit server load (edge devices bear the computa-

tional load rather than the cloud) and to reduce latency. Because mobile devices are

hardware constrained and running a DNN is computationally expensive, many hard-

ware providers include special purpose hardware accelerators to speed-up machine

learning workloads, such as the Qualcomm Snapdragon Neural Processing Engine

(SNPE), Arm Mali, and Apple Neural Engine [18]. A large-scale study by Sun et.

al [35] found that 54% of mobile applications include GPU support.

In addition to hardware support, AI providers reduce the DNN computational load

through software optimization. Deep learning compilers like Apache TVM (Tensor

Virtual Machine) [6] reduce computational load through operator-level and graph-

level optimization techniques. Operator-level fusion involves applying optimizations

such as vectorization, loop tiling, and reordering within each layer of the model, while
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graph-level fusion combines layers to reduce the number of DRAM accesses, thereby

achieving a latency benefit. For example, when there is a sequence of convolution,

batch normalization, and ReLU layers, there are nine DRAM accesses required for

parameters, input and output tensors. However, fusing these three layers into one

layer reduces the DRAM accesses to three.

Compiler-based optimizations pose a significant hurdle in model extraction at-

tacks, as they obscure model architectures. The TVM compiler stack itself may be

employed as a defense strategy against architecture extraction k [14]. The main chal-

lenges are:

• Operator-level fusion: Operator-level fusion significantly alters the duration of

individual operator computations, making it challenging for attackers to accu-

rately predict their functions.

• Graph-level fusion: By merging multiple layers into single operators, graph-level

fusion renders traditional layer-by-layer extraction methods ineffective.

• Obfuscation: Model architecture extraction confronts additional challenge when

fused operators have arbitrary, uninformative names, a technique previously

employed to protect data privacy in DNNs [16].

In our study, we employ the Apache TVM framework for optimization targeting

Arm Mali G52 GPU platform. Our goal is to perform faithful model architecture ex-

traction despite optimization. Using the TVM runtime profile as a side-channel,

we extract a sequence of layer durations. Despite the inherent challenges posed

by optimization-induced noise and obfuscation during the optimization process, our

study reveals that employing a feature engineering technique that involves binning

the layer durations allows for accurate prediction of the DNN architecture. This

innovative approach enables precise identification of the original DNN architecture.
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Our research distinguishes itself from the work of Wu et. al [41], Zhang et. al [48],

and Liu et. al [26], who used decompilers for compiled TVM binaries that are specific

to a hardware backend. Their method relies on binary analysis while our method is

based on runtime profile. Binary analysis does not not deal well with obfustaction. In

fact, obfuscation was proposed as a countermeasure against attack [7]. In contrast,

our work is not tied to a specific hardware backend, file format of the TVM binary as

proposed by Chen et. al [7], or any keywords, since we rely solely on runtime profile.

Our contributions include:

1. DNN model architecture extraction from runtime profiles even when the model

is optimized in a way that fuses multiple DNN layers.

2. We present a novel binning approach for profile analysis that can discern runtime

features, even in the absence of feature information due to obfuscation.

3. We demonstrate that our approach achieves 100% accuracy on the Arm Mali

G52 GPU with OpenCL when all models from the model zoo use fixed opti-

mization level.

4. We further demonstrate that our method maintains >97.2% accuracy for all

model zoo models, even when they are subjected to diverse optimization levels.

5. To the best of our knowledge, this is the first-ever solution to extract architec-

tures from optimized DNN models on mobile GPUs even with obfuscation in

the optimization process.

6. Lastly, we also present a layer-by-layer reconstruction solution for arbitrary

models that also achieves high architecture extraction accuracy.
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CHAPTER 2

BACKGROUND AND RELATED WORK

2.1 Deep Neural Networks

The focus of this study is on feed-forward neural networks for image classification

tasks. Fundamentally, these models learn a function X → Y , where the network input

X ⊆ Rd encodes an image and the network output Y ⊆ Rk is a categorical distribution

among k classes. For some input x ∈ X and corresponding output y ∈ Y , argmax(y)

represents the classifier’s predicted class for the input x.

The difference between a DNN architecture and a DNN model is illustrated in Fig-

ure 2.1. A DNN architecture f is the computational graph specifying equations for

computing the output of the network for some input. One component of the architec-

ture is the sequence of DNN layers, such as fully-connected, convolution, max-pooling,

or batch normalization layers. Each of these layers includes hyperparameters such as

padding, stride length, and number of nodes. The other architectural component

is the connections between the layers, or how the data flows between layers in the

computational graph. In feed-forward networks, a node will link to some subset of

nodes in later layers of the network.

The DNN layer sequence, layer hyperparameters, and layer connections are all

design choices when creating a DNN architecture, so the space of possible architec-

tures is extremely large. Finding a high-performing architecture within this space

is an active research problem [8]. When designing an AI application, providers are

incentivized to use existing state-of-the-art architectures rather than develop their

own to avoid the cost of this search [4].
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DNN Architecture Parameterized DNN Architecture

Figure 2.1: A DNN architecture is an unparameterized computation graph specifying
how to compute an output of the network given some input. The parameters (weight
and bias) of a DNN are found through a training process, resulting in a specific pa-
rameterization of an architecture, or a model. Distinct edge colors in a Parameterized
DNN Architecture figure signify variations in parameter values being assigned.

As opposed to a DNN architecture, a DNN model f θ is an architecture f param-

eterized by θ, a set of parameters obtained from training the model, including biases,

weights, and batch normalization parameters. Typically, the parameters θ are found

according to a training process

argminθ

∑
xi∈D

L(yi, f
θ(xi)) (2.1)

which is the sum of a loss function L between the ground truth value y and the

model’s prediction f θ(x) over a labeled dataset D. The training hyperparameters,

such as batch size, learning rate, and number of epochs, are not represented in the

model. Once the training process is complete, the parameters θ are fixed. Passing an

input to the model and computing the output when the parameters are fixed is called

inference.

A DNN model is inherently valuable due to the significant costs incurred at each

stage of the machine learning pipeline required to create it. The collection of a

dataset D and the training process described in Equation 2.1 is expensive. If the
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DNN architecture is novel and achieves state-of-the-art performance, this further

increases the value of the model.

2.1.1 White-Box vs. Black-Box Access

When an adversary has white-box access to a DNN model f θ, they possess com-

plete knowledge of both the model’s architecture f and its parameters θ. Conversely,

an adversary with black-box or query access to a model f θ has no knowledge of the

model’s architecture or parameters, and can only provide an input x ∈ X and ob-

serve the model’s output f θ(x). From an adversarial standpoint, white-box access is

far more advantageous than black-box access since the adversary can compute the

model’s gradient, which significantly enhances the effectiveness and reduces the cost

of adversarial attacks. In this work we assume a black-box model to extract the model

architecture. A surrogate model may be trained with the extracted architecture to

create a gray-box model that is functionally a close approximation of the victim model.

2.2 Adversarial Machine Learning Attacks

Model evasion and model inversion are two adversarial machine learning attacks

that exploit vulnerabilities inherent to DNN algorithms [1,2,5]. Model evasion attacks

cause a DNN to produce wildly incorrect outputs using only a slight perturbation on

an input. For image classification domains, the unperturbed image and the perturbed

image look identical to a human, but the DNN misclassifies the perturbed image. A

model evasion attack could cause a self-driving car to classify a stop sign as a speed-

limit 60MPH sign or cause a facial recognition system to admit an adversary through

a security checkpoint. Model inversion attacks allow an adversary to recover data used

to train a DNN, which causes privacy concerns when the training data is sensitive.

Critically, the efficacy of both of these attacks escalates if the adversary has white-box
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access to the victim DNN and can calculate the gradient of the network. Such attacks

may be accelerated significantly using the gray-box model described above.

2.3 Model Extraction Attack

A model extraction attack steals a DNN model f θ. Before running the attack,

the adversary has black-box access to the victim model, and after running the attack,

the adversary will have a gray-box surrogate model that closely approximates the

victim model. To run this attack, the adversary first steals the architecture of the

victim model (architecture extraction) and then the adversary steals the parameters

(parameter extraction). Since the architecture and parameters together completely

define a DNN model, running these two steps is equivalent to stealing a DNN.

More specifically, after running architecture extraction, the adversary has a predic-

tion f̂ of the victim architecture f and uses that prediction to instantiate a surrogate

model f̂ θ̂ whose role is to mimic the victim model f θ. The best case result for the

adversary is when f = f̂ , the surrogate and victim have the same architecture, and

θ = θ̂, the surrogate and victim have the same parameters.

This work focuses on architecture extraction only. There are many existing pa-

rameter extraction methods [4,10,11,19,46,47], most of which require the adversary

to complete architecture extraction prior to running the algorithm.

2.3.1 Architecture Extraction

The goal of architecture extraction is to generate a prediction f̂ for the architecture

of the victim model f θ, which has architecture f . This is usually done with a side-

channel attack, where the adversary collects side-channel information during DNN

inference, and then trains a model A to map from the side-channel information to

a predicted DNN architecture. This architecture prediction model A takes as input

side-channel information collected about the victim model H(f θ) and outputs a guess
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of the DNN architecture that produced that side-channel information. Formally, this

is implemented as

A(H(f θ)) = E[f |H(f θ)] = f̂ (2.2)

The architecture prediction accuracy of A is calculated as the percent of correct

predictions over a set of N DNN architectures

1

N

N∑
i=1

1(fi = f̂i) (2.3)

where 1 is the indicator function evaluating to 1 if its argument is true and 0 otherwise.

The architecture prediction model A is typically a supervised learning model,

and thus must be trained offline on a dataset of labeled side-channel examples. The

amount of data required depends on the stochasticity in the side-channel and the

compatibility between the side-channel data format, the architecture prediction model

A, and the training algorithm. The adversary is required to collect this dataset and

therefore prefers architecture extraction methods which minimize the amount of data

required and the complexity of training A.

2.3.2 Parameter Extraction

The goal of parameter extraction is to steal the functionality of the victim model

f θ. After completing architecture extraction, the adversary has a prediction f̂ for

the victim model architecture f . The adversary creates a surrogate model f̂ θ̂ and

attempts to set the surrogate model parameters θ̂ to mimic the victim model pa-

rameters θ. This is done through an adaptation of knowledge distillation, in which

a "teacher" DNN (the victim model) labels data on which the "student" DNN (the

surrogate model) is trained:

argminθ̂

∑
xi∈D

L(f θ(xi), f̂
θ̂(xi)) (2.4)
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which is similar to the DNN training process described in Equation 2.1 except that the

optimization parameters are θ̂ and the ground-truth label is replaced by the victim

model’s output f θ(xi). Evaluation of parameter extraction methods may either rate

the surrogate model’s performance on the problem domain or compare the similarity

of the victim and surrogate model’s outputs on the same input.

2.3.3 Adversarial Motivation for Model Extraction

An adversary’s motivation for model extraction may be theft or reconnaissance.

A theft-motivated adversary may damage the owner of the DNN IP by creating

a competing service, selling the IP as their own, bypassing paywalls, or releasing

the IP to the public. In this case, performing architecture extraction is not strictly

necessary as the adversary could instantiate a surrogate model with sufficient capacity

(i.e. neuron and layer count) for the problem domain and run parameter extraction

directly. However the results of parameter extraction are improved if architecture

extraction is completed first [28,47].

A reconnaissance-motivated adversary seeks to mount further attacks like model

evasion or model inversion. Since the adversary has white-box access to the extracted

surrogate model, they may calculate the gradient of the surrogate model to perform

these attacks with higher potency. Performing architecture extraction is necessary

to achieve higher misclassification for model evasion and better approximation of the

training data distribution for model inversion [27].

2.4 TVM Runtime Profiles

2.4.1 Apache TVM

Apache TVM [6] is an open source machine learning compiler framework for CPUs,

GPUs, and machine learning accelerators. It enables DNN workload optimization

across a variety of hardware backends.
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2.4.2 TVM Compiler

The TVM compiler transforms a DNN implementation in a high level machine

learning library into a deployable module optimized for a specific set of hardware

operators. As shown by Figure 2.2, first, TVM converts the high level DNN com-

putation graph into a framework-agnostic Intermediate Representation (IR) such as

Relay IR and Tensor IR. Relay IR represents end to end model graph and Tensor

IR represents low level operator implementation. Then the compiler applies different

IR-specific enhancements including graph-level and operator-level optimization. The

optimization level is a user-defined parameter which can take the values 0 (no opti-

mization), 1, 2, or 3 (maximum optimization). Finally, through a code generation

tool, TVM generates a hardware-specific model executable.

The compiler output executable includes 3 components: 1) the execution graph

represented in json format, 2) the TVM operator library that comprises of compiled

functions (i.e. OpenCL kernel script) specifically optimized for the target hardware,

and 3) the parameter blobs of the model.

After the 3 artifacts are generated, model is converted into a .tar file format. The

.tar file contains 2 object files containing script of those 3 artifacts. This .tar file is

then ready to be exported to target storage and loaded to the runtime environment

that is waiting inside the target device. When the .tar file is loaded on the runtime,

components of the model are linked together and finally ready to be executed by the

device.

To execute the DNN on the hardware, TVM runtime loads the .tar file and

unzips it to obtain the graph.json, compiled operator library, and parameters. Then

it constructs a graph from the graph.json file. The graph holds information on the

name of the operators and the shape of the input and output data at each layer. The

implementation of the operators comes from the compiled operator library. When

inference is invoked, runtime module reads graph and calls the operators implemented
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Figure 2.2: TVM Profiling system diagram.

in the compiled operator library sequentially, thereby executing by making calls to

the underlying hardware API.

2.4.3 TVM Debug Executor (Profiler)

The TVM Debug Executor (referred to henceforth as the profiler) is a TVM object

that can invoke the TVM runtime to run and profile the execution of deep learning

models on target hardware platform. The intended purpose of the profiler is to

identify and diagnose performance issues like bottlenecks, errors, and other problems

that may occur during the execution of a model on specific hardware backend. The

profiler yields a log containing the names of the operations being executed and their

duration. The names are available due to a pairing of the profiler with the TVM

runtime module allowing the profiler to see the operator names in the graph.json

file. These operator names are automatically generated by the TVM compiler, but

the operator names are arbitrary and could be changed for operator obfuscation [16].

In Figure 2.2, the red arrows indicate the commands invoked by profiler, which may
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function like a remote controller that has a performance profiling ability while running

DNN inference.

There are multiple options for profiling the TVM runtime without physical access

to a device. A TVM remote procedure call (RPC) object enables runtime profiling

across a network connection without credentials if the RPC server is running on the

target device. Additionally, profiling can be performed via an SSH session or local

terminal.
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CHAPTER 3

ATTACK METHODOLOGY

In this chapter, we consider the attack scenario where the candidate DNN set

are known. In Chapter 5, we present attack methodology where the candidate DNN

architecture set is not known a priori.

3.1 Attack Methodology

3.1.1 Threat Model

Adversary’s Objective: We consider DNNs compiled with the TVM framework

at various optimization levels and deployed onto a mobile device. The adversary’s

objective is to extract the architecture of a victim DNN which has already been

deployed from the AI provider to the mobile device.

Adversary’s Capabilities: The adversary knows a candidate set of DNN archi-

tectures from which the victim DNN model is likely drawn. Also, the adversary can

profile the TVM runtime during DNN inference. In order to do this, the adversary

can find the path to the mod.tar file within an application using filename analysis

like keyword matching [35] and may either enable the TVM profiler through a remote

procedure call or SSH session. In either case the RPC (Remote Procedure Call) server

process or Linux user must be able to access the mod.tar file to perform inference.

We consider this threat model in two scenarios. In Scenario 1, the TVM-generated

operator names are unchanged, so this scenario is easier to attack. In Scenario 2, the

AI provider may obfuscate the operator names by choosing arbitrary names. In both

14



Figure 3.1: Step-by-step illustration of proposed architecture extraction attack.

scenarios we consider DNNs optimized to all TVM optimization levels sweeping from

no optimization to maximum optimization.

This threat model would be applicable in a situation where a malicious smartphone

user downloads an AI application containing a TVM-compiled model. Then the user

may find the mod.tar file in the application and profile it locally or through any

aforementioned method.

We note that the TVM compiler runs with a target hardware backend in mind,

and different backends will run the same operations with different speeds, so the TVM

runtime profile is hardware dependent. The adversary will run the online and offline

steps of the attack on the same device for both Scenario 1 and Scenario 2.

3.1.2 Attack Framework

Figure 3.1 shows the proposed architecture extraction attack framework. The

attack operates in a similar fashion to a generic machine learning classification work-

flow. In an offline step, the adversary collects a dataset of side-channel information
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labeled by the DNN architecture (Step 1). Then the adversary trains a supervised

learning model on this dataset to predict DNN architecture given some side-channel

information (Step 2). As in several prior works [21, 31, 40, 42, 45], we formulate the

prediction problem as a multiclass classification task over a candidate set of archi-

tectures. In the online attack, the adversary collects side-channel information on the

victim DNN and uses the trained architecture prediction model to predict the victim

DNN architecture (Step 3). Having this, the adversary would then run a parameter

extraction attack to complete the DNN model theft.

3.1.2.1 Offline Preprocessing

Data Collection: Step 1 of the attack, the adversary must collect side-channel

data H(f θ) on a candidate set of K DNN architectures {f1, f2, ..., fK}. The side-

channel data H(f θ) is a TVM profile, and the label for the data is the architecture f .

The adversary collects N profiles per architecture to generate a dataset of size K ·N .

As long as the architecture prediction accuracy can be maintained, the adversary

prefers smaller values of N to reduce the effort of data collection. For each architecture

in the candidate set, the adversary will deploy a DNN onto the target device according

to the blue arrows in Figure 2.2 and profile the DNN inference according to the red

arrows. After collecting this dataset, the adversary may perform preprocessing to

format the data so that the architecture prediction model may achieve high prediction

accuracy. We outline these methods by the threat scenario below.

Scenario 1: In Scenario 1, the names of TVM operators are not obfuscated.

The TVM profile and side-channel data H(f θ) consists of a sequence of tuples (op-

erator_name, operator_duration). The data may be formatted and preprocessed in

many ways conducive to training an architecture prediction model, including leaving

the data unprocessed [14]. However, when choosing our approach we had to take

into account the effect of TVM optimizations which may fuse DNN layers. A con-
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volution layer, for example, may be fused with a batch normalization layer and an

activation layer. So the duration of a TVM operator may include the latency of a

forward pass on multiple DNN layers. We choose to adapt an aggregation feature

engineering step which has been demonstrated to be successful in similar attacks on

CUDA profiles [40]. The aggregation groups all of the operator_duration data by the

operator_name which enables 3 features per operator_name:

• The total duration spent on a TVM operator over the whole DNN inference.

• The percentage of the total DNN inference time spent on a TVM operator.

• The number of times a TVM operator was invoked over the whole DNN infer-

ence.

We also add two more features: 1) the total number of TVM operator invocations,

and 2) the total duration of all invocations. By preprocessing the data in this way,

the architecture prediction model may associate a set of aggregated TVM operator

features with a specific architecture for each TVM optimization level.

Due to differences in layer compositions among the models, some operators are

present in one model but not in another. For example, a transpose operator is present

in ShuffleNet but not in VGG13. This effect is also seen by varying the TVM opti-

miztion level. We fill the missing values with zero so that the data is complete.

Aggregating TVM operator features in this manner creates a wide dataset from

which a few features could be sufficient to perform architecture extraction. To narrow

the dataset, the adversary may rank the features using Recursive Feature Elimination

(RFE) [12], which has been used in prior work to shrink the width of side-channel

data [31,40]. This also reduces the complexity of training the architecture prediction

model.

Scenario 2: TVM is an intermediate representation (IR)-based optimization

enabled framework. Therefore there could always be the case that the AI provider
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tunes their own layer names differently. Since Scenario 1 makes a prediction based

on a layer’s name, the previous approach will not work because when the adversary

profiles the victim DNN in Step 3, the operator names will not match any of the

operator names from the dataset collected in Step 1.

In this scenario, the names of the TVM operators are obfuscated. Like in Sce-

nario 1, the TVM profile and side-channel data H(f θ) is a sequence of tuples (oper-

ator_name, operator_duration), except the challenge is that the operator names are

arbitrary.

In response to this challenge, we adopt a binning feature engineering technique on

only the operator_duration features, shown in Figure 3.2. The binning technique par-

titions the nonnegative real numbers R into M bins and sorts each operator_duration

feature into the bin that includes its duration in microseconds. For example, we use

M = 2 and bins representing the intervals [0, 4000) and [4000,∞), where the number

4000 was determined experimentally using a search process. Therefore a TVM op-

erator with operator_duration = 5000µs would be sorted into the second bin. From

each bin, we extract 2 features:

• The sum of the operator durations in that bin.

• The number of the operators durations which were assigned to that bin.

We call these two features duration and count respectively. Figure 3.2 shows a visu-

alization of these features for the large bin for GoogleNet, VGG16, and ResNet18.

The motivation for the binning approach is that the distribution of layer durations

in inference is sensitive to the DNN architecture. For example, a convolution layer

with many large filters, padding, and a low stride length will have a much longer

duration than one with a few small filters, no padding, and a large stride length,

which will in turn have a longer duration than most non-convolutional layers. The

sequence of layers is specific to each architecture and generates a long-tail distribution

19



of layer durations which acts as a fingerprint to identify the architecture. We show

an example of this distribution in Figure 3.3.

Training an Architecture Prediction Model: In Step 2 of the attack, the

adversary has completed data collection and preprocessing. They will train an archi-

tecture prediction model to map from the side-channel data to a DNN architecture

from the candidate set according to Equation 2.2. The adversary will validate that

the model generalizes well with high architecture prediction accuracy before moving

on to the online phase.

3.1.2.2 Online Attack

Step 3 of the attack follows a similar procedure to the training process, with the

difference being that the victim model is now profiled and treated as a black box. The

adversary collects a profile of the deployed victim DNN following the red arrows in

Figure 2.2. Then the adversary will preprocess the data using aggregation or binning

depending on the threat scenario. Finally, the adversary feeds the profile to the

architecture prediction model that was trained in Step 2, resulting in the prediction

of the victim model architecture.
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CHAPTER 4

EXPERIMENTAL SETUP

In this Chapter, we present our experimental findings from the attack procedure

described in Chapter 3.

4.1 Experimental Setup

This section presents an in-depth view of the internal setup of the TVM system on

both the host machine and the target device to facilitate the experiment. All exper-

iments were completed using the Hard Kernel Odroid N2+ Single Board Computer

with the ARM Mali G-52 GPU, Quad-Core ARM Cortex A73 CPU, and Dual-Core

Arm Cortex A53 CPU. The versions of relevant software packages includes the follow-

ing: Python v3.7.3, TVM v0.11.dev0, ONNX v1.21.0, PyTorch v1.12.1, and OpenCL

v2.0 (supported by the Odroid N2+).

AlexNet VGG11_bn DenseNet121 MnasNet0_75
ResNet18 VGG13 DenseNet169 MnasNet1_0
ResNet34 VGG13_bn DenseNet201 MnasNet1_3
ResNet50 VGG16 DenseNet161 ShuffleNet_v2_x0_5
ResNet101 VGG16_bn GoogleNet ShuffleNet_v2_x1_0
ResNet152 VGG19 MobileNet_v2 ShuffleNet_v2_x1_5
Wide_ResNet50 VGG19_bn MobileNet_v3_large ShuffleNet_v2_x2_0
Wide_ResNet101 SqueezeNet1_0 MobileNet_v3_small
VGG11 SqueezeNet1_1 MnasNet0_5

Table 4.1: The 34 PyTorch vision architectures forming the candidate set in the
proposed architecture extraction attack. These are all of the architectures present in
Torchvision v0.10.0 [32] except for the ResNext architectures due to lack of support
for group convolution TVM operations on the Arm Mali G52 GPU.
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In our study, we used the Open Neural Network Exchange (ONNX) format to

prepare 34 deep learning image classification models converted from the PyTorch

model zoo [32], which served as our candidate set shown in Table 4.1. For each TVM

optimization level (0, 1, 2, and 3) we profile each model from the candidate set 20

times, resulting in a dataset of 680 profiles per optimization level.

To preprocess the data, in Scenario 1, we use recursive feature elimination (RFE)

to rank the aggregated TVM operator features to narrow the dataset and make the

learning task easier. In Scenario 2, we set M = 2 bins with the intervals [0, 4000)

and [4000,∞). We observe that the choice of the binning threshold is not critical to

achieve high architecture prediction accuracy due to low intra-class variance and high

inter-class distance in the distribution of layer durations from models in our candidate

set. The choice of the binning threshold becomes more important when distinguishing

between DNN architectures with highly correlated layer duration distributions such

as the one shown for ResNet18 in Figure 3.3. Therefore the intervals were sufficient

for experimentation on this candidate set.

To train the architecture prediction model in Step 2 of our attack, we test seven

different supervised learning classifiers from Scikit-learn to predict the victim archi-

tecture. These classifiers include Gaussian Naive Bayes (nb), Random Forest (rf), Lo-

gistic Regression (lr), Multi-layer Perceptron (nn), Nearest Centroid (nc), K Nearest

Neighbors (knn), and AdaBoost (ab). We train these classifiers using the aggregated

and profiled data obtained from Step 1 of the attack, allowing them to learn patterns

and make predictions on the victim architecture.

4.2 Results

In this section, we test our proposed architecture extraction attack using Scenario

1 and Scenario 2. The organization of this section is as follows. First, we validate

that the attack achieves sufficient accuracy in the easiest case holding the TVM
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optimization level constant, and we investigate the minimum effort required by the

adversary in data collection and architecture prediction model training to realize the

best performance. Second, we test the generalization of models trained on one or two

optimization levels and tested on all optimization levels separately. Third, we train

architecture prediction models on all optimization levels and assess the accuracy on

each level. Finally, as in the first section, we find the minimum attack requirements

for the adversary when considering all optimization levels.

4.2.1 Train with Optimization Level 0, Test on Optimization Level 0

We first show that the proposed architecture extraction attack is feasible in the

easiest case where only TVM optimization level 0 (no optimization) is applied. In

subsequent sections, we consider all optimization levels.

The dataset of profiles at optimization level 0 contains 19 unique TVM operators

across the 34 architectures in the candidate set. The data preprocessing for Scenario

1 generates 59 features from these operators, and 4 features for Scenario 2.

Scenario 1: In Figure 4.1 we show that the architecture extraction attack can

achieve 100% accuracy while reducing the computational complexity of the attack.

The left subfigure shows that N , the number of profiles collected per architecture

in Step 1 of the attack, may be reduced to 8 while maintaining this accuracy. This

reduces the size of the dataset and reduces the adversary’s data collection effort. The

adversary could collect 8 · 34 = 272 profiles instead of 680 with no accuracy loss.

The right subfigure ranks the 59 features by RFE using a random forest model,

and selects the top B features to train the architecture prediction model. We find

that 4 features are sufficient to determine the DNN architecture. We observe that the

total duration feature, which was ranked first by RFE, enables over 90% architecture

prediction accuracy alone. This result narrows the dataset reduce the complexity of

training the architecture prediction model. We find that in both experiments, the
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Figure 4.1: Architecture prediction accuracy by number of training profiles per archi-
tecture (left) and number of features (selected by RFE using a Random Forest model)
used to train the architecture prediction model (right), for Scenario 1 considering only
TVM optimization level 0.

Gaussian Naive Bayes and Random Forest architecture prediction models perform

best.

Figure 4.2: Architecture prediction accuracy by number of training profiles per ar-
chitecture for Scenario 2 considering only TVM optimization level 0.

Scenario 2: We run a similar experiment for Scenario 2. Considering the dataset

is already constrained with only 4 features, it is decided not to observe the relationship

between feature size and the accuracy in this particular scenario. Figure 4.2 shows

that only 5 profiles per architecture are necessary to achieve 100% architecture pre-

diction accuracy for the Gaussian Naive Bayes, Random Forest, and Nearest Centroid
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Table 4.2: Architecture prediction accuracy of a Random Forest classifier trained on
one or two optimization levels and tested on all optimization levels using the binning
technique in Scenario 2. Reported accuracy is on the Victim Set.

Train Set Victim Set

opt_level0 opt_level1 opt_level2 opt_level3

opt_level0 99.4% 24.1% 23.5% 20.5%
opt_level1 30.4% 98.9% 79.4% 71.6%
opt_level2 26.4% 71.6% 99.2% 74.7%
opt_level3 26.5% 67.8% 81.6% 97.3%

opt_level0 & opt_level1 99.4% 99.8% 79.5% 77.0%
opt_level0 & opt_level2 99.4% 80.0% 99.8% 77.9%
opt_level0 & opt_level3 99.4% 83.8% 85.4% 97.6%
opt_level1 & opt_level2 32.3% 99.5% 99.8% 76.4%
opt_level1 & opt_level3 32.6% 99.7% 83.6% 97.8%
opt_level2 & opt_level3 26.4% 83.8% 99.7% 99.7%

models, and 8 for the K Nearest Neighbors model. This means the adversary would

only need to collect 5·34 = 170 profiles. Interestingly, as compared to training with 59

features in Scenario 1, the 4 features in Scenario 2 admit a smaller dataset to achieve

the same accuracy, meaning that the binning features are particularly representative

of the DNN architecture.

4.2.2 Generalization of Optimization Levels

Next, we test if an architecture prediction model trained on one or two TVM

optimization levels can generalize to other optimization levels. In Scenario 1, the

total number of TVM operator grows from 19 to 48 when adding optimization levels

1-3. The TVM operator names at optimization levels 1-3 have almost no overlap with

the names at optimization level 0 due to the transformed feature names resulting from

the fusion or change of layers. For example, when moving from optimization level

0 to 1, ResNet18’s convolution operator, with name convolution, becomes fused
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with relu to become convolution_relu. Therefore it is not feasible to conduct this

experiment using Scenario 1 and we perform this experiment using only Scenario 2.

We present these results in Table 4.2 where we consider a Random Forest archi-

tecture prediction model, the best performing model in the previous experiments.

The first four rows of the table test the accuracy of the classifier trained with one

optimization level and tested on each level separately. Consistent with the results

from the previous section, we find that the accuracy is high when the training and

testing optimization levels are the same. Notably, the prediction accuracy signifi-

cantly decreased when the classifier was trained with no optimization (level 0) and

tested on any level of optimization (level 1, 2, or 3) or when it was trained with any

level of optimization and tested on profiles with no optimization. This poor accuracy

is attributed to the application of graph fusion optimization, which occurs when the

optimization is raised from 0 to 1. This process involves fusing a larger layer with

smaller layers, thereby reducing the number of smaller layers and causing classifier to

predict inaccurately.

This result prompted us to conduct an additional experiment such as training the

classifier with 2 different optimization levels. The last six rows of the table show

that this approach may yield much better prediction accuracy across all optimization

levels, especially when the training set included optimization level 0 and one optimized

level. We observe poor accuracy when level 0 was not included in the training set

and the classifier was tested on level 0.

Our results indicate a high correlation between optimization level and prediction

accuracy, and we suggest that adversaries include a wide range of optimized version

of models in their training set to achieve accurate predictions when trying to attack

optimized model.
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Table 4.3: Architecture prediction accuracy of architecture prediction models trained
on all optimization levels and tested on each optimization level. There were 146
features for Scenario 1 and 4 for Scenario 2.

Classifier & Scenario Victim Set

opt_level0 opt_level1 opt_level2 opt_level3

Naive Bayes Scenario 1 99.5% 98.9% 99.7% 100%
Scenario 2 98.5% 97.9% 98.5% 95.1%

Random Forest Scenario 1 99.7% 99.8% 100% 100%
Scenario 2 99.7% 99.4% 98.6% 97.2%

K Nearest Neighbors Scenario 1 98.3% 98.3% 97.9% 97.5%
Scenario 2 97.6% 94.5% 95.0% 92.6%

Nearest Centroid Scenario 1 98.2% 96.0% 97.0% 97.5%
Scenario 2 95.1% 88.9% 90.0% 89.5%

MLP Classifier Scenario 1 50.5% 50.1% 34.1% 84.4%
Scenario 2 5.8% 10.7% 8.9% 5.8%

Logistic Regression Scenario 1 31.1% 27.6% 20.3% 42.3%
Scenario 2 5.8% 12.7% 10.5% 8.8%

Adaboost Scenario 1 20.5% 8.8% 2.9% 20.5%
Scenario 2 17.6% 5.9% 5.8% 5.8%
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4.2.3 Train with all Optimization Levels, Test on Each Level

The cross-optimization generalization results from the previous section indicate

that architecture prediction is highest on all optimization levels when multiple levels

are included in the training data. In this section, we consider architecture prediction

models trained on a dataset of 20 profiles per architecture per optimization level,

resulting in a dataset of size 20·34·4 = 2720 profiles. We train architecture prediction

models on this dataset using data preprocessing from Scenario 1 and Scenario 2. We

then test the accuracy of these models on all optimization levels.

These results are presented in Table 4.3. Our architecture extraction attack

achieves at least 99.7% accuracy for Scenario 1 and at least 97.2% accuracy for Sce-

nario 2 using a Random Forest model. As in previous experiments, the Gaussian

Naive Bayes, K Nearest Neighbors, and Nearest Centroid models had similarly high

performance. We show that, despite the challenge of obfuscated TVM operator names

in Scenario 2, the binning feature engineering achieves nearly the same accuracy as

Scenario 1 when the TVM operator names are visible, illustrating the strength of this

approach. There is only a slight (<5.6%) decrease in accuracy as the optimization

level increases in Scenario 2 for the highest performing models.

4.2.4 Further Attack Optimization

The previous results show that an adversary will have highest success including all

TVM optimization levels in their training data. In this case, we may test the extent

to which the training dataset length and width may be decreased, as we showed before

when considering only one optimization level.

Scenario 1: In Figure 4.3, we show that the Gaussian Naive Bayes, Random

Forest, Nearest Centroid, and K Nearest Neighbors models all converge to their ar-

chitecture prediction accuracy from Table 4.3 with 8 profiles per architecture per

optimization level. This means that the data collection requires only 8 · 34 · 4 = 1088
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Figure 4.3: Architecture prediction accuracy by number of training profiles per archi-
tecture per optimization level (left) and number of features (selected by RFE using
a Random Forest model) used to train the architecture prediction model (right), for
Scenario 1, training and testing on all optimization levels.

profiles instead of the 2720 collected previously, a 60% decrease. Also, we show

that 4 out of the 146 features are sufficient to maintain the architecture prediction

accuracy, a 97.2% decrease in the dataset width. These most important features

were the total duration of the DNN inference, the percentage of the inference time

spent on the TVM operator nnmaxpool2d, the percentage of the inference time spent

on the TVM operator nndenseadd, and the total duration of all invocations to the

nnconv2dnnbiasaddnnrelu operator. Significantly, only a subset of these features are

present in profiles at different optimization levels. For example, optimization level 0

does not include the nndenseadd or nnconv2dnnbiasaddnnrelu operators.

Scenario 2: Similarly, we show that in Scenario 2, the architecture prediction

accuracy converges between 5 and 13 profiles per architecture per optimization level.

An adversary would select the highest performing model, Random Forest, converging

with 6 profiles and a dataset size of 816. Compared to Figure 4.2, these results show

that the same reduction in attack complexity may be achieved despite considering all

optimization levels instead of one.
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Figure 4.4: Architecture prediction accuracy by number of training profiles per archi-
tecture per optimization level for Scenario 2, training and testing on all optimization
levels.
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CHAPTER 5

LAYER-BY-LAYER RECONSTRUCTION OF MODEL
ARCHITECTURE

In this Chapter we consider attack scenario where the candidate DNN set is not

known a priori. Hence, the hyperparameters must be extracted layer-by-layer.

5.1 Motivation

In the earlier chapter, we successfully demonstrated the efficacy of predicting DNN

architecture from candidate set. However, the challenge of extracting the hyperpa-

rameters of a victim DNN with permuted configuration or an unknown DNN model

remains. In this section, We discuss DNN model extraction attack focusing on hy-

perparameters extraction. Hyperparameters of a DNN are parameters configured by

AI developers. When constructing DNN models, developers specify layer parame-

ters such as number of channels, kernel size, padding, stride, and more, aiming to

achieve various objectives such as classification accuracy, performance enhancement

or efficient computing. If we have information about the hyperparameters, we can es-

timate the duration, representing the amount of computation (such as FLOPs, MAC

operations) required. The key question of this section is to know if it is possible

to determine this relationship in reverse. In other words, We want to know if we

can extract hyperparameters if we possess sequential kernel data obtained from GPU

profiles, which incorporate duration information in it.

When employing traditional methods, defining this relationship is challenging,

given that a singular duration is influenced by diverse set of hyperparameters, in-

cluding the number of channels, feature map size, and kernel size. This challenge
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prompts us to adopt machine learning methods to overcome the limitations of tradi-

tional approaches. Utilizing the associations between duration and hyperparameters

in known models, we train our machine learning model that predicts hyperparame-

ters. Our research is focused on predicting the hyperparameters of the convolution

layer in CNN models, which involves input image’s height, input image’s width, the

number of the input channel, output image’s height, output image’s width, the num-

ber of the output channels and the kernel size. The convolution layer stands out as

the most challenging, given that it undergoes primary shape changes and is affected

by the largest number of factors influencing its duration. Successfully determining

the hyperparameters of the convolution layer essentially acts as a key to completing

the information for the remaining layers. This is due to the fact that the remain-

ing layers are mostly influenced by the dimension of the image, a factor that can be

automatically determined once the convolution layers are accurately compromised.

5.2 Methodology

5.2.1 Pre-processing

In this hypothetical scenario, the adversary possesses sequential profile data ob-

tained from running a known DNN model on the target mobile GPU as a train

dataset. The train dataset comprises details about layer types, duration of the layer,

and known hyperparameters such as input shape, output shape, and kernel size.

Initially, the adversary identifies a convolution sub-layer pattern within the se-

quential data that appears to be linked to the duration of the targeted convolution

layer. Subsequently, the adversary extracts durations and hyperparameters from the

layers in designated pattern, creating a single row where these durations function as

features and hyperparameters function as labels. To train the feature augmentation

sub-model, as detailed in the modeling method section, we categorize hyperparam-

eters based on their values and add them as an additional column, represented as
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bin numbers. This algorithm iterates through all 34 DNN models from PyTorch zoo,

making a single file that contains 1171 rows. In our research, we define a layer pattern

as convolution, bias_add, relu. In this pattern, the input and output shapes of

bias_add and relu, as well as the output shape of convolution, are identical. It

is noteworthy that predicting hyperparameters associated with relu and bias_add

from their durations is easier, as it only involves considerations of the number of

channels and the image size. This design allows the durations of bias_add and relu

to influence the output shape of the convolution layer, simplifying the prediction task

by focusing relatively solely on predicting kernel size and input shape. In contrast,

if the model were exclusively trained with convolution layers, it would need to con-

sider input shape, kernel size, and output size simultaneously, making the prediction

process more challenging.

By establishing the pattern first, the prediction process becomes more accurate.

However, for the adversary to successfully extract hyperparameters, they must con-

sider the pattern’s impact on duration and selectively exclude profile layer type that

are unlikely to be relevant to its hyperparameters during the prediction process.

5.2.2 Training Regression Model and Feature Augmenting Classification

Sub-models

The adversary’s regression model aims to predict the hyperparameters of the

victim DNN model solely based on the duration information from the profile data.

However, it is observed that training the regression model using only the durations of

convolution, relu, and bias_add leads to poor prediction performance. To enhance

the model’s capability, additional features are introduced by employing sub-models

that serves more hints to regression model by classifying hyperparameter categories,

previously categorized as bins in the preprocessing phase. The first sub-model is de-

signed to take only duration information as input, producing output_w_class and
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Figure 5.1: Training phase, each feature augmentation sub-models and the regression
model are trained with labels

output_h_class as outputs. The subsequent sub-model, taking both the duration

and the output of the first sub-model as input, generates output_c_class as its out-

put. This sequential propagation continues through five sub-models until predictions

for all the desired result categories are achieved. In the training phase, all these

sub-models are trained with labels without propagation. The main regression model

is intended to take all the predictions generated by the sub-models, along with the

durations, as inputs to produce the final regression result. Similar to the training

approach for sub-models, the regression model is trained using labels instead of the

predictions obtained from the propagated predictions of the sub-models. The test ac-

curacy of sub-models can be influenced by adjusting the number of hyperparameter

bins. As the number of hyperparameters increases, accuracy tends to decrease, while

precision increases. Conversely, reducing the number of hyperparameters results in

increased accuracy but lower precision. The choice of the number of bins for catego-

rizing hyperparameters is carefully set to maintain accuracy above 90%, while also

maximizing precision. In our experiment, Random Forest Models are used both in

classification and the regression task with number of estimators set to 100 for optimal

performance.
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5.2.3 Inference Phase with Result Propagation in the Connected Model

Figure 5.2: Complete connected model in inference phase with prediction result prop-
agation.

Following the training of the feature-augmenting sub-models and the regression

model with their respective labels, these models are interconnected. The complete

connected model collectively takes only duration information as input, propagate pre-

dictions, and generate the final regression result. The order of prediction in feature

augmenting sub-models is strategically designed to predict relu and bias_add side

hyperparameters first. As detailed in the pre-processing section, the input and output

shapes of relu and bias_add, as well as the output shape of convolution, are identi-

cal. Predicting hyperparameters for relu and bias_add is relatively straightforward,

given that the size of the feature map and the number of channels are the key factors

determining these hyperparameters. Once the output side of the convolution layer is

predicted, it is sequentially propagated to predict the kernel size and the input side of

the convolution layer. When the prediction of sub-models is finished, the regression
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model takes both the duration and the classification predictions generated by the

sub-models as input, producing the final regression output.

5.2.4 Post-processing

With the generated regression output, post-processing is necessary for three rea-

sons described next. The first reason is to minimize regression errors, thereby im-

proving the overall precision of the prediction. The second reason is to ensure a

consistent layer shape flow. Failure to achieve this consistency could lead to issues

when compiling the reconstructed DNN. The third reason is to fill in shape hyper-

parameters for the remaining layers, mostly max_pooling. In this context, We have

made 4 post-processing method for the prediction result.

1. We convert the predicted hyperparameter regression output to the closest label

from the known DNN train dataset.

2. If the convolution pattern is consecutive, we convert the input shape of the

subsequent layer pattern to the output shape of the current layer pattern

(e.g., current_conv - current_bias_add - current_relu - subsequent_conv

- subsequent_bias_add - subsequent_relu).

3. If the convolution pattern is not consecutive and there is another type of layer in

between, we fill the shape hyperparameters of the target layer with predictions

from the neighboring layer patterns (e.g., prev_conv - prev_bias_add - prev_

relu - max_pooling - next_conv - next_bias_add - next_relu).

4. Taking into account that the image size (excluding channel) follow a decreasing

function in whole layers, we iterate through each predicted layer. At each step,

we refer to the image sizes of the next five layers from the current layer and

adjust the current layer’s image size to the maximum value among these five

values. During the iteration, a slightly different approach is taken for considering
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the input and output image sizes. the input image size is determined by referring

to the input image sizes of the next five layers. Similarly, the output image size

is determined by referring to the output image sizes of the next five layers.

Additionally for the output image size, we ensure that the output image size

does not exceed the input image size in the same layer.

Figure 5.3: Image Length of the prediction of ResNet34 before (Left) and after (Right)
4th method applied.

The first method aims to align with common DNN design conventions, thereby re-

ducing prediction errors. We’ve observed that deep learning hyperparameters often

fall within a limited value pool favored by DNN developers. Additionally, this rule

has the effect of rounding the predicted hyperparameter. The second method is im-

plemented to address the second reason. Ensuring shape consistency in consecutive

pattern layers is crucial to prevent errors during DNN compilation. This method

also contributes to reducing prediction errors. The third method is designed to fill in

missing hyperparameters for layers not present in the pattern, completing the overall

reconstruction process. The final method prevents the feature map size fluctuation by

smoothing out the predicted image size to the maximum one. It is important to note

that these methods should be applied carefully and with flexibility while examining

the result data, as changing the value of predictions may potentially causing correct

predictions to become incorrect.
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5.3 Result

We evaluate the efficacy of hyperparameter extraction through various dimensions.

Initially, we examine the test accuracy of the models we trained, including each sub-

model and the complete connected model. Next, using the complete connected model,

we attempt to extract hyperparameters from representative models in the zoo and

assess the regression error. Lastly, we select VGG19 and compare the performance of

the reconstructed model with the original one.

5.3.1 Model Performance

Given that our extraction model comprises numerous small machine learning mod-

els, we evaluate the performance of each sub-model using diverse metrics. In the

context of classification for feature augmenting sub-models, accuracy serves as the

metric of choice. For the regression model, responsible for producing the final regres-

sion result, we employ normalized average error to describe the errors associated with

each output on varying scales fixed to 100. The normalized average error is described

as follows.

NormalizedErrori =
|ŷi − yi|

ŷmax − ŷmin
× 100 (5.1)

NormalizedAverageError =

∑n
i=1NormalizedErrori

n
(5.2)

After evaluating each sub-model and the regression model, we assess the perfor-

mance of the complete connected model, which involves the result propagation pro-

cess. In the preprocessing phase, a total of 1171 pattern rows were extracted. Each

pattern row consists of durations for three layers (convolution, bias_add, relu),

resulting in the extraction of 3513 layers from 34 models in the zoo. In each distinct

sub-model, the test size is adjusted empirically to achieve the highest accuracy. For

sub-models responsible for feature augmentation, all test accuracies are observed to

be above 90%. In the regression model, utilizing a total of 117 samples derived from

a test size of 10%, the normalized average error for all predicted hyperparameters is
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under 3 with values normalized between the range of 0 and 100. During testing with

the complete connected model involving result propagation, a slight increase in error

is observed compared to testing only the regression model. This increase in error

is anticipated to stem from misclassifications during the propagation process, given

that the accuracy of the sub-models was not 100%. It is observed that employing

feature augmentation with prediction result propagation demonstrates a 1
20

reduction

in Mean Squared Error (MSE) for the regression model compared to not using these

techniques.

Table 5.1: The accuracy of classification sub-models for the purpose of feature aug-
mentation, along with the testing configurations applied to these sub-models.

RF1 RF2 RF3 RF4 RF5

Input Duration
Duration

Output_w_class
Output_h_class

Duration
Output_w_class
Output_h_class
Output_c_class

Duration
Output_w_class
Output_h_class
Output_c_class

Kernel_Size

Duration
Output_w_class
Output_h_class
Output_c_class

Kernel_size
Input_w_class
Input_h_class

Output Output_w_class
Output_h_class Output_c_class Kernel_Size Input_w_class

Input_h_class Input_c_class

Width 92.68% Width 99.15%Test Acc Height 91.61% 92.54% 91.49% Height 99.15% 90.09%

Test Size 0.4 0.4 0.2 0.2 0.2
Number of Bins 8 4 (5) 8 4

5.3.2 Predicting Representative DNN Victim Models

We proceed to evaluate how well our model performs when actively attacking

victim DNN. The previous results focused on the model’s performance, while this

evaluation incorporates the effectiveness of post-processing. To conduct this assess-

ment, we select 11 representative victim DNN models from the PyTorch zoo. Next,

we extract the convolution, bias_add, relu pattern from the victim model and pre-

dict with our trained complete connected model. Following the prediction phase, we

carry out post-processing to finalize the extraction process. The metric for evaluating

the results is the normalized average error, which is consistent with the metric used
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Table 5.2: The normalized average error calculated for each specific output of the
regression model, as well as for the complete connected inference model which involves
the prediction result propagation

RF_Regressor
(test size = 0.1) Inference

Input

Duration
Output_w_class
Output_h_class
Output_c_class

Kernel_size
Input_w_class
Input_h_class
Input_c_class

Duration
Propagation of the prediction

Output

Output_w
Output_h
Output_c

Kernel_size
Input_w
Input_h
Input_c

Output_w
Output_h
Output_c

Kernel_size
Input_w
Input_h
Input_c

Output_w 0.71 1.54
Output_h 0.71 1.54
Output_c 2.30 2.80

Kernel_Size 1.28 1.14
Input_w 1.53 1.38
Input_h 1.53 1.38

Normalized
Average
Feature
Error

(scale = 100)
Input_c 1.39 2.59

to evaluate the regression model. When only considering sequential models, The ob-

servation shows that three DNNs from the VGG family are perfectly extracted, while

VGG19 shows the most inaccurate predictions (3.23), as indicated by the average

error across multiple outputs. The most inaccurate victim including complex chained

model (lower part of the table partitioned by line) was ShuffleNet v2 (3.82).

5.3.3 Comparing DNN Performance of Reconstructed vs Original

We explore how close the extracted victim model are to the original model in

terms of performance. We exclusively consider sequential models, as it is simpler to
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Table 5.3: The normalized average error evaluated under attack conditions by the
complete connected inference model when applied to representative victim DNNs
selected from PyTorch zoo

Model Normalized Average Error (Scale = 100)
input c input h input w kernel size output c output h output w

VGG11 0.00 0.00 0.00 0.00 0.00 0.00 0.00
VGG13 0.00 0.00 0.00 0.00 0.00 0.00 0.00
VGG16 0.00 0.00 0.00 0.00 0.00 0.00 0.00
VGG19 2.34 4.29 4.29 0.0 2.38 4.68 4.68

ResNet18 0.00 1.78 1.78 2.04 0.00 0.00 0.00
ResNet34 5.00 0.83 0.83 2.85 5.00 0.00 0.00

Densenet121 6.15 0.83 0.83 0.48 1.74 1.66 1.66
Densenet169 2.07 0.03 0.03 0.00 0.30 0.07 0.07
ShuffleNet v2 2.18 5.20 5.20 3.70 0.80 4.86 4.86
SqueezeNet 6.12 1.52 1.52 2.19 6.06 2.15 2.15
GoogleNet 7.32 0.38 0.38 2.00 4.53 0.76 0.76

probe impact of the hyperparameters difference, while complex chained models may

introduce performance noise due to their architectural characteristic. We make the

assumption that a perfectly predicted model, such as VGG11, behaves exactly the

same as the original model, while a poorly predicted model, such as VGG19, exhibits

the most significant performance differences. In this context, we choose VGG19 for

comparison in this section, anticipating that other models with better predictions

will show smaller performance differences. We observed that majority of differences

occurs from front part of the architecture as in table 5.4. For the layers where correct

predictions were made, the remaining layers were snipped. We train and test with

CIFAR10 dataset with batch size = 64 and run for 20 epochs. Even with a different

image size from ImageNet (224x224), it is still possible to use CIFAR10 (32x32) as

a dataset. This is feasible because the model itself manages the change in image

size, rather than configuring the image size layer by layer. We configure Stochastic

Gradient Descent (SGD) as an optimizer with a learning rate of 0.1 and momentum of

0.9. To ensure robustness of the result, we conduct the test 10 times and calculate the

average test accuracy and test loss for both the original and reconstructed DNN. The
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average test accuracy shows 79.15% in original VGG19 and 76.8% in reconstructed

VGG19. Based on this testing, we conclude that the most poorly reconstructed model

exhibits less than a 3% performance difference, and we can anticipate obtaining closer

performance traces from other better-predicted models.

Figure 5.4: Loss(left), Accuracy(right) Trace of the Original DNN.

Figure 5.5: Loss(left), Accuracy(right) Trace of the Reconstructed Victim DNN.
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Table 5.4: The major difference between the original and reconstructed DNN is ob-
served in the front part of VGG19. For the layers where correct predictions were
made, the remaining layers were truncated.

Layer Pattern Input_c Input_h Input_w Kernel_Size Output_c Output_h Output_w

Conv Bias ReLU Original 3 224 224 3 64 224 224

Reconstructed 3 224 224 3 64 224 224

Conv Bias ReLU Original 64 224 224 3 64 224 224

Reconstructed 64 224 224 3 256 112 112

Max Pooling Filled with Preceding, Following Hyperparameters

Conv Bias ReLU Original 64 112 112 3 128 112 112

Reconstructed 256 112 112 3 128 112 112

Conv Bias ReLU Original 128 112 112 3 128 112 112

Reconstructed 128 112 112 3 128 112 112

Max Pooling Filled with Preceding, Following Hyperparameters

Conv Bias ReLU Original 128 56 56 3 256 56 56
Reconstructed 128 112 112 3 128 112 112

Conv Bias ReLU Original 256 56 56 3 256 56 56
Reconstructed 128 112 112 3 256 56 56

Below Layers Identical (truncated)
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CHAPTER 6

CONCLUSION

We presented a method to extract a DNN architecture from TVM runtime profiles.

We considered two cases. In the first case, the target victim model belongs to to a

known architecture family, i. e. candidate set is known. This allows candidates to be

profiled and matched. We then consider the second case, where the victim architecture

is unseen before attack.

For the first case, we considered a number of scenarios ranging from the simplest

case of no optimization to various levels of DNN optimization that fuses TVM opera-

tions. We also consider a more challenging scenario, where the TVM operator names

are deliberately obfuscated. In response to this challenge, we propose a binning tech-

nique based on duration partitioning that is robust to changes in DNN computation

graphs caused by the TVM optimization transformation.

For the second case, where the the victim architecture has not been seen, we pro-

pose a hyperparameter extraction process to overcome the limitation of the candidate

matching.

Our experiments demonstrate that the adversary can predict the victim DNN

architecture from a candidate set of architectures with 100% accuracy if the opti-

mization level is known, at least 99.8% accuracy if the optimization level is unknown

and the TVM operators are visible, and at least 97.2% accuracy if the optimization

level is unknown and the TVM operators are obfuscated.

For unseen victim models, the hyperparameter extraction process achieves a nor-

malized average error below 2 (on a scale of 100) for predicted hyperparameters, and
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the reconstructed model exhibits a maximum classification accuracy difference of 3%

compared to the original DNN.

Our novel step-by-step attack approach overcomes all existing model extraction

attack defenses, demonstrating a critical vulnerability in current AI security. The

success of our attack raises concerns about security, privacy, and financial risks for

the entire AI industry. This work highlights the importance of research in developing

resilient techniques to defend against such attacks.
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