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Abstract

This thesis focuses on Earth albedo modeling when applyimgsgnsors in spacecraft
attitude determination. Since the recent developmenteofihbeSat pico-satellite con-
cept, numerous universities have initiated student #&tgtojects. The minimal size
of the CubeSats limits the hardware configuration, whichafoattitude determination
point-of-view, only allows simple attitude sensors witlmiied accuracy. This motivates
the development of advanced algorithms capable of impgpthie estimation results
through enhanced models of the space environment.

The main contribution of this thesis is the development oEanth albedo model,
based on measurements of the Earth reflectivity by the Tatah®Mapping Spectrom-
eter instruments on-board NASA's Earth Probe satellitee Earth albedo model may
be used to calculate the amount of Earth albedo on a satgiliém a Sun, Earth, and
spacecraft constellation. The model results are verifigagu®lemetry data from the
Danish Q@rsted satellite.

The secondary contribution of the thesis is an investigaitioattitude determina-
tion algorithms, where the Earth albedo model is applied.imgle-point Q-Method
algorithm, which uses magnetometer and Sun sensor datayiied. The Sun sen-
sor data is Earth albedo corrected using the Earth albed@imdmd order to improve
the performance of the attitude determination, an Extet@ehan Filter is developed.
The Extended Kalman Filter includes knowledge of the spafedynamics by apply-
ing non-linear models of the attitude propagation. The Botéel Kalman Filter also
enables attitude determination during eclipse, duringchvi8un sensor measurements
are invalid. Due to the highly non-linear behavior of the S@msor measurements,
an Unscented Kalman Filter is developed, and the resultsampared to those of the
Extended Kalman Filter. Additionally the possibilty of rtinear measurement descrip-
tion in the Unscented Kalman Filter enables three-axitudii determination from Sun
sensors only.

The Earth albedo modeling software is distributed asnauBINK toolbox for the
MATLAB software from Mathworks. In addition to improving attitudetermination
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accuracy and spacecraft environment simulation, the Edioitdo model is also useful
for investigating the the total power generated by the qudarels. Accurate knowledge
of the excess power from Earth albedo irradiance, extenglsigability of the pico-
satellites.



Synopsis - Danish Abstract

Projekttitel: Retningsbestemmelse af rumfartgjer med jordalbedokeneite solsensor-
malinger

Denne ph.d.-afhandling har fokus pa modellering af Joradlredo, nar solsensorer
anvendesiretningsbestemmelse af rumfartgjer. Eftergendvikling af CubeSat pico-
satellitkonceptet har flere universiteter iveerksat sttetsatellitprojekter. Den mini-
male stgrrelse af CubeSats begraenser hardwarekonfigiatgom, set fra et retnings-
bestemmelsessynspunkt, kun tillader brugen af simplénggsensorer med begraenset
preecision. Dette motiverer udviklingen af avancerederélger, som er i stand til at
forbedre estimeringens resultater gennem bedre modébengivelserne i rummet.

Hovedbidraget af denne ph.d.-afhandling er udviklingeremafjordalbedomodel,
baseret p& malinger af jordens reflektivitet foretaget aalf@zon Kortlaegningsspek-
trometerets instrumenter ombord pa NASAs Earth Probdligatdordalbedomodellen
kan bruges til at beregne starrelsen af jordalbedo pa eltitsadefra en given Sol-Jord-
rumfartgj konstellation. Modellens resultater verificexed brug af telemetridata fra
den danske @rsted-satellit.

Ph.d.-afhandlingens sekundeere bidrag er en undersggklsetningsbestem-
melsesalgoritmer, hvor jordalbedomodellen anvendes. relpunkts-Q-Metode-
algoritme, som ggr brug af magnetometer- og solsensonddéles. Disse solsensor-
data korrigeres for jordalbedo ved brug af jordalbedomedeFor at forbedre ydelsen
af retningsbestemmelsen udvikles et Udvidet Kalman FiltBet Udvidede Kalman
Filter inkluderer kendskab til rumfartgjets dynamik vedidpraf ulineaere modeller af
retningsfremskrivningen. Det Udvidede Kalman Filter rgglér ogsa retningsbestem-
melse under solformarkelser, hvor solsensormalinger evaralelige. P& grund af de
hgjt ulinezere egenskaber af solsensormalingerne, udwklgparfumeret Kalman Fil-
ter, og resultaterne sammenlignes med det Udvidede Kalritten erudover ggr den
ulineger malingsbeskrivelse i det Uparfumerede KalmaeiFiet muligt at foretage tre-
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akses-retningsbestemmelse udelukkende fra solsensorer.
Jordalbedomodelsoftwaren distribueres som emuSINK toolbox til MATLAB
softwaren fra Mathworks. Udover at forbedre ngjagtigheaferetningsbestemmelsen
og simuleringen af rumfartgjsomgivelserne, kan jordatimeddellen ogsa bruges til at
undersgge den totale strgm, der genereres af solpandkeeneis information om over-
skudsstrgm fra jordalbedoirradiansen udvider anvenldetign af pico-satellitter.



Nominclature

The following definitions are used in the report.

Parenthesi§ ) are used to enclose function parameters or dependancfegmas).
Vectors are denoted with lower case bold

Thei'th element of vectow is denoted ag;.

The line-of-sight of vectow is represented by the parallel unit vector denotedl.as
ol

The two-norm of vectop is denoted adv||.

The estimate of vectay is denoted as The value of an estimatat timet,, based
on measurements up to timg is denoted ag (¢5+1|tx)-

The nominal value of vectar is denoted as.

The small signal value of vecteris denoted a$.

The set point of vectov is denoted a$.

The small signal of vectow is denoted a$.

Vectorw in frameb is denoted as®.

The time derivative of a vectar in frameb, given in frames is denoted a i;”)

Functions resulting in a vector are denoted with lower cadé &cos(v).
Matrices are denoted with uppercase hbiEl

The:'th column of matrixM is denoted agM },.

The element of théth column and;’th row of matrix M is denoted ad/; ;.
The transposed of a matriX/ is denoted with a superscript¥Z".

Thei by i identity matrix is denoted ak; ;.

Thei by j zero matrix is denoted d¥ ;.

Cross product matrices are denotecb#s).

S

1The" operator is used for both unit vector and estimates to miainstational agreement. The function
of the operator should be clear by the context.
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The rotation from framé to frameB is represented by a rotation matrix 43’
The scalar part of a quaternigris denoted as.

The vector/complex part of a quaternigis denoted ap.

The complex conjugated afis denoted with an asterigk.

Functions returning a matrix values are denoted in upper loaklS (v).
The attitude matrix representing the rotatipis denoted asi (q).

The time at discrete sample numlieis denoted as;,.

The trace function of matrid/ is denoted as {{M).

The expected value function of a random variadblés denoted a¥ (w).
Dirac’s delta function is dentoted &s-).

Kronecker’s delta function is dentoed Ag(-).
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The following symbols are used in the report.

N i )

Q 2

Qrirad
Osat
Qsun

bEanh

Pox~qna

Zero matrix.

Identity matrix.

Frame and area.

Attitude matrix (or direct cosine).

Cell area.

Limit.

Acceleration vector.

Incident angle of irradiance on a cell.

Angle of incident irradiance onto a Sun sensor.
Angle of a satellite line-of-sight.

Angle of a Sun line-of-sight vector.

Frame and body fixed frame.

Matrix of weighed reference and body fixed vectors.
Limit.

Earth magnetic field vector.

Frame.

Matrix of weighed reference and body fixed vectors.
Velocity of light in vacuum.

Set of sigma points.

Set of grid points coordinates.

Angle of rotation.
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Ag¢y  Angular resolution of grid point latitude coordinates.
Agey Satellite attitude quaternion between time steps.
A6y  Angular resolution of grid point longitude coordinates.
d Distance.
ds>e Sun Earth distance.
E Irradiance.
E, Total Earth albedo irradiance.
Eavo  Solarirradiance atA.U..

Epp  Black body irradiance.

E; Cell irradiance.

FEcq  Irradiance used for calibrating Sun sensors.

Eqq Direct and diffuse irradiance reaching a reflecting surface
FEqqo  Atmospheric scattered irradiance reaching a satellite.
Fiad Incidentirradiance onto a Sun sensor.
Fmeas Measured irradiance.

E; Irradiance reflected by reflecting surface.

Eeg  Black body irradiance of Earth.

FEsun  Black body irradiance of the Sun.

Esat  Albedo irradiance at satellite from reflected by a cell.

e Base of the natural logarithm.

é Vector of rotation.

€ Small error.

F Linear system matrix.

Freg Linear system matrix of reduced system state.

f Fraction of reflected irradiance reaching a satellite.

G Linear control matrix.

H Linear output matrix.

h Planck’s constant and altitude.

1 Reference frame.

i Multi-purpose index variable and imaginary constant.
imax ~Maximum current output of a Sun sensor when illuminated withstant irra-
diance.

Multi-purpose index variable and imaginary constant.

Inertia tensor.

Kalman gain matrix.

Imaginary constant, constant terms,discrete sample nymbe Boltzmann’'s
constant.

K Tuning parameter.

El
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l Angular momentum.
le Earth irradiance vector.
lg Grid point irradiance vector.
lsun  Sunirradiance vector.
A Wavelength.
n Number of vector observations, discrete sample numberbeuof states, and
multi-purpose index variable.
nqy  Control torque.
ng Disturbance torques.
next  External torques.
M Matrix.
m Mass.
Tic Cell normal.
nisg  Sun sensor S$ormal.
Q Angular velocity quaternion product matrix.
wsat  Satellite angular velocity.
P Point.
P Incident radiant flux onto a cell.
P.oss Cross correlation matrix.
P,y State estimate error covariance.
Pueas Measurement error covariance.
P Reflected radiant flux.
T Half the ratio between the unit circle circumference ancare
P Set of latitude grid points and discrete linear system matri
®,q Discrete linear system matrix of reduced state.
p Quaternion vector part.
P Satellite attitude quaternion vector part.
10) Elevation and polar angle.
N Latitude coordinate of grid point.
Q Process noise covariance matrix.
q Quaternion scalar part.
gsat  Satellite attitude quaternion scalar part.
q Quaternion.
g, Quaternion formed from angular velocity with zero scalat.pa
g Satellite attitude quaternion.
R Measurement noise.
R Euclidean space.
r Radius.
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r Position vector..
TE Earth mean radius.
rsun  Sun mean radius.
g Grid point line-of-sight vector.
Ts Source line-of-sight vector.
rsat  Position vector of a satellite.
rsun  Position vector of the Sun.
sunest  EStimated Sun line-of-sight vector.
p Reflectivity of reflecting surface and angular distance.
S Stokes reflectivity.
S Matrix of weighed reference vectors.
s Weighed reference vector.
T Temperature.
Te Earth surface mean temperature.
Tsun  Sun surface temperature.
T Matrix of weighed body fixed vectors.
S} Set of longitude grid point coordinates.
t Time.
t Weighed body fixed vector.
0 Azimuth.
Oyq Longitude coordinate of grid point.
U Matrix of weighed reference and body fixed vectors.
u Control signal.
Vsa  Setof grid points visible from a satellite.
Vsun Set of visible grid points from the Sun.
v Vector and vector of random variables representing measemenoise and
velocity vector.
Weight factor.
Vector of random variables representing process noise.
Variable.
System state.
xreg Reduced system state where the quaternion scalar is omitted
x Unit vector defining frame and state estimate.
xzecer  Axis defining the Earth centered Earth fixed frame.
xec)  Axis defining the Earth centered inertial frame.
xscg  Axis defining the spacecraft body frame.
xzscn  Axis defining the spacecraft nominal body frame.
xsiv  Axis defining the star imager fixed frame.

8 8 €
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XV

S @ M

YEeCEF
Yec
Yscs
YscN
Ysim

ZECEF
ZECI
ZscB
ZSCN
ZSIM

Lagrange multiplier.

Variable.

Unit vector defining frame.

Axis defining the Earth centered Earth fixed frame.
Axis defining the Earth centered inertial frame.
Axis defining the spacecraft body frame.

Axis defining the spacecraft nominal body frame.
Axis defining the star imager fixed frame.
Measurement vector.

Unit vector defining frame and estimated measurement.

Axis defining the Earth centered Earth fixed frame.
Axis defining the Earth centered inertial frame.
Axis defining the spacecraft body frame.

Axis defining the spacecraft nominal body frame.
Axis defining the star imager fixed frame.

Set of sigma point observations.
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The following acronyms are used in the report.

ACS Attitude Control System

ADC Attitude Determination and Control

ADCS Attitude Determination and Control System
ADS Attitude Determination System

BOL Beginning-of-Life

CoM Center of Mass

CSC Compact Spherical Coil

ECEF Earth Centered Earth Fixed

ECI Earth Centered Inertial

EKF Extended Kalman Filter

EPS Electrical Power System

FIR Finite Impulse Response

FOAM Fast Optimal Attitude Matrix

FOV Field of View

IGRF International Geomagnetic Reference Field

IEKF lterated Extended Kalman Filter
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LEO Low Earth Orbit

LOS Line-of-Sight

NASA National Aeronautics and Space Administration
NL Non-Linear

PF Particle Filters

QUEST Quaternion Estimator

REQUEST Recursive Quaternion Estimator

RMS Root-Mean-Square

SCB Spacecraft Body

SCN Spacecraft Body Nominal

SGP4 Special General Perturbation Model of Fourth Order
SIM Star Imager

SSE Summarized Sun and Earth

SVD Singular Value Decomposition

TOMS Total Ozone Mapping Spectrometer

UKF Unscented Kalman Filter

UT Unscented Transformation
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Chapter

Introduction

The work in this thesis is in the field of satellite Attitude tBemination and Control
System (ADCS). A field which has been thoroughly researcirezkshe dawn of the
space age. However, the literature is limited in the anglgkthe sunlight reflected off
the Earth’s surface and atmosphere, known as Earth albeddh Bbedo is relevant
for practically all Earth orbiting satellites. The amourfitsolar radiation reflected by
the Earth towards a satellite, influences the power gerkebatesolar panels, generates
radiation torques, affects the thermal design, and is nmreddoy horizon sensors to
estimate satellite attitude [Harris and Lyle, 1969], [Veed978], [Wertz, 2001]. The
Earth albedo is especially important for satellites in Loarth Orbit (LEO) and has
impact in two major design areas of the satellite:

e The ADCS often implements Sun sensors in order to measurditbetion to-
wards the Sun. These sensors generate power which is sciltethevincident
angle of the sunlight, and based on multiple measuremeatiitthction to the Sun
is estimated. The Earth albedo generates additional dsrirethe sensors which
distort the Sun estimation, and thereby degrades the agcaféghe ADCS.

e The Electrical Power System (EPS) makes detailed budgetseqgiower gener-
ation and consumption on-board the satellite. The powebaard a satellite is
typically generated from solar cells, and the Earth albedbaad to the total
generated power.

The goal of this Ph.D. thesis is to develop a model of the Ealtikdo for simu-
lation, and incorporate the model of the Earth albedo inealyorithms for attitude
determination in order to increase the accuracy when usimgs&nsors, and potentially
allow three-axis attitude determination by Sun sensorg.ofhe model of the Earth
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albedo is designed for use with the AAUSAT-II satellite, vlhis a student satellite de-
veloped at Aalborg University. The AAUSAT-II satellite isGubeSat, which is &kg,
10cmx 10cmx 10cm satellite, limiting the amount of hardware and power comgtion
considerably.

In order for the Earth albedo model to be widely applicaliie,hodel must support
the engineering software tools typically applied by ADCSigrers. One such tool is
MATLAB from The Mathworks, [The Mathworks, 2005]. MLAB is used in numerous
institutions and space agencies and companies. TheL®\K interface for MATLAB
gives the ADCS designers a graphical interface to the sitionlglatform, and is well
suited for implementing easy-to-use simulation toolboxes

An Earth albedo model has multiple applications and mdtivetin the ADCS de-
sign, especially for pico-satellites. In general, thetdtte Determination System (ADS)
design pre-phase includes analysis of the space enviransptific for the mission.
For LEO satellites, the effects of Earth albedo are significhoth for disturbances in
the satellite motion and Sun sensor measurements. Addilyathe ADCS is typically
tested in computer simulations of the space environmensatallite models. The Earth
albedo model facilitates both analysis and simulation effarth albedo. As mentioned
above, the analysis of the space environment is also iniggefsom an EPS point of
view, because of the excess energy in the Earth albedoaredi

In the case of pico-satellites, the limited size, mass, gpitally also budgets, re-
quire the use of simple sensor hardware. As opposed to coatgdi hardware, advanced
models and algorithms can improve the overall performafiteeoADCS. Even if the
resulting algorithms are computationally heavy, which emllem unapplicable for on-
board implementations, post-processing of down-linkéehtetry data is feasible. This
enables the use of pico-satellites in science missionsenveeurate attitude informa-
tion is required for the interpretation of the science dated hence may be processed
on-ground.

1.1 Background and Motivation

The motivation for developing space environment modelgluling an Earth albedo
model, comes from more than 10 years experience in satdggn at Aalborg Uni-
versity. Aalborg University has been involved in satelpt@jects since 1993, when the
preliminary design phase of the @rsted satellite was ieitia Aalborg University was
selected to design and implement the ADCS for @rsted. Thee@eatellite was the first
nationally funded and built satellite in Denmark, and wamkthed on February 23rd,
1999. The satellite has been operated successfully for tharesix years since then,
and it is still active in measuring the Earth’s magnetic field

Following the internationally recognized work on the Jdssatellite, a second na-
tional satellite project was initiated under the name Rgifilee Rgmer project was ini-
tiated in the year 2000. Aalborg University was once agaoseh to deliver the ADCS
design. The Rgmer satellite has yet to be completed, anddijecpis on standby until



1.1 Background and Motivation 3

funding has been acquired.

Recent developments in the satellite industry and edutatonmunity has changed
the limitations of satellites from high cost, highly conypbe simpler and cheaper de-
signs, allowing new concepts and low cost development amttlacosts. A knew type
of satellites, known as CubeSats, have brought down lauvosts ¢to a level, which has
made it possible for universities to launch satellites sgace.

1.1.1 The CubeSat Concept

The CubeSat concept was conceived jointly by Prof. Robeiygsy Stanford Univer-
sity and Prof. Jordi Puig-Suari and Prof. Clarke Turner,ifGalia Polytechnic State
University. The effort at California Polytechnic State Ueisity is concentrated around
the deployer and the interface with the launcher. The deplzyknown as the P-Pod,
which is an abbreviation of Poly Pico-satellite Orbital Dmger. Stanford University is
responsible for the CubeSat satellite itself.

The CubeSat standard defines the physical requirementilasmax 10cm x 10cm
cubical structure with a mass akg, [Puig-Suari et al., 2001]. A P-Pod can accom-
modate three of these CubeSats, and is launched as a piggidban an unspecified
launcher. The number of P-Pods is only limited by the laurrcviger.

AAU CubeSat

Aalborg University initiated its first CubeSat project in@80) which was a student satel-
lite project. The satellite is called AAU CubeSat, and it Weasiched on June 30, 2003,
which was the first time CubeSats were launched into spacetah af six CubeSats
were launched:

e AAU CubeSat, Aalborg University, Denmark.
e DTUsat, Danish Technical University, Denmark.
e Can X-1, University of Toronto, Canada.

e CUTE-1, Tokyo Institute of Technology, Japan.

CubeSat Xl, University of Tokyo, Japan.
e QuakeSat, Stanford University, U.S.

Figure 1.1 shows a picture of the AAU CubeSat flight modeletakefore integration
into the P-Pod launcher interface.

AAU CubeSat had problems with the communication systemclwhvas solved
by upgrading the ground station. This upgrade took appratety three months, and
following the successful download of telemetry from theefiié, the batteries on the
satellite lost capacity. End-of-life was declared on Settter 22, 2003.
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Figure 1.1: The flight model of AAU CubeSat.

AAUSAT-1I

Students at Aalborg University are currently working on aosel CubeSat called
AAUSAT-1I. As its main payload, AAUSAT-1I will be flying a gamma-ray burst detec-
tor. Gamma-ray bursts are massive extra-galactic enesghaiges. They are hundreds
of times larger than supernovas, which are caused by expgjatars.

The AAUSAT-II satellite is equipped with six Sun sensors, agmetometer, and
three gyros, for attitude determination. The ADCS on AAUSIE purely experimen-
tal, and is a demonstration of full three-axis active cdrdroa pico-satellite. AAUSAT-

Il carries magnetorquers and momentum wheels for actugtiemce it is the most ad-
vanced control system ever developed for a satellite ofdissc

The Earth albedo model is developed for use in the ADCS désighe AAUSAT-II
satellite. The model is used for simulating the environnoéithe satellite in LEO. The
attitude algorithm will also be used during operations a®ffine algorithm for im-
proved attitude estimation. Simple Earth albedo compé@rsatbased on the developed
Earth albedo model, will be used in the on-board algorithfie AAUSAT-1I satellite is
expected to be launched in the first half of 2006. Figure 1d@vshan artist's impression
of the AAUSAT-1I satellite.

The Earth albedo model is validated by using telemetry data the @rsted satellite.
Since the ADCS for the @rsted satellite is designed at Agllidmiversity, telemetry
data is readily available. The @rsted satellite is equippitd eight Sun sensors and a
magnetometer, and but also flies a star imager, for high gioecattitude determination.
The star imager measures the attitude of the @rsted sateitih a precision better than
anb — 20arcsec, and is well suited for comparing the results of ther&éhms based on
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Figure 1.2 Artist's impression of the AAUSAT-II satellite. The alglnis developed in
this thesis are being implemented for use for AAUSAT-Il, thedsatellite is
planned for launch in the first half of 2006.

Sun sensor and magnetometer data.

The @rsted telemetry data and configuration of attitude@sngives unique con-
ditions for performing an analysis and validation of Earihealo. Aalborg University
is continuously developing student satellites. The Ealtledo model derived in this
thesis will assist the ADCS engineers in the design and teattitude determination
and control algorithms for future satellite missions.

1.2 Overview of Previous and Related Work

This section investigates previous and related publipatiwithin the field of Earth
albedo modeling and attitude determination algorithmsitutte determination has been
researched thoroughly over the last 30 years. The Eartld@liseone out of a number
of environmental disturbances in the ADS, and is the focuhisfthesis.

1.2.1 Earth Albedo

Earth Albedo is only one of several external disturbancedsr Other sources if dis-
turbance include magnetic residual, solar pressure, tgrgvadient, and atmospheric
drag. These disturbances are naturally very dependentdyyke of orbit of the space-
craft. A study of the external disturbances, excluding thettEalbedo, is published in
[Bryson, Jr., 1994].
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Earth albedo is typically treated as noise to the ADS. Theedub distur-
bance is either filtered out statistically in Kalman aldumis [Psiaki et al., 1990],
[van Beusekom and Lisowski, 2003], which is possible wheedusith magnetome-
ters, or it can be measured using albedo sensors [Fisher #988]. Digital sun sen-
sors are also available, which are mostly insensitive teddblight by implement-
ing an active pixel array instead of solar cells [Hales andgPgen, 2001]. SOme
configurations result in errors in the least significant bitshe digital Sun sensors,
[Brasoveanu and Sedlak, 1998]. Some algorithms simply eelyprotection of stray
light in the sensor hardware [Humphreys, 2002].

A significant research effort in Earth albedo has been caeduio the geophys-
ical and meteorological research communities (see e.grnjeie and Celarier, 1997],
[Koelemeijer and Stammes, 1998], [Snyder and Wan, 1998j& rEsults of these stud-
ies are mainly focused on spectral distributions of abswband reflectivity of the at-
mosphere and different Earth surface scenarios. Inveistiga Earth albedo modeling
has also been conducted by National Aeronautics and Spaeenistration (NASA)
in [Flatley and Moore, 1994], however information of the thareflectivity is not in-
cluded in derived model. Earth observations by satellites lsigh altitude aircrafts
and balloons, have been used to acquire data of the Eartlctegft® and radiance
[Harris and Lyle, 1969], [Lyle et al., 1971]. These data amrethan 30 years old, and
more accurate satellite observations may be used to demeiloand accurate models of
the Earth albedo.

Since July 25, 1996, the Earth Probe satellte has been miegsthe
Earth’s reflectivity for the Total Ozone Mapping Spectroeme{TOMS) project
[McPeters et al., 1998]. The detailed reflectivity recogdirare in this thesis used to
calculate the Earth albedo, given a geometrical constaflaif the Sun, Earth, and
spacecraft. The Earth albedo model, may be utilized to rentibe Earth albedo dis-
turbance from Sun sensor measurements. In addition, tledapevent of the Unscented
Kalman Filter (UKF) yields a new algorithm for using the Haalbedo as a source for
navigation. This allows for three-axis attitude deternimrausing Sun sensors alone.
Attitude determination algorithms can be split into two coon groups: 1) the single-
point algorithms and 2) filters, which utilize multi-pointformation to calculate the
attitude.

1.2.2 Single-Point Algorithms

Single-point algorithms sample the attitude hardware paoé provides an estimate
of the attitude at the time of sampling. Filters continugusimple the sensors, and
incorporate dynamic models of the attitude in order to givatitude estimate based on
a weighed average of the predicted measurement and senaor da

The single-point algorithms are based on the Least Squaretdem published in
1965 by Wahba, [Wahba, 1965]. The problem formulation isvkmas Wahba'’s prob-
lem, and the optimal solution is the attitude which mininsi¥éahba’s cost function. The
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principle of attitude determination by Wahba's problenmfiaitation is based on vector
observations. It requires that two or more vectors can besured in a spacecratft fixed
frame. The same vectors must be known in a reference framelaBy comparing the
vector observations in reference and body fixed frames,tthiede of the satellite may
be estimated.

Since Wahba formalized the problem in 1965, numerous swistio Wahba'’s prob-
lem have been published. The TRIAD algorithm, [Lerner, 19i&8a simple solution to
Wahba's problem based on two vector observations. In [Bdrack and Harman, 1997]
the TRIAD algorithm has been extended. The estimated dé&iisibased on a weighed
average of two TRIAD solutions, which is guaranteed to béee¢han the two results
separately. The simplicity of the TRIAD algorithm makestitactive still, for on-board
implementations [Flatley et al., 1990].

Davenport's Q-Method algorithm uses the quaternion al#ituepresentation to
parameterize Wahba's problem, which is formulated as amneirctor problem
[Lerner, 1978]. The Quaternion Estimator (QUEST) algantis an extension to Dav-
enport’'s Q-Method algorithm, [Shuster and Oh, 1981], wlaehids solving the eigen-
value problem, and instead formulates Wahba'’s problem asiacteristic equation.

In 1988, Markeley published an algorithm which solves Wahipaoblem, in its
original formulation using the attitude matrix (or direcisine), using the Singular Value
Decomposition (SVD) Method, [Markley, 1988]. This algarit evolved into the Fast
Optimal Attitude Matrix (FOAM) algorithm, published in [Mkley, 1993], and is com-
parable to the QUEST algorithm in computational speed.

1.2.3 Filtering Algorithms

Several extensions of the single-point algorithms exigtjctv make use of multi-
ple sensor samples in order to improve the attitude estsnafehe Filter QUEST
[Shuster, 1989] and Recursive Quaternion Estimator (RE®QUHEBar-Itzhack, 1996]
include past measurements, that require accurate knowlefdifne angular velocity in
order to propagate the attitude between sample times. A aunflpublications have
looked into the the use of multiple samples in order to corsptnfor lacking vector
observation, i.e. a single vector measurement [Psiaki,€1290], [Challa et al., 1997].
Batch estimators and smoothers, which use future measuterteimprove attitude
estimates, also exist, [Crassidis and Markley, 1997a].

A filtering algorithm, which include multiple samples andn@ynical descriptions
of the system, was presented by Rudolph E. Kalman in 19601jKaJ 1960]. From a
statistical description of the system dynamics and measemés, the Kalman filter pro-
duces an optimal estimate of the state of the system. Howsoere extension to the
Kalman filter is necessary in order to apply the filter in att# determination. The prob-
lem is that the general used attitude parameters, thedatiatrix and the quaternion,
are constrained parameters, which must be taken into atechen calculating esti-
mates [Lefferts et al., 1982a]. In [Bar-Itzhack and Oshni®85] an Extended Kalman
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Filter (EKF) is derived which assumes an additive correctidhe EKF linearizes a
non-linear system around the current estimate of the systat®, and applies the linear
Kalman filter equations on the linearized system.

As it is the case with the single-point algorithms, numerqesturbations
of the EKF exist, which handle star trackers [Gai et al., 198§yro-less config-
urations [Challa, 1993], [Crassidis and Markley, 1997hbjgke vector observations
[Psiaki et al., 1990], and a Kalman filter, which assumeseqmiin measurements by
incorporating the QUEST algorithm, [Fisher et al., 1989].

Over the recent years a new algorithm has been publishedyrkias the UKF,
[Julier and Uhlmann, 1997], [Wan and van der Merwe, 2000]is ®igorithm is gain-
ing recognition throughout the attitude determinatioreegsh community, even though
the EKF has been the preferred ADCS algorithm for more tham decades. The
EKF may experience problems with non-convergence, due gb dider approxima-
tions of the system linearization. This problem has beemoh@nted in several publica-
tions, [Kalman and Bucy, 1961], [Bucy, 1965], [Athans et 4868], [Bass et al., 1966],
[Kushner, 1967b], [Kushner, 1967a]. Second order filtergroving the approxima-
tion of the system dynamics, may be applied to remedy the exgence problems,
[Maybeck, 1982], however the issue has resulted in invagtigs in other filtering al-
gorithms.

The improvement of the EKF has been branched in two directionlterated Ex-
tended Kalman Filter (IEKF) and the UKF, [Lefebvre et al.02D The IEKF uses mul-
tiple iterations of the EKF in order to ensure convergent¢e UKF uses a set of sigma
points to approximate the distribution of the modeling esrand these sigma points are
inserted in the system model, in order to approximate theengistributions and cross-
correlations of the system at subsequent time-steps. $hiedwn as the Unscented
Transformation (UT), [Julier and Uhlmann, 1994]. The UKFsHzeen adapted to at-
titude determination. These algorithms are published ra$€idis and Markley, 2003]
and [Lai et al., 2003].

The advantage of the UKF over the EKF is the fact that calmnadf the first order
Jacobians of the non-linear system models are avoided. i hiscessary if the Earth
albedo results of this thesis are to be incorporated cdyretb the attitude determi-
nation algorithm. Alternately, a single-point algorithnust be used to pre-process the
Sun sensor data before it is passed to the EKF, in order taracgusun vector. Both
solutions are presented and compared in this thesis.

The UKF is in fact a special case of the general Particle iEil{€F). A PF uses
approximations of the system noise distributions by magpimy number of points in the
state space, and observing the transformed distributipniots. Recently, PF have been
suggested for attitude determination, [Cheng and Cras«2@04], which use a large
number of state space points, which are able to represerutihent and transformed
distribution of the state and observations using MontdeCsimulation. However, due
to the complexity of the Earth albedo modeling, it is incameat to apply the system
models to several hundreds of points, rather than stratigielected sigma-points.
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In this thesis an Earth albedo model, based on the TOMS reftgctata, is derived.
Novel methods for incorporating the Earth albedo model istexg attitude algorithms
is presented, and the performances of the algorithms ar@a@d, with reference to
computational complexity. Inclusion of enhanced modetih§un sensors results in an
algorithm based on the UKF, enabling attitude determimgftiom Sun sensors only.

1.3 Contributions

The Earth albedo modeling is the main focus of this thesig] @npublished in
[Bhanderi, 2005b]. The motivation of the Earth albedo maatedlysis spawns from
experience in ADCS design, [Bak et al., 2002], and managemisatudent satellite
projects, [Nielsen et al., 2005], [Alminde et al., 2005]. eTimplementation of simula-
tion modules assist the ADCS design significantly, and iscessary procedure, regard-
less of the satellite complexity, [Amini et al., 2005].

The major contributions of the Ph.D. work are

e Advanced modeling of Earth albedo. Using reflectivity dataf the Earth Probe
satellite, an Earth albedo model of high accuracy is derividte model may be
utilized in environment simulations and ADCS design antl tes

e The Earth albedo model is implemented as a toolbox forTM\B with
SIMULINK interface, enabling easy integration in existingMAB simulations.
The toolbox is available on-line at [Bhanderi, 2005a].

e Accurate Sun sensor vector estimation. Calibrating measents from solar cells
with the albedo model, enhances the performance of theitilgofor Sun sensor
vector estimation.

e Novel methods for incorporating the Earth albedo model iistexg attitude de-
termination algorithms, and the results of the algorithnescampared.

e Three-axis attitude determination using only solar cellssing solar cells for
estimating the Sun vector, and in addition the nadir, alleav<oarse three-axis
attitude determination, using simple hardware, or evemgusie solar panels, used
for collecting power. This allows for three-axis attitudetermination on very
small satellites like the CubeSats without consuming pavenass, at the cost
of higher data flow. It can also be used as a safe mode algodthtarge scale
satellites.

1.4 Thesis Outline

The thesis is organized as follows.
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Chapter 2. Earth Albedo Modeling This chapter derives the Earth albedo model.
The input reflectivity data is described and statisticahdatalculated. The Earth
albedo model principle is described and the equations floutzing diffuse di-
rectional Earth albedo are given.

Chapter 3. Sun Sensor Current Modeling Given the Earth albedo model, the stan-
dard Sun sensor current model is expanded to include thesdiffradiance from
Earth albedo.

Chapter 4. Sun Sensor Vector ObservationsThis chapter describes the algorithms
for forming a Line-of-Sight (LOS) vector from Sun sensorremts. Three algo-
rithms are presented, in order to compare the impact of asghEarth albedo
modeling. The standard algorithm disregards Earth albedwmtetely. The Max
Currents algorithm uses Sun sensors with highest curréptiour he Summarized
Sun and Earth (SSE) algorithm incorporates the Earth albsatiel in forming
vector observation pairs.

Chapter 5. Attitude Parameters This chapter provides an introduction to the attitude
parameters used in this thesis. The attitude matrix antd@étiquaternion is pre-
sented, and some useful properties of their algebra is given

Chapter 6. Single-Point Algorithms This chapter presents Wahba'’s problem which
expresses attitude determination as minimizing the erforeotor observation
pairs by estimating the attitude parameter. The singletg@iMethod algorithm
is presented as a solution which gives the optimal attitusstarnion from the
vector observations.

Chapter 7. Kalman Filters This chapter presents the equations of the EKF and UKF
filtering algorithms. The attitude determination is penfi@d using a system and
measurement models. The Kalman Filters use the modelsdicptiee measure-
ments at each time step. Calculations of the estimatiom eon@riance allows for
statistical optimal fusion of the predicted and sensor mesasents.

Chapter 8. Estimator Designs System specific models and tweaking of the Kalman
Filters are described. The equations of satellite motioapeesented. Lineariza-
tion of the system and vector observation models are peddrms required by
the EKF. The use of quaternions in the system state requivdgfications specific
to quaternion algebra.

Chapter 9. Validation of the Earth Albedo Model The Earth albedo model is vali-
dated by applying the Earth albedo and Sun sensor currentimadhe @rsted
satellite configuration. The results of the current sinmatats compared to @rsted
telemetry data.

Chapter 10. Earth Albedo Model Results The Earth albedo model is utilized in dif-
ferent scenarios, and the resulting of the Earth albedosisudsed. Impacts of
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longitude and altitude variation are investigated, anddited Earth albedo of the
@rsted satellite’s noon-midnight orbit is presented. [ugé computational com-
plexity of the Earth albedo model, impacts of reducing thmiiyoutput resolution
is investigated.

Chapter 11. Simulated Attitude Determination Results The attitude determination
algorithms are simulated and the performance of the alynstcompared. The Q-
Method, EKF, and UKF are simulated with vector pair inputsrirmagnetometer
and Sun sensors. The UKF is additionally simulated usingnthrelinear Sun
sensor current model, with and without magnetometer vextiservation.

Chapter 12. Application of the Earth Albedo Model on @rsted Data The Q-
Method is applied to the drsted satellite telemetry datinguthe Sun vector
observation algorithms. The performance of the Sun sensttor observation
algorithms are compared, and the results of the attitudermigtation presented.

Chapter 13. Conclusion Summary of the thesis with concluding remarks and recom-
mendations for future work.
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Chapter

Earth Albedo Modeling

Earth albedo is relevant for practically all Earth orbitigafellites. The amount of so-
lar irradiance reflected by the Earth towards a satellitd émces the power generated
by solar panels, generates torques, affects the therma@ndesnd may be measured
by horizon sensors to estimate satellite attitude [Hanlayle, 1969], [Wertz, 1978],
[Wertz, 2001]. Albedo is typically treated as noise in the ABy modeling the Earth
albedo, this disturbance may be incorporated into the ADS$ potientially allow the
Earth albedo to be used as navigation reference.

Due to the geometry of the Earth, the Earth albedo irradidéceulti-directional,
unlike the solar irradiance which may be assumed to be am#Hel to the Sun LOS
vector. This assumption holds because the distance to thesSarge relative to the
Sun radius for Earth orbiting satellites. Since the Eartiedd is significant only in the
vicinity of Earth, the Earth albedo model must include imfiation of the directional
incidence of the Earth albedo irradiance. The model of thehEabedo is based on
reflectivity data from the Earth Probe satellite, which istjpdéi the TOMS project. The
data resolution partitions the Earth surface into a numbeelts. The incident irradi-
ance on each cell is used to calculate the total radiant filected from the cell. From
the radiant flux from each cell, the irradiance at the s#¢eiti calculated. The out-
put is an array of Earth albedo contribution from each cethim partition. Directional
information is maintained by the LOS vector to each cell.

2.1 Satellite Data

A significant research effort in Earth albedo has been caedum the geophysi-
cal and meteorological research communities (see e.gnjbeand Celarier, 1997],
[Koelemeijer and Stammes, 1998], [Snyder and Wan, 1998jg résults of these stud-
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ies are mainly focused on spectral distributions of abswband reflectivity of the
atmosphere and different Earth surface scenarios. Thesisean be applied in the
calculation of Earth albedo received by a satellite in tloénity of Earth.

The modeling of the Earth albedo is based on the reflectivdtg,dneasured by the
Earth Probe Satellite of the TOMS project, and the data idedda online at the TOMS
website, [National Aeronautics and Space Administratt@5]. The Earth Probe re-
flectivity data is available daily from July 25, 1996 to pnesevith minor periods of
outage. The orbit altitude was changed fréibkm to 740km on July 5, 1997. The
reflectivity data fluctuates because of changes in cloud emddverage and seasonal
changes. The satellite data is given in a resolutiomMgf, = 1 deg latitude times
Afy = 1.25 deg longitude, i.e180 x 288 data points. The two-dimensional data space
D is defined as a grid of data poinklsx ©, where

To each data poinlipg, fg) € D, the mean reflectance of a cefy = A¢g/2 andfy +
Aby/2, on the Earth surface is available in the TOMS data product.

The reflectivity of a cell in the TOMS data, is calculated byasgring the irradiance
receivedFneasby the satellite, which is matched by adjusting a single patarp in the
model of the measured irradiance. The irradiance measutaiiR,sis model by

pf
1-Sp

Emeas= Eqq + Eddo, (2-3)
wherep is the reflectivity of the reflecting surfacé,is the fraction of reflected irradi-
ance reaching the satellit&,is the fraction of reflected irradiance scattered back to the
reflecting surface, known as Stokes reflectiafig, is the amount of direct and diffuse
irradiance reaching the reflecting surface, dgo is the amount of atmospheric scat-
tered irradiance reaching the satellite, [Herman et aD1POFigure 2.1 illustrates the
reflectivity model used in the reflectivity estimation.

In Figure 2.1, it is seen that the incident irradiard¢g,o reaches the reflecting sur-
face as partial direct and Rayleigh scattered diffuse iarace Fyg. The total irradiance
reaching the surface is the sum Bfg and the infinite sum of irradiance reflected be-
tween the atmosphere and the surface, hence the refle@dihirce is expressed as

Er = pEga (14 Sp+ S?p* + ...+ 5"p" + ...)
_ _PEad
1—fp
Due to atmospheric scattering and absorption only a fragtiof the reflected irradiance

reaches the satellite. Adding the atmospheric backscalgryields the reflectivity
model in Equation (2.3).

(2.4)
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Figure 2.1 Reflectivity model used for estimating the surface refliggtin the TOMS
data product.

A plot of a single day’s measurements by the Earth probdiajé shown in Figure
2.2. Note that the satellite does not cover the entire Eanttace in the duration of 24
hours. Figure 2.2 reveals that the Earth Probe satellitedidecord measurements at
latitudes higher thai0 deg on December 31, 2001.

2.2 Data Statistics

Figure 2.2 shows that a single day’s measurement is incaenplée orbit of the Earth
Probe satellite is configured such that all latitudes areVvover a period of approx-
imately four months. Mean reflectivity and standard dewiatf the data for the year
2001 are calculated. The result is shown in Figure 2.3. Taedstrd deviation of the
data is shown in Figure 2.4. Note that the scale of the colqr imdifferent in the two
figures. The plots show that there is high reflectivity over ploles, which can be ex-
pected due to the polar ice caps, and low reflectivity arohediquator. The standard
deviation is high around0 deg to60 deg latitude, North and South, due to changing
cloud coverage. Over the poles, the icy surface ensuresraftgttivity regardless of
cloud coverage. The data suggests an average Earth refleati®0.40%, which is con-
sistent with the literature, [Lyle et al., 1971], [Wertz,®(). The average is calculated
by weighting each reflectivity measurement with respech@drea of the associated
cell at the measurement grid point.
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Figure 2.2 Plot of TOMS reflectivity data recorded on December 31, 2001.
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Figure 2.3 Plot of mean TOMS reflectivity data recorded from January Déaember
31, 2001.
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Figure 2.4: Plot of standard deviation of the TOMS reflectivity data releal from Jan-
uary 1 to December 31, 2001.

The Earth albedo model calculations are based on the inflattieity data. Uti-
lizing daily reflectivity data is more accurate than mearmugal However, for on-board
algorithms the daily reflectivity is likely to be unavailabh real-time, and the annual
mean may be applied. In off-line calculations on ground dhity reflectivity data may
be used. Since the daily reflectivity data does not providlechverage, as shown in
Figure 2.2, the annual mean data is substituted for missitey d

2.3 Modeling

The principle of the modeling scheme is outlined in Figurg. 2The incident solar
irradianceEamo reaches the cell at grid poifgg, 64), at an incident angle af; to the
cell normaln.. The angle of incidence defines density of the incident ianack on
the cell. The amount of radiant flux reflected by the cell iegiby the irradiance and
the area of the cell4d. (¢4). The Earth albedo contribution of the ceflg, reaches the
satellite, and the density of the radiant flux is dependetthe@nglexvss: The modeling
approach is described in detail in the following sectionfipfving the path of the solar
irradiance in Figure 2.5.
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Figure 2.5: Earth albedo modeling principle. The incoming solar AMGaitrance is
reflected by a cell.
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2.3.1 Reflection of Incident Irradiance

The incident solar irradiance hits a cell on the Earth’saeef The incident irradiance is
modeled as a black body source, and the total irradiance isu of irradiances in the
black body spectrum. The modeling of the solar irradianaicribed in Appendix B.
The AMO irradiance is found to bBawo = 1367W/m?.

The amount of energy reflected by a cell, at grid pifyt 6g) € D, depends on the
cell areaA. (¢g4), which is found using Surface of Revolutions, described ppéndix
C. Given the polar angle of the grid centgy, the grid area is given by

Ac (¢g) = Ogrg x (cos(¢)g - %) - cos(qbg + %)) , (2.5)

whererg is the Earth mean radius.

The incident irradiance on the cell, is equal to the solar Al&diance multiplied
by a cosine term dependent on the incident aagl@, which is the angle between the
cell normaln. and the Sun LOS vector from the grid poitt,,. The intensity of the
incoming irradiance decreases as the angle of incidencedses. This is equivalent to
the observed cell area as seen from the Sun. The incideantdhlix densityP: (¢q, 6q)
on a single cell at grid poir{ipg, 8g), is given by

Pe (99, 0) = Brno A (9g) {#Lurinc} (2.6)

Where{~}l; denotes saturation of the argument, with lower limiand upper limitb.
Note that the vectords,, andn, are functions of the data grid poifitg, 6g). This is not
included in the notation, to preserve readability. Thidudes the satellite LOS vector,
Tsa, iINtroduced below.

The reflection on the Earth surface is assumed to be Lambetttambertian equiv-
alent reflecting surfaces have a diffuse reflection, whidhdependent on the incident
angle of the incoming irradiance, and look evenly illumattegardless of the view-
ing angle, [Ryer, 1997]. The reflected radiant flux density¢g, 6), also known as
the radiant exitance, is calculated as a fracfidmng, dy) of the incoming radiant flux in
Equation (2.6)

B (¢g,0g) = p(¢g,0g) Pe (¢, 0g) , (2.7)

wherep (¢g, 0y) is the reflectivity of the grid point.

2.3.2 Earth Albedo at Satellite

The amount of Earth albedo from a single cell, seen from thedlita, depends on the
distance to the satellite and the angle between the cell aloamd the satellite LOS
vector from the grid pointisa. The irradiancel; (¢g, 84) of the cell, when assuming
Lambertian reflectivity, is related to the radiant exitabge[Ryer, 1997]

Pf (¢ga 99)
777_ .

Er (¢g,09) = (2.8)
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The Inverse Square Law states that the intensity of theiarae decreases with the
square of the distance from the grid point to the satelliteictvis written as

Er (¢ga 99) .

[7sad”

Finally the irradiance at the satellite depends of the lésitvea of the cell surface seen
from the satellite. The visible area is relatedatg; by the cosine function. This rela-
tionship, combined with equations (2.8) and (2.9), resul@n expression of the Earth
albedo irradiancé (¢g, fg) from a single cell, given by

Esat(¢97 eg) = (2-9)

Py (6,00) {7laiic}

E¢ (¢g,0g) = — (2.10)
7 || Psad|
The full Earth albedo model is expressed as
£(¢g,99) Eavo Ac(Bg) P §PrePipifec if 0 VerNV
E¢ (¢g, bg) = 7| |#sarl| 2 (¢g: ) € V'sun st (2.11)
0 else

The setV syn C D andV g5t C D are the grid points visible from the Sun and satellite,
respectively, i.e.VsynN Vsais the set of sunlit grid points visible from the satellite,
which are necessary conditions for a cell to reflect soladiance to the satellite. The
inequality defining the sef® so;andV sy, is derived in Appendix D.

The total Earth albedo irradianég, at the satellite position may be calculated as the
sum of irradiances from all cells

Ea= Y FEc(¢g0g). (2.12)

VSuansat

The output of the Earth albedo mod&, (¢g, 8g), is the irradiance received from the
cells at all grid points, i.e. &80 x 288 matrix. This result allows for incident angular
dependency, when calculating Earth albedo effects on seli&. This is useful, since
the irradiance on solar cells decreases when the angle &etilve solar panel normal
and the incident irradiance increases. The albedo modebmaged to derive advanced
Sun sensor current models, which takes the directionahB#sedo output into account.
Improved models should facilitate improved vector obséoves and attitude determina-
tion.



Chapter

Sun Sensor Current Modeling

The Sun sensor current model is used to calculate the outptrits of the Sun sensors.
It is derived from the configuration of sensors on the satellDifferent types of Sun
sensors exist. A very simple analogue Sun sensor simplyistaisa small solar cell in
short circuit mode. Sun sensors of this type are very chedgiaall, compared to more
advanced sensors, and are suitable for CubeSat applisaboning the Sun sensors in
short circuit mode ensures that the current output is degr@ndainly on the incoming
irradiance only. The solar cells used for charging batsesiea satellite, can experience
change in current output as a result of high loads. Consélguesing these solar cells
requires modeling of the entire electrical system in thelkt, which is very complex.
The model derived in this chapter applies for simple Sunaansith solar cells in short
circuit mode.

The angle of the incident irradiance is clearly dependenherangle of the incident
irradiance, since the density of the radiant flux on the sm#iisurface in the Sun sensor
changes with this parameter. From the density of the radiaxton the Sun sensor,
the output current may be calculated from the area and eféigief the solar cell. Typ-
ically, the Sun sensor is calibrated on-ground, by illurtimthe Sun sensors with a
known irradiance, denotefil.,, and measuring the current outpisax, When the angle
of incidence is zero, i.e. the irradiance is perpendicutethe solar cell plane. The mea-
sured current from an ideal Sun sengas a function of the angle of inciden@gag,; is
expressed as

Imeasi = Z.mamcos({airad,i}i/;) . (3.1)
The anglen;ag,; is measured as the angle between the normal vector to theeBsars
solar cell planensg, and the LOS vector to the irradiance source, illustratefigire

3.1. The notatior{ozirad_j}’1/02o indicates that the angle of the incident irradiance satgrat
at7/2. When the angle of incidence exce@dsdeg the Sun sensor is illuminated from
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the back, hence no current is generated. The saturatios tliegeSun sensor output a
highly non-linear behavior.

Tss1

Cljrad, 1

Figure 3.1 Definition of the angle of incidenc@aq ;, illustrated by Sun sensor SS1 on
the @rsted satellite.

The parameteimax; may be assumed to scale linearly with the amount of incident
irradiance. Hence the output generated from the solariamaé is given by

. Eiragt % T
imeasi = "% 05 {aai}/2) (32)

whereEj,q is the incident irradiance from an anglg,q; of incidence. Equation (3.2)
can be expressed in terms of the Sun sensor normal vagtpand the LOS vector to
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the source's, as

. o Eiradimaxi T .\
imeasi = T {nSSﬂ’S}O . (3.3)
Equation (3.3) is often used for estimating the output whimedarding the Earth
albedo. In this case the incident irradiancéjgyo. In the following, the output equa-
tion is extended to include the output of the Earth albedoehdt. (¢4, 64), derived in
Chapter 2.

3.1 Incorporating the Earth Albedo Model

The total generated current in the Sun sensors is a sum @&mntargenerated from the
Sun irradiance, Earth albedo irradiance, and other fagdarces which are assumed to
be negligible. Recall from Equation (2.11), that the ouipithe Earth albedo model is
an array of albedo contributions from each cell in the partihg of the Earth surface.
This allows the Sun sensor output equation to include doeat dependence to each
cell, when calculating the current generated from Eartbadb

T

E¢ A

Qsat

Ac (¢>g)

Figure 3.2 Albedo contributions in the Earth albedo model output. Eaalue in the
albedo array is a irradiance contribution from a cell on thaifth surface.

The interpretation of the Earth albedo array is illustrate&igure 3.2. The Earth
albedo of a cellE. (¢g, 0y), specified by the grid poirisg, 64), is a irradiance contri-
bution from the direction from the satellite to the grid poirThe Sun sensor output
equation must calculate the contribution of each cell orine sensor. The total gener-
ated currentis calculated by summarizing the solar indaoeent and the contributions
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from each grid point. The resulting Sun sensor output eqndtecomes

_ _ Eamofiasfsun | Ee (g, 0g) Prag i |
imeasi = imaxi ({AM(’%;ZS“”} 4 Z { ¢ (dg Ej; ss g} ) . (3.4)
0

0 VsuVsat

Therg vector is the LOS vector from the satellite to the grid pdipy, 64). Irradiance
vectorslsy, andly are introduced, and defined as

lsun= EamoTsun, lg = Ec (¢g, bg) g, (3.5)

which represent vectors to the sources of irradiance, vatins equal to the magnitude
of the source irradiances. Inserted into Equation (3.4)dgi

A-I- oo ~ o
. . Nggl Nagl
tmeasi = ‘maxi <{%TW1} + Z {2—&Ig} ) . (3-6)
cal cal

0 VsulVsat 0

Equation (3.6) is a non-linear model of the current outpuaddun sensor. The
attitude of the satellite, and consequently the Sun sensdurally influences the Sun
sensor output. This dependency is included in the modeleghe normal vector of the
Sun sensomsg, changes as the satellite rotates. The model incorpotatesutput of
the Earth albedo model, which includes irradiance contidiog from each cell of the
partitioned Earth surface. This includes directional aejsacy of each cell irradiance.
The Sun sensor model potentially allows improved Sun sevestior observations and
current simulation.
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Sun Sensor Vector Observations

This chapter describes the algorithms for estimating sovémm Sun sensor measure-
ments. An algorithm which includes the results of the Ealttledo model in Chapter 2
is derived.

Sun sensors convert radiant flux to electrical power, andeamsed to estimate the
angle between the normal vector to the sensor plane and the@8 vector, by measur-
ing the intensity per area on the sensor’s solar cell surfahih is related to the angle
of incident irradiance. Sun sensors are typically mountegh gshat measurements are
available in six directions, which are opposite facing iirgauch that the observations
span all ofR®. Typically a minimum of six Sun sensors are used, lookingn@positive
and negative directions of each axis in the spacecraftarbéerframe, as it is the case on
the Jrsted satellite [Blanke et al., 1994]. In the followihig assumed that six Sun sen-
sor measurements are available and that the Sun sensors@méehlooking in pairs in
opposite directions, along orthogonal axes. If this is hetdase, the measurements can
be projected onto orthogonal axes, and the results willsgiply. The Sun sensors de-
scribed in this thesis are simple sensors, which work by or@asthe current output of
a solar cell in short circuit mode. Digital Sun sensors areentcomplicated, and are not
significantly affected by albedo [Brasoveanu and Sedla81.9The improved accuracy
of digital Sun sensors is at the expense of higher price, raasispower consumption.

Figure 4.1 shows the geometry of the Sun LOS vegtgyin a configuration, where
six sun sensors are mounted in pairs in opposite directindsabng three orthogonal
axes. The Sun sensors are represented by the normal végigrsf each sensor SS1
through SS6. In the following section a standard algoritfrolgaining the Sun LOS
vector is presented.
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Figure 4.1 Projections of the Sun LOS vector measured by Sun sensorgeadn op-
posite looking directions along three orthogonal axes.
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4.1 Standard Algorithm

Applying the cosine model of the Sun sensor current and niiwimg the measured
currentimeas; With respect to the maximum generated currgnj;, i.e. when the inci-
dent light hits the Sun sensor orthogonally onto the solks,dbe measurement can be
written as

bmeasi _ COS({airad,i}ng) ) (4.1)

Tmaxi

which is the projection of-g,, ontoniss. This is a simplified equation compared to the
measurement model derived in Chapter 3, since it assumagle sionstant irradiance
source. However, this is the typical assumption used, simesolar irradiance may be
assumed constant over time periods which are small whenadpo the 11 year solar
cycle. The Earth albedo is disregarded completely.

If the Sun sensor is looking in the negative direction of ais,aken Equation (4.1)

is the projection onto the associated axis in negative tiinec The elements of the
estimated Sun LOS vectatgynes; may be written as

’imeasl _ imeas2
max, 1 max,2

Eamo i
- _ meas3 _ meas4
E T'SunEst= imax, imaxa | (4.2)
cal lmeas5 _ lmeas6
Z-max,S Z-max,b‘

Note that the resulting vector is scaled by the ratio betwhenncident irradiance and
the calibrated irradiance. If the Sun sensor paramgtgy; is calibrated usingZamo a
unit vector is formed. The above equation is the standararigfgn for constructing a
Sun LOS vector. This algorithm is error-prone when the Ealtedo induces currents
in the Sun sensors. When observing a Sun sensor pair of epfasing Sun sensors,
the Earth albedo will either increase or decrease the egtinfdhe associated element
of thetsunestvector. If the solar irradiance and the Earth albedo illumtdérthe same Sun
sensor, the estimated element will be too large. If oppd&ite sensors in the sensor
pair are illuminated, the estimated element will be de@dadue to the subtraction of
the currents in Equation (4.2).

In order to compensate the Earth albedo induced errors,utheduation of the
output current of the Sun sensors, derived in Chapter 3, baustken into consideration.

Two different algorithms are considered in order to comp&nfor the Earth albedo
induced currents. One algorithm simply uses the maximurmreats of the Sun sensor
pairs to estimate the Sun LOS vector. This algorithm doesusetthe Earth albedo
model. The other uses the standard algorithm and argueththegsulting vector is an
approximation of Sun and Earth irradiance vectors. Therdlguos are presented in the
following.
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4.2 Max Currents Algorithm

A simple way of compensating the Earth albedo, is to comp&arasensor pair, and
only utilize the measurement from the Sun sensor which geegthe highest current.
Thus assuming that this Sun sensor is illuminated by saladimnce only. The Max
Currents algorithm can be formulated as

Z-mea\s 1 1 imeas 1 Z-mea\s 2
Eno Psungs = { ML T o > e (4.3)
E 7'leeas2 ’
cal e else
imeasS 1 imeasa imeas4
EAMO% — ima}x,s If imax,S > imax,4 (4 4)
Eea " —Imeasi  glse ’ '
ca imax,4
imeas5 e imeass imeas6
—meass if -meass , meast
Enwo Psuness = e i nacs (4.5)
Ecal —emt else

The algorithm is particularly effective for Earth pointisgtellites, since the Earth albedo
is concentrated on Earth pointing Sun sensors, and the bpf@sing Sun sensors are
looking towards the Sun, hence the Earth albedo is filtereg effectively. The algo-
rithm will in this case mostly fail near the terminator, camiout of, and going into
eclipse.

4.3 Summarized Sun and Earth Algorithm

The SSE algorithm incorporates a simplification of the Eattiedo in the Sun sensor
output equation in Equation (3.6). The Earth albedo is ayiprated by a single vector,
as opposed to contributions from each data p&igt6y) € VsunN Vsar The total
albedoF;,, calculated in Equation (2.12), is assumed to reach thdisatmti-parallel
to the Earth direction. This results in an Earth irradianeetorlg, given by

lg = Eqrg, (4.6)

whererg is the Nadir vector. Utilizing the Earth irradiance vectbe output equation
of the Sun sensors can be approximated by

. . 'fbgngun ~ 'ﬁgs‘ilE ~
tmeasi = 'maxi e +—F . (4-7)
Ecal 0 Ecal 0

With the above approximation and applying the standard S0O8 lector algorithm
in Section 4.1, the resulting estimated vector is actuéléygum of the Sun and Earth
irradiance vectors, i.e.

Z'mea\sl imeasQ

Tmax, 1 Tmax, 2
Eavo + Fa lsintle | ineass  imeass 4.8)
Ecal ||lSun + lE|| Jmax3 jma4

imeas 5 Zmeas 6
Imax,5 Imax,6
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The SSE vector is shown in Figure 4.2. The SSE vector is andwagrestimate of the
vector projected onto the axes spanned by the Sun sensaspased to the Sun LOS
vector of the Standard algorithm, shown in Figure 4.1.

Tsss

J Lsun

lsun+ le

Tss2

NSS4

x le P Tiss3

Tsse

Figure 4.2 Projections of the SSE vector measured by Sun sensors rdonmpeposite
looking directions along three orthogonal axes.

The proof of Equation (4.8) is given for the first element & tlector. An expression
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of the first element can be found by inserting Equation (4 Equation (4.8)

Z'measl . Z'mea$2 o

ima)gl ima)gQ

AT [e’] T [e’s) T oo T oo
Ngg lsun Ngg le ) Msglsun ) nsgle
4 . (4.9)
Ecal 0 Ecal 0 Ecal 0 Ecal 0

Since the Sun sensor pair SS1 and SS2 are facing oppositéatieit holds that

fiss = —Nsg. (4.10)

As a result the saturation function on the Sun irradiancéove@n be eliminated by

oo oo oo 0
Asalon| | Aselsn|  _ [hsslon| [ Rsslen (4.11)
Ecal 0 Ecal 0 Ecal 0 Ecal oo .

o ﬁsg[lSun
Ecal

(4.12)

The same applies for the Earth irradiance vector. InsentittgEquation (4.9), yields

. . AT ~T
tmeasl Tmeas2 Nigglsun  Nsgle
st S _ SS1 + SS1L (413)

. . )
Tmax 1 Tmax2 Ecal Ecal

or equivalently

. . T
l.measl . meeas2 _ Ngg (lSun+ lE); (414)

Tmax 1 Tmax 2 Ecal
which is the first element of the SSE irradiance vector, siagg is aligned with ther
axis, illustrated in Figure 4.2.

The SSE algorithm is proven to estimate the SSE irradianc® L&ator, by approx-
imating the Sun sensor output equation. It does not diradtlize the Earth albedo
model. However, when the estimated SSE vector is applidtbiattitude determination
algorithms, the SSE vector must be calculated in the referéname, in order to obtain
an attitude from reference to Spacecraft Body (SCB) frameeW\talculating the SSE
vector in a reference frame, the Earth albedo model mustddeded in the ephemeris
models, in order to estimate the correct ratio between timeaBid Earth irradiance vec-
tors.
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Chapter

Attitude Parameters

This chapter gives a short overview of the mathematicaksgmtations of attitude used
in this thesis. The purpose of ADS is to determine the oriériaf an object relative
to a reference frame. This is done by defining a body fixed framiéch rotates with
the object. See Appendix A for definitions of the frames usethis thesis. Figure 5.1
shows an object which is rotated. The reference frame isetbiy thex 4, ¥ 4, andz 4
unit vectors, and the body fixed frame &y, ¢ 5, andz .

PN

Ya

Tp

Figure 5.1 Rotation of an object with body fixed frame, relative to anetfiee frame.

In order for the framesi and B to be orthogonal right-hand frames, it must hold
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that
2i::i:i><@i, ’L'E{A,B}. (51)

5.1 Attitude Matrices

Several attitude parameter formulations exist for repri#sg the attitude of the body
frame with respect to the reference frame. A complete detsoni of the parameters is
available in several books on mechanics and attitude doste e.g. [Wertz, 1978] or
[Hughes, 1986]. Clearly, specifyings, § 5, andzz axesinthet 4, g 4, andz 4 frame,
gives a full parameterization of the attitude. Figure 5.@vehthe projection of thé g
axis onto thet 4, ¥ 4, andz 4 axes. Thep projected onto th& 4, § 4, andz 4 vectors

is zp given in the reference frame, which is denoﬁ@l The superscript specifies that
the 2 is given in frameB.

Figure 5.2 Thez p projected onto the& 4, ¥ 4, and 2 4 vectors.

A total of nine parameters are required to parameterize tiy fixed axes in the
reference frame, which are represented #a3 attitude matrix, given by

(&)
A= (yg) . (5.2)
(:3)

The matrixA is a mapping of vectors from the reference frame to the baaipdr. This
can be indicated by sub- and superscrigt§, Given a vectow” in the reference frame,
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the representation in the body frame is found by

UA

8

NN
SRR wWEN

AByA = : =5, (5.3)

UA
UA

Since the vectors of the two frames are unit vectors and iytrghogonal, it holds
that
AAT =1, (5.4)
which means tha# is an orthonormal matrix. It follows from equations (5.3)145.4)
that

T
AL = (Af{) . (5.5)
Consecutive rotations is found as the product of attitudppims
A = AGAR, (5.6)

where AS represents a rotation from framkto B followed by a rotation from frame
BtoC.

The attitude matrix is widely used due to its algebraic magpilt is published in
[Stuelpnagel, 1964] that the parameterization of attitbde three degrees of freedom,
and that no three-dimensional parameter can be both glolobhan-singular. Hence
a minimum of three parameters are required. The direct easiatrices contain nine
parameters with three degrees of freedom. Due to this rexhaydnumerous ways of
representing the satellite attitude with a minimum set ahpeeters have been devel-
oped. Euler angles describe the rotation around the paheiges and use therefore
only three parameters. However some singularities arisedme rotations, which is
why Euler angles are commonly used when the attitude of tieebimvolved, is known
to be within a certain margin [Wertz, 1978]. An investigatiof attitude parameters is
given in [Shuster, 1993].

Quaternions use four parameters with a single constraimggresent attitude, and
are subject to no singularities. This is useful when congidghat the attitude of a satel-
lite is usually unknown after the release from the launcker.this reason quaternions
are commonly used in space applications. In this thesisuh&gnion representation is
used, because it is a global four parameter representation.

5.2 Attitude Quaternions

Quaternions is one of many ways to represent attitude. Tateguion has the advantage
of being without singularities for all attitudes.
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A quaterniong is defined by its four vector elements, ¢2, g3 andgy, as

q1
q=qa+iq +jq +kqs = Zi : (5.7)
44

wherei, j andk are hyper imaginary numbers satisfying

i? =42 =k®=—1, (5.8)
ij =—ji=k, (5.9)
jk = —kj =1, (5.10)
ki = —ik = j. (5.11)

The fourth element of a quaternion is named the scalar eleamehis also denoted by
g. The 1st, 2nd, and 3rd are complex elements. The compleop#re quaternion is
denotedp, hence a quaternion may be written

q= [Z’] . (5.12)

A rotation A¢ around a unit vectog, is represented by the attitude quaternion
esin(52)

q =
cos(%) .

The definition of the attitude quaternion parameters istthted in Figure 5.3. The
four parameters of the attitude quaternion are subjectgcdmstraint

(5.13)

G +a+ata=1, (5.14)

which means that the quaternion has three degrees of freeztmmesponding to the
minimum set of parameters needed for attitude representati
The product of two quaterniompandq’ is defined in matrix form as

4 @ —% a o
" / —q3 qfl qll qé q2 (5 15)
b —a 4 3| |as|’ '
-1 —9 —43 44 |a
Note that the multiplication of quaternions is not comminrggtwhich is also the case
for attitude matrices. The complex conjugate of the quéteris defined as

q" =qs—iq1 — jg2 — kg3 = [qp] : (5.16)
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Za

*é
7

Figure 5.3 Definition of the quaternion attitude parameter as a rotatid¢ around the
unit vectore.

It follows from equations (5.13) and (5.16) that

ap = (a4)". (5.17)
Note that
0
. |0
9" = || (5.18)
1

which is the unit quaternion representing the zero rotatienno rotation.

Representing the attitude quaternigrby the attitude matrixA (g), the rotation
calculation of Equation 5.15, can be written in terms of theogiated attitude matrices,
as

A(d")=A(d)A(q), (5.19)
whereA (q) is given by
G-G-G3+a 2ae+ aa) 2(q193 — q2q4)
Alg)=| 2l — ) —-G+GE-—a+a 2@+ an (5.20)
2(q1g3 + q2qa) 2(g3qs —rs) G -B+ @B +q4

= (@ = 1IpI*) 133 + 200" — 24S(p). (521)
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where the cross-product matrix function is defined as

0 —7U3 V2
S(v)=| vs 0 -un (5.22)
—V2 U1 0

for an arbitrary vectop.

The attitude parameters and their algebra have been peederthis chapter. In the
following chapters the algorithms for estimating the atti# parameters of a satellite are
presented.



Chapter

Single-Point Algorithms

In this chapter attitude estimation from a single sampleesogsr hardware is described.
As opposed to filtering algorithms, the single-point altforis solely use samples from
a single time instant, to estimate attitude. Common for regjle-point algorithms is
the use of vector observations to estimate the attitude obgtt. Given a set ot > 2
vector observations, a loss function is formulated, knos/iVahba’s problem given by

L(A?)zgiwj

j=1

2

: (6.1)

- B Bl
vy — AT

wherew; is the weight of thej’th vector observationi;§ is the LOS vector in the

reference frame and” is the orthonormal rotation matrix, representing the iotat
from reference to body frame, which is sought, [Wahba, 196%je loss function is a
weighted sum squared of the difference between the meaanckthe reference LOS
vectors in the body frame. By minimizing the loss functioiven in Equation (6.1), an
optimal attitude may be estimated.

One solution to Wahba'’s problem is the Q-Method, which diyezstimates an opti-
mal attitude quaternion minimizing Wahba’ problem. The @thbd was developed by
Davenportin 1968 and is based on earlier work done by Wahéanfr, 1978]. A num-
ber of alternative algorithms have been derived from the Hdd, e.g. the QUEST
algorithm, [Shuster and Oh, 1981]. These algorithms arddmentally similar to the
Q-Method, but optimize the calculations with respect to patation efficiency and
on-board implementation. Algorithms exist that result itemate attitude parameters.
Since the attitude quaternion is used to parameterizdisatgtitude in this thesis, the
Q-Method is presented in the following.
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6.1 The Q-Method

To simplify Wahba'’s problem it is necessary to expand it to
L (A?) -
1 T T T T
5w ((uf) of + (o]) (Af) afo]—2(o)) A,Bf;j.) . (6.2)
j=1

B

T T
Where<i;j ) 7 is constant and{A?) A% is the identity matrix. The loss function,

L (A?), may then be written as

n

L (A?) = > tTAPs; +k, (6.3)

j=1

wherek denotes the constant terms. The unnormalized vetj@sds; are defined as

t; = W05, (6.4)
S; = ﬂ/’LUj’lA)? (65)
The loss function is at a minimum, when the gain function
g (A?) =Y tTAPs; =t (TTA?S) (6.6)
j=1

is at maximum. The matricéB and S are defined as

T=[t1 ta - tn, (6.7)
S = [sl Sy .- sn] . (6.8)

and tr(-) is the trace function. The maximization Q(A}B) is complicated since the

nine elements oA” are subject to six constraints, [Shuster and Oh, 1981]. these-
fore convenient to expres4”? in terms of a quaterniog. According to Chapter 5, the
rotation matrixA? is defined in terms of quaternions as

AF (@) = (¢ = IPII) 15 + 20" — 24S(p). (6.9)

Substituting Equation (6.9) into Equation (6.6), gives thedified expression for the
gain function

9(q)=q'Cq, (6.10)



6.1 The Q-Method 43

whereC is defined as

o U - 0'13><3 C
C = { o7 U] . (6.11)
The above values are defined as
U=B"+B, (6.12)
By3— B3
C = B3,1 - 3173 y (613)
B2 —Ba1
o=tr(B), (6.14)
where
B=TS". (6.15)

The problem of determining the optimal attitude has beemiged to finding the
quaternion that maximizes Equation (6.10). The normatimatonstraintg'q = 1, can
be taken into account by using Lagrange multipliers, [Wet®78]. A new function
g’ (q) is defined

9 (@) =q'Cq—¢&q'q, (6.16)

where¢ is the Lagrange multiplier. The gain functigh(q) is maximized without con-
straints and is chosen to satisfy the normalization constraint. Takimg derivative

of Equation (6.16) with respect i and setting the result equal to zero, an eigenvector
equation is obtained [Shuster and Oh, 1981]

Cq=¢q. (6.17)

The optimal quaternion which determines the optimal atBtunatrix, in accordance
with Equation (6.9), is an eigenvector 6f. Substitution of Equation (6.17) into Equa-
tion (6.10) gives

9(@)=q'Cqg=q'éq=¢, (6.18)

thusg (g) will be maximized if the optimal quaternion is chosen to be #igenvector
of C belonging to the largest eigenvalue.
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Chapter

Kalman Filters

Kalman filters are algorithms for calculating estimatiorstaftes using a model descrip-
tion of the system. The Kalman filter was introduced by R. Kanm [Kalman, 1960].
Kalman filters are preferred, since they can incorporatseniformation, to produce
statistically optimal estimates.

In order to estimate the state vector from the noise inflicbedsurements, an EKF
and an UKF is designed. The Kalman filters propagate a prewstimation of the
states, using the state space equations, and correctsffegation using measurements.
The Kalman Filters use a non-linear system descriptionferropagation of the state.
The propagation of the covariance of the state error in thé Bkcalculated using Ja-
cobian matrices, which are calculated at each time stepguke current estimate as
the nominal value. The UKF uses approximations of the nasteilolitions, which are
mapped through the non-linear system equations.

7.1 Extended Kalman Filter

When a system is described by a non-linear model equatiert ki requires the equa-
tions to be linearized around a nominal state. If the nonmstedk is constant, the equa-
tions resembles that of the linearized Kalman filter. In saases, however, a lineariza-
tion around a single trajectory is inadequate, especiallyi$ not guaranteed that the
state of the system is always close to the nominal valuebelsetsituations an EKF filter
is applied, which re-linearizes the system around the atigstimate. The description
of the EKF is based on inspired by [Grewal and Andrews, 1988][Maybeck, 1982].
In the following the equations of the EKF are presented. Titex finearizes the system
equations around the current estimatg |¢;.) and control inputs (¢ ) at all time steps.
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The non-linear system, is described by the generic difteabaquation

z(t)=f(x®),u(),t)+w(), (7.1)

wherew (t) is a vector of random variables, representing process nbfeecontinuous
Gaussian white process noise has the statistics

E (w(t)) =0, (7.2)
E(w{®)w' (t+7)=Q(t)d(r), (7.3)

whereE (-) is the expected value functiofi(-) is Dirac’s Delta Function, an@ (t) is
the covariance of the process noise.

The non-linear output equation is given by

z(ty) =h(z (tk),tk)-i-v(ﬁk), (7.4)

wherew (t) is a vector of random variables, representing measurenoése.mNote that
it is assumed that there is no direct dependency on the ¢omprat. This has been left
out, since it is uncommon in dynamical systems. The measemenoise is assumed to
be Gaussian white noise with statistics

E(v(t) =0, (7.5)
E (v(ts) 0" (thin)) = R(tx) A (n), (7.6)

whereA (-) is Kronecker’s Delta Function ani (¢;,) is the covariance of the measure-
ment noise.

Using a Taylor expansion of Equation (7.1) around a nomiagé¢toryz (¢) and a
nominal inputu (t), yields

z(t) =f (7()11() k)
of (= (t),u(?),t
ox (t

- ®

e(t)=z() (@ () —Z (1))
u(t)=au(t)
t=ty

e (w(t) — 5(0)
u(t)=a(t)

t=ty

+hot+w(t), (7.7)

where h.o.t. are the higher order terms. Considering thieiation of the state from
the nominal trajectory, denotetl(t) = = (¢t) — & (¢) and a perturbed inpuk (t) =
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u (t) — @ (t), Equation (7.7) is written

MR {CIORAGE)

o(t)=a(t) & (1)

Oz (t) u(t)=a(t)
t=ty
of (z(t),u(t),?) _
+ x =T ’u’ﬁ
I G e U
t=ty
+w(t). (7.8)

Itis assumed that the higher order terms are negligible s€gumently, the covariance of
the process noise should be scaled accordingly.

Choosing the current estimate(t, |t;.) as the nominal trajectory at each time step,
an approximated linearized system equation of the statanbation are expressed as

z(t) =
F (& (teltr) ,w (te)  tr) @ (t) + G (2 (trlte) ,w (tr)  tr) @ () +w (1), (7.9)

where F (& (tx|tr) , w (tr) ,tx) and G (& (tx|tr),w (tx) ,tx) are the Jacobians of
f(x(t),u(t),t) with respect to the state and the input, given by

R of ((t),u(t),1)
F (& (tr|te) ,w (t) , ty) = ()= (ta]t) (7.10)
(& enle) o 6n) IO
R of (x(t),u(t),?)
G (% (tglte),uw (tr) , tx) = ()=t |ty) - (7.11)
Ou (t) I(f()t%z;({(tl,f) )

In a similar manner, a linear expression of the output equati Equation (7.4) is found
to be

z (ty) = H (Z (tgltr) , tr) & (tr) + v (tk) , (7.12)
whereH (z (tx|tr) , tr, t) is the Jacobian ok (x (¢) , t), given by

_ oh

H (& (tylte) , tr) = (#),) (7.13)

(x
Oz (t)  |et)=a(teltr)ts
t=ty

Starting with an estimate at timg_,, denotedz (¢;—1|tx—1), the predictor of the
filter calculates an a priori estimate using Equation (7Aljhough the system is lin-
earized, the Jacobians are only required in the update @&fstimate covariance, hence
the non-linear system is applied in propagation and measemeestimates. The propa-
gated estimate, denotédtx|tr—1), iS an estimate of the state at tirhe based only on
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the dynamics described by the non-linear model of the systemected by measure-
ments up to time;_,. Given the measurement at timg z (¢), the a priori estimate
can be corrected into the a posteriori estimate at timelenotedz (¢« |t;). The correc-
tor equation is given by

x (tn) = K (tr) (2 (tn) — 2 (teltr-1)) | (7.14)
wherez (¢ |tx—1) is the estimated measurement, given by
2(ﬁk|ﬁk_1) =h(z (tk|tk_1),ﬁk), (7.15)

andK (t) is the Kalman gain. The Kalman gain is calculated using
K (ty) = Pest(tiltn—1) H' (& (ti|ti—1),tx)
~ N —1
X (H (& (ti|te—1) ,tr) Pest(trlts—1) H' (& (ti|te—1) ,tr) + R(tx)) . (7.16)
The estimate of the state at timyeis given by
ﬁ?(ﬁk|ﬁk) = :ﬁ(tk|tk_1)+:%(tk). (7.17)

The covariance matrices of the a priori and a posterionireston errors at time,
are defined as

Pes(tiltir) = E ((@ () = @ (teltie1)) (@ (4) = @ (teltim)T) , (7.18)
Pes(teltr) = E (@ (tx) = & (txlti)) (@ (t) — & (te]))T) (7.19)
The a priori estimatePest(tx|tr—1) Of Pest(t|tx) is calculated using the equation

Pest(tk|tk—1) =
D (2 (tp—1ltp—1),u (tr=1),tk—1) Pest(tr—1ltx—1)
X @ (& (theiltr—1),w (th—1) . teo1) + Q (fr—1), (7.20)

where  ® (& (tg—1|tg—1),uw (tp—1),tk—1) is the discrete equivalent of
F (& (tx—1|tk—1),uw (tg—1),tk—1), calculated using e.g. zero-order-hold.. As
with the state estimate, the a posteriori covariance ma®dx(tx|tx) is obtained by
correcting the a priori covariance matiesi(t;|tx—1). The corrector equation for the
covariance matrix is

Pesi(tilty) = Pest(te|te—1) — K (tr) H (Z (tk|tk—1) , tk) Pest(tr|ti—1), (7.21)

whereK (t) is the Kalman gain in Equation (7.16). An alternate equatibthe cor-
rector, which is numerically more stable, is given in [Maghgl982] as

Pest(tr|tr) =(1 — K (tr) H (& (tr|tk—1) , tk)) Pest(tk|tr—1)
x (1 — K (tp) H (& (tg|te—1) , tx))"
+ K (tx) R(t:) K" (ts) - (7.22)
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It is important to note from Equation (7.14), that the Kalngain is a weight factor,
which weighs error in the measurement against the preditééel. From Equation (7.16)
it is seen that ifR (i) approaches zero, the Kalman gain will increase. This regult
a large update in Equation (7.14), which means that the neasurements are weighed
higher than the predicted state P (¢x |t ) approaches zero, the Kalman gain will de-
crease, and the predicted state is weighed higher. VBgR) and Pes; (¢ |t ) increase,
they will have the opposite effects on the Kalman gain. Thedfeets are in agreement
with the expected, when considering the interpretatioRdf;) and Pest(tx |tk )-

7.2 Unscented Kalman Filter

The UKF follows the same overall structure as the EKF. The UKFundamentally

different in the way it estimates the noise distributionsttue filter. As opposed to
approximating the non-linear transformation of the noisdrithutions, the UKF ap-

proximates the transformation by applying the non-lingandgformation to a num-
ber of selected points in the state space. These points Beel sigma points, and
are calculated from the covariances of the estimation efffiggure 7.1 illustrates the
approximation of the non-linear process noise covariararesformation. The sigma
points, circled points in the figure, are selected such theyt tescribe the distribution
of the estimation error. The transformed sigma points aga tised to calculate the
approximation of the transformed distribution. This is Wwmoas the UT published in
[Julier and Uhlmann, 1994]. The UKF is published in [JuliaddJhlmann, 1997] and
[Wan and van der Merwe, 2000]. In the following, the equatiofi the UKF are pre-

sented.

The estimation error covarian@es;(tx—1|tx—1) is approximated bgn + 1 sigma
points, where is the dimension of the state vector. The sigma points aendiy

Xo (tk—1ltk—1) = & (tk—1[tr—1), (7.23)
Xi (the1|tr1) = & (tp_1]tr_1) + {\/(n + k) PeSt(tk71|tk’*1)}i . (7.29)
Xnti (t—1[tk—1) = & (tg—1ltk—1) — {\/(n + k) Pest(tk—1|tk—1)}i ,  (7.25)

wherei = 1,2,...,n andx is a tuning parameter. I (¢) can be assumed Gaussian,
is selected such that + ~ = 3. The notation{ M}, denotes the’th column of M.

It should be noted that for non-zero-mean process noiseystem state vector is aug-
mented with the process and measurement noise vectorqy@ndvariance augmented
with the associated covariance matrices. Each sigma pamah associated weight.



50 Kalman Filters

Figure 7.1 lllustration of the UT. The transformed distribution is lealson the non-
linear transformation of selected sigma points, markediesex points in
the figure.

The weights are given by

K

= 7-2
wo n+li’ ( 6)
1
R S 7.27
v 2(n+k) (7.27)
1
nti = 57 - 7.28
Wn 4 2(7’L+I§J) ( )

The set of sigma pointg (¢x—1|tx—1) iS propagated one time step f0(tx|tk—1),
using the non-linear system equation. The transformedasjgpints are used to calculate
the statistics of the propagated state. The estimated gatga state is the weighted
mean of the sigma points

2n
& (tlte-1) = Y wix; (trlte—1), (7.29)
7=0

and the covariance of the estimate is given by

Pest(tk|tk71) = Q (tk)
2n

+ 3wy (g (elti-1) — & (teltemr)) (x; (teltio1) — & (tlter)) . (7.30)
=0
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An observation is estimated at each sigma point

C]- (tk|tk_1) =h (Xj (ﬁk|tk_1) ,ﬁk) , (7.31)

wherej = 0,1, ...,2n. The predicted measurement is the weighted mean of the-obser
vation set

2n
2 (trlte-) = > w;C; (trltror) - (7.32)
j=0

The covariance of the predicted measurement is expresstinis of the covariance of
the predicted sigma points and the measurement covariasice,

Pmeas(ﬁk|tk—1) = R(tk)

+ > w;i (¢ (telth-1) — 2 (telte-1)) (¢ (trlte—r) — 2 (trlte1))". (7.33)
j=0

Equations (7.30) and (7.33) hold if the process and measnenoise are additive and
independent.

Given the sets of sigma points and their observations, t&sarorrelation matrix is
given by

Pcross(ﬁk |tk—1) =
2n

S w; (g (eltie1) — & (talteor)) (¢ (taltemt) — 2 (teltior)) . (7.34)
j=0

The Kalman gain is expressed in terms of the above matrices as
K (t) = Poross(tklth-1) Preas(tk|th-1) - (7.35)
The update of the estimate is given by
& (tglte) = & (tglte—1) + K (tr) (2 (tr) — 2 (tx|tk-1)), (7.36)
and the update of the estimate covariance is expressed as
Pesi(ti|tr) = Pest(tr|ti_1) — K (t) Pmeas(te|te—1) K (tz). (7.37)

The EKF and UKF have now been presented. The main differeateeen the
filters is the approximation of the estimation error covac Where the EKF uses
a first-order linearized system description, the UKF usgsaipoints transformed by
the non-linear system description for calculating stastThe equations presented are
generic, and the following chapter presents the design efestimators, specific for
attitude determination of satellites.
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Chapter

Estimator Designs

This chapter describes the estimators designed for @ristsebd on the Kalman filters
described in Chapter 7 and the Earth Albedo model describ€thapter 2. The system
and measurement models are derived. The system model i$ dbaske general equa-
tions of satellite motion. The measurement model is baseth@iSun sensor current
model and vector observations derived in chapters 3 and addiition, some specific
alternation to the theory is necessary, due to the use oérpians in the state and the
non-differentiable measurement equation.

8.1 System Model

This section presents the derivation the equations usedddeling the kinematics and
dynamics of satellite motion. A detailed description of saellite motion can be found
in [Wertz, 1978]. The modeling of a satellite’s rotation isinto the kinematic equa-
tion and the dynamic equation. The kinematic equation dessrthe change in the
attitude parameters of the satellite, regardless of theefoacting on it. The dynamic
equation describes the time dependent parameters asdiusofi external forces.

8.1.1 Kinematic Equation

Let the attitudes of a satellite at timeandt + At be denotedg,, (t) andgg, (t + At).
If the rotation of the satellite in the time peridsk is denotedA g, (t), the propagation
of the attitude fromt to ¢t + At can be written

Qsar(t + At) = Aqeq(t) goar(t) - (8.1)



54 Estimator Designs

Writing Aggx(¢) in terms of rotation anglé\¢ (¢) around the vectoé (¢) in time
At, yields

é1 (t)sin

éo (t)sin{ =5

Agey(t) =
sai( és (t)sin (241

cos(%(t))

Assuming thae (¢t) andA¢ (¢) are constant over the timit, and using the defini-
tion of the quaternion product, Equation (8.1) is written

(8.2)

qsat(t + At) =

s () NN I R

. —éa (t 0 eq1 (t és (t

oo 57 1 on(357) é%3(2> ol aw
—€1 2 —€3

X QSat(ﬁ) , (8.3)

wherel, 4 is the 4 by 4 identity matrix. For infinite small time ste@s¢ (¢) can be
approximated by
A¢ (t) = [|wsar(t)|| AL, (8.4)

wherewsai(t) is the instantaneous angular velocity of the satellite.ngysmall angle
approximations of the sine and cosine functions, EquaBds) Can be expressed as

dan(t+ 80 = (L + 3200 arat) 5
where
0 és (1) —é (t) é1(?)
Q) = el | 20 0 O3 e ©.6)
() o) —es() 0

Realizing tha& (t) = wsat(t), Equation 8.6 can be written

ST I L

—Wws t 0 w1 t wo t

W (®)  —wr () 0w (D] (8.7)
—W1 (t) —Wwo (t) —Ww3 (t) 0

Q) =
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The differential equation of () is defined as

. QSat(t + At) — gsat(?)
AT A | &)

QSat(ﬁ) =

Inserting Equation (8.5) yields the sought kinematic défeial equation
. 1
Gsai(t) = 59 (t) gsar(?) (8.9)

8.1.2 Dynamic Equation

The dynamic equation of motion is derived from the changaguséar momentum of the
satellite. An expression for the change in angular velpeitya function of the applied
torques is sought. The angular momentut), is given by

= i (t) x mav; (t), (8.10)

wherer; (t) is the position of the'th particle with massn,; and velocityv; (¢). Taking
the time derivative of Equation 8.10, yields

k
L(t) = (v (t) x myw; (t) + 7 (t) x mia; (1)), (8.11)

i=1

a; (t) being the acceleration of thi&h particle. The first term under the summation of
Equation (8.11) is a cross-product of two parallel vectatsich is zero. Realizing that
m,a; (t) is the force acting on théth particle, yields

L(t) = nex (1), (8.12)

whereney is the sum of external torques acting on the satellite. Egug8.12) only
holds if the internal torques sum up to zero. An expressiothefderivative of the
angular momentum in terms of the satellite’s angular vé&joisi sought, in order to
obtain the dynamic equation.

In the Earth Centered Inertial (ECI) frame, denofethe angular momentum of the
satellite can be expressed as a function of the angularityetifche SCB frame relative
to the ECI frameysa(t), and the moment of inertia matrik (¢) of the satellite, by

V(1) = I (1) wix(t) - (8.13)

The moment of inertia is more conveniently expressed in {88 ame, which has
it axes aligned with the principal axes of the satellite,ated B. The attitude matrix
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A% (t), represents the rotation from the inertial frame to the bioaiyje, which is used
to represent the angular momentum in the body frame, yigldin

1B)y=A2 0" ). (8.14)

The derivative of”® (¢) is given by

i’ () = % (A? OIX (t)) (8.15)
— A W)+ AP (). (8.16)

In order to obtain an expression fat; (t), consider the kinematic equation for the
derivative of a vector described in a rotating frame of refiee, which for the angular
momentum vectok (¢) is

(i’ (t))B =07 (1) + wB, (1) x 15 (1) (8.17)

.B I B
i@ = (l (t)) —wB (1) x 1B (1). (8.18)
. B .
Since(ll (t)) = AP (1) i’ (t), combining Equations 8.15 and 8.17, gives

A (D1 (1) = ~wl(t) < 17 (1)
— —wB (1) x (AIB Ok (t)) . (8.19)
Introducing the cross-product matrix, Equation (8.19) iten as
AL (U (1) = —S(wh(t) AF ()1 (1). (8.20)

Since Equation (8.20) holds for dli (¢), the sought expression for the derivative of the
attitude matrix is

A7 (1) = —S(wB(1) AP (¢). (8.21)

Inserting Equation (8.21) into Equation (8.15), gives

i” (1) = =S (wZy(0)) AP OV (1) + A7 ()1 (1), (8.22)

Recalling, from Equation (8.12), that the derivative of emgular momentum is the
external torques and applying the attitude matrix rotatiorEquation (8.22), yields

17 (1) = =S (wB,(1)) 17 () + n8, (1) . (8.23)
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Finally the angular momentum is expressed in terms of the embmof inertia and
the angular velocity, as given in Equation 8.13. Solvinghwispect tavsa(t), gives
the sought nonlinear differential equation, written in them

Wsat(t) = J 1 (Next (1) — wsar(t) X Jwsar(t)), (8.24)

where the superscript of frame is left out, since all vecaord matrices are given in the
SCB frame. The external torque is the sum of disturbanceigma (¢) and the control
torquency (t)

Next (1) = Nem () + ng (8) . (8.25)

The control torque is calculated by the Attitude Controlt8ys (ACS) of the satellite.
The disturbance torque is the sum of torques generated frawitggradient, magnetic
residual, solar pressure, aerodynamic drag, and Eartbdalbe

8.1.3 Non-Linear System Model

Combining the kinematic equation of Equation (8.9) and tyreadnic equation of Equa-
tion (8.24), yields the non-linear differential equation

T (t)=f(z(t),ut)) (8.26)
=7 (new (1) ﬁ:: ((tt)> 3523(32(t> x Jwsa(t))] (8.27)
where
x(t) = Bssjt(éﬂ , (8.28)
and
u (t) = e (t) (8.29)

defines the control torques as the input to the system. Theshdedived in Equation
(8.26) is a non-linear differential equation, which can henerically integrated,in order
to predict the state of a satellite, from initial conditiofi$ie non-linear system model is
applied in the Kalman Filters, when estimating the propadjatate. However, the prop-
agation of the estimation error covariance, presented ap@n 7, require linearization
of the system model at a given nominal set point. The linasidm of the system model
is given in the following.

8.2 Linearization of System Model

In this section the attitude dynamic and kinematic equatane linearized around a set
point of the state. As a consequence of linearization, tktesy state is replaced with
the small signals of the full state. The linear descriptibthe system is utilized in the

estimation algorithms, for propagating the noise distidywof the system state estimate.
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The non-linear system matrif (x (t),u (¢) , t) is linearized, and a linear expres-
sion, of the form

zt)=Ft)x({t)+G({t)u(t), (8.30)
is sought. The kinematic and dynamic equations are linediseparately in the follow-
ing.

8.2.1 Linear Kinematic Equation

For the linearization of the kinematic equation, the adiwquaternion of the satellite
g, 1S Written, in terms of a set poigt,,;(¢) and small signafj.,(t), as

Gsai(t) = qsar(?) ‘_Isat(t) (8.31)
(i

qsat(t) = qsat(t) qzat(t) ) (8-32)

whereg?,(t) is the complex conjugate @, (t). Recalling the definition of2 (¢) in
Equation (8.6) and the definition of quaternion products,kimematic equation can be
written in terms of a quaternion product, as

Gsae(t) = %Qw (t) Gsar(t) » (8.33)

where the quaterniog,, (¢) is defined by
t
9. (1) = [wsi‘)‘( >] : (8.34)

Using the chain rule and Equation (8.33), the derivativehaf $mall signal attitude
guaternion of Equation (8.31) can be expressed as

Gsa) = (1) @) + 1) G (1) (8.35)
= 3 (asal®) (@0 (1) Gsad®))” + 0 (1) Q) Ga(t)  (8:36)
= 2 e G0 (1) + 0 () i) () (8.37)
= 5 (1) 4 () + @ (1) (1) (8.38)

whereq (t) is defined as in Equation (8.34) and the set point of the angelacity
wsat(t), defined below, is inserted. Note that the complex conjugéie quaternion
represents the opposite rotation. Hence the reverseawntdéfined by a sequence of
rotations, is the reverse sequence of each rotation coneplejxigated. The complex
conjugate ofy, (t) is simply —gq, (¢), since the scalar part is zero.
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The angular velocity is defined, in terms of a set painf:(¢t) and small signal
stat(t), as

wsat(t) = CA_Jsat(f) + ‘:Jsat(t) . (839)

Henceg,, (t) can be written
q., (t) = [wsa‘(t) gd’sa‘(t)} (8.40)
=qg () + g5 (1) (8.41)

Inserting Equation (8.40) in Equation (8.38), and recoigigizhat the associative rule
applies for quaternions, yields

Gua) = 5 (~Gsa(1) 0 (1) + 0 () Gsa(1) + 06 (D Gsa$) . (842)

A quaternion can be expressed, in terms of a scalar part aochplex vector part,
as

p
= 5 8.43
a-?| 8.43)
as described in Chapter 5.4f(¢) is a small rotationgsa:(¢) is close to one anfl;(t)
close to zero. Hence the quaternion product of the last tarBguation (8.42) can be
approximated by

wsat wsat(t) i)sa (t)
d; QSat |: sat 0 ] |:(jsatt(t) :| (8.44)
wsat psat( ) + ‘:Jsat(t) (jsat(t)
{ ZGTa(t) Peat) | e
~qg (8.46)

whereS (@sat(t)) is the cross-product matrix function, applied @84 (t). The terms
qsx(t) g5 () andg, (t) gq4(t), of Equation 8.42, can be expressed as

dit0s (0= [P GO )] e
= [ o ] @49

and
00 () asalt) = | St @ealt)] [Pl (8.49



60 Estimator Designs

Inserting the approximation of Equation (8.46) and the Itesaf equations (8.50)
and (8.48) in Equation (8.42), yields

am(t) = | S0 0G0 4 S 0), ®51)

which is the sought linearized kinematic equation in terrhthe small signal of the
state.

8.2.2 Linear Dynamic Equation

The dynamic equation is linearized using first order Taykpamsion around the set
pointwsai(t). The control and disturbance torques are disregarded ilinibarization,
as they are already linear terms.

The derivative of the small signal angular velocity desesithe linearized dynamics
of the system, and can be expressed as in terms of the Jaeashian

. d t) x J t
bt m gt Lol X Saall) Gaalt).  €52)
wsat(t) wsat(t):&)sat(t)
Utilizing the chain rule, the above equation is expressed as
- d ~
JwSat(t) ~ — S(wSa[) JwSat wSat(t) (853)
dwsat(t) wsal(t):‘:’sat(t)
d
= — S(wsat(t)) J‘Dsat(t) ‘:Jsat(t)
dwsat(t) wsal(t):‘z’sal(t)
d -
- S(wsat(t)) J d wSa[(t) wSa[(t) . (8.54)
Wsat (ﬁ) wsal(t):‘;'sal(t)

The constant factors can be moved inside the differentiptessions, and the cross-
products are interchanged with opposite sign, which yields

L d B _
J“"Sat(t) ~ = 7S(wsat(t)) stat(t) wsat(t)
dwsat(t) wsal(t):‘z’sat(t)
d ~
— = S(wsat(t)) Jwsat(t) Wsat(t) (8.55)
dwsat(t) wsal(t):‘:’sat(t)
d
= S(Jwsat(t)) wsat(t Wsat(t
dwsat(t) (J@salt)) woarlt) wal(t)=@salt) sa(f)
d ~
— ———=S(wsat(t)) Jwsat(t) Wsat(t) (8.56)
dwsat(t) wsal(t):‘:’sat(t)

= (S(J‘Dsat(t)) - S(‘Dsat(t)) J) ‘:Jsat(t) . (8-57)
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8.2.3 Linear System Model

The linearized system model can now be written as a lineaesy® the formz (t) =
Fz (t) + Gu (t), given by

o (t) =
—S(wsat(t)) 03x1 T13.3 ]
01x3 0 01x3 z (t)
03x3 0351 J " (S(J@sar(t)) — S(@sat(t)) J)

w00 e

where the last term is a noise term, given by the disturbarceiés.

8.3 Measurement Model

The @rsted satellite is configured with eight Sun sensorsaandgnetometer. The EKF
requires that the measurement equation can be lineariz8adyigr expansion, which
is not the case for the Sun sensor output equation, due taiatu Consequently, the
output of the Sun sensors cannot be utilized directly in t€& Elter. A solution is to
utilize the Sun sensor vector algorithms, described in @hag and express the mea-
surement of the body frame vectors as a function of refergacwrs and the satellite
state. The measurement vector can be expressed as

~ B
Psun ()
z(ty) = [ Sun } (8.59)
)= Lo (i)
which is a6 x 1 vector, whereébg,n denotes the Earth magnetic field vector. The mea-
surement equation is expressed in terms of the system state a
A (qsar(tr)) Péun (tr)
z(ty) = [ sat un . (8.60)
) = | A (qen(t1)) Blaanlt1)

The linearization of the measurement equation follows thethed described in
[Gebre-Egziabher et al., 2000]. A linear measurement équié obtained by express-
ing Equation (8.60) in terms of the state set pairit;.) and small signak (¢), as

=z _ A (QSat(ﬁk)) A (‘_Isat(tk)) ’f’éun (tk)
(&) |:A (Gsar(tr)) A (@gat(tr)) béarth (tk)] . (8.61)

Equation (5.21) expresses the attitude matrix as a functidhe quaternion elements.
For the small signal attitude quaternion, a first order apipnation yields

A (asat(tk» ~ 13x3 — 28(@sat(tk>) : (8-62)
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Inserting into Equation (8.61), the vector observatiorhef Earth magnetic field can be
expressed as

bganh =A (‘jsat(tk)) (13><3 —2S (i)sat)) béarth' (8-63)
The measuremenbianin () can be expressed in terms of the set point and small signal
bearn (tk) = beartn (tr) + bearn (tr) , (8.64)

where the set point is expressed in terms of the inertiateafs vector

Bearn (te) = A (Gsar (tr)) Barn () (8.65)

Inserting into Equation (8.63) can be written as

Bgarth (ﬁk) =28 (Bgarth (ﬁk)) i’sat(ﬁk) : (8.66)

Applying the same method to the Sun LOS vector in Equatiof1(8.yields the
expression of the measurement small signal

2S (;gun (tk))

Z(tx) = |?S (Egarth(tk)) Dsat (8.67)

Equation (8.67) is a linear expression in the form of Equatit.12). The noise
term in Equation (7.12) represents errors in the InternatiGeomagnetic Reference
Field (IGRF) model and sensor errors. The linear output isnafrthe reduced state

EKF becomes _
28 (rgun(tk)) OBXS]

H (ﬁk) N [QS (Egarth(ﬁk)) 0O3x3 (8'68)

When applying the Earth albedo model to the EKF, the Sun LQ@%ovés replaced
with the SSE vector, and the SSE algorithm is applied to thes@msor currents. Uti-
lizing the Sun LOS vector the Standard and Max Currents #lgos are applied.

The UKF approximates the noise matrices by non-linear mmppf a number of
sigma points, hence the Jacobian of the measurement egustimt required. The
Earth albedo model is utilized in the non-linear output equiaand the Earth magnetic
field observation is described by Equation (8.60).

8.4 Quaternion Algebra Modifications

The use of quaternions as attitude parameter in the Kalmanlélads to two problems
which need to be considered. Both are related to the unitgtcaint of the quaternion.
The unity constraint of the quaternion in the state vectad#eto a singular state er-
ror covariance, [Lefferts et al., 1982b]. In addition, theatprnion unity norm must be
ensured since the filter updates the estimate regardldsswttention to constraints.
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8.4.1 Covariance Singularity

As a solution to the problem of singularities in the staténestion error covariance
matrix, the state vector of the filter is reduced by one dirian# the corrector, by
leaving out the scalar element of the attitude quaternion

Tred (Litr) = [ wi: :E’;Z’;M : (8.69)

wherep.,(t) is the complex3 x 1 vector part of the quaterniof,(¢). The reduced
state vector is & x 1 vector. As a consequence, the covariance mad®gx (¢,) reduces
to a6 x 6 matrix. The reduced dimension of the state error covariaeqgaires that
all equations involvingPes:(tx) are adapted accordingly. The Kalman g&in(t) thus
reduces to & x 6 matrix. The updaté:red (tr|tx) to the a priori state estimate is given
by

53red (tk|tk) =K (tk) (Z (tk) -z (tk|tk,1)) . (870)
Note that the reduction of the state vector and consequ#rlgovariance and Kalman
gain matrices, results in a reduced state correction vedtoe a priori update vector
Tred (tx]tr) is expanded to the full 7 states, before updating the a pe&tiinate, such
that small rotation approximations apply to the quatermemuced state.

The quaternion part of the state vector is expanded fronethtates to four states
by setting the value of the fourth element, such that a urateuion is formed. This is
done under the assumption that the correction t%rm(tk|tk) is small. The expansion
of the correction vector is written as

i’sat(tk“k)
o (tiftr) = \/1 Pratelts)| || |- (8.71)

‘i’sat(tk t)

The a posteriori estimate (¢ |tx) is given by
& (trlte) = & (trlte—1) + & (teltr) | (8.72)

which is a full state vector, and used in the non-linear systquations, when propagat-
ing to the a priori value at time&,1;. A block diagram of the Kalman filter is given in
Figure 8.1, showing the propagator and the corrector usiegeduced state.

8.4.2 Preserving Quaternion Unity Norm

Equation (8.72) reveals the second problem of using theeguian as attitude parameter
in the Kalman filters. Due to the use of quaternions in thestataternion multiplication
is used for the first four elements of the state. The attitistienateq,,, (tx|tx) is given
by the a priori attitude estimatg,,(tx|tx—1) and a correctioq, (t|tx), expressed as

QSat(tk|tk) = asat(tk“k) QSat(tk’kal) ) (8-73)
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Temporal Update
& (trltr)

Measurement Update

! T (t|t

: \jw( klts) Expand Statel

I + ~

! T Tred (tr|tr)
Propagator I | K (ty) |

Ti(tk)
h (2 (tr)) 4’U
f

& (trlte—1)

Z (tglte—1)

z (tk)

Figure 8.1 Structure of the Kalman filter algorithm state update withtstreduction
and expansion.

given by quaternion multiplication. Hence the a posteméstimate is given by

& (tk|tk) _ asat(tk“k) QSat Atkltk—l) ) (874)
wWsat(tr|th—1) + Wsat(tx|tr)

8.5 Covariance Equations

The covariance of the EKF is calculated using the linearigesiem matrix, given by

Fred (fif (ﬁk“k) , U (tk)) =

—S(wsat(txltr)) ST
033 J_1 (S(J‘Dsat(tkh?k) _ S(‘bsat(tk“k)) J)) (8.75)
and
G= Bgﬂ : (8.76)

which is the linearized system model for the reduced statee dystem is linearized
around the current estimate, and is used in the discreteazdsy hold equivalent, de-
noted ®eq (& (tx|tr),u (tx),tx). This matrix is used in the covariance propagation
equation in Equation (7.20), and the correctionfs:(¢«|t) is done using Equation
7.22. No changes apply, due the use of quaternions, exagpiefoeduction from seven
to six states, causinBest(tx|tr) to be a6 x 6 matrix.
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Chapter

Validation of the Earth Albedo
Model

In this chapter the Earth albedo model is compared with tetgnaata from the Danish
drsted satellite. The ACS of the @rsted satellite has besigded and implemented by
the Department of Control Engineering, Aalborg Universititich means all the @rsted
telemetry is readily available. The simulations are dorn&anuLINK , which is a graph-
ical user interface to MrLAB. The Earth albedo model is implemented imMAB
with a SMULINK interface. The implementation is released as a Albedo tooland
can be freely downloaded at the author webesite [Bhandedb4].

The @rsted satellite is equipped with Sun sensors, and #irecerbit and attitude
of the satellite is known, the Earth albedo model can be agph order to estimate
the currents from the Sun sensors. These estimates aredhgraced to the sampled
currents in the telemetry data, in order to validate thetEatiedo modeling algorithm.

The errors observed in the validation are a product of a numbfactors. Clearly
errors are introduced due to sensor noise and model diswrigzaHowever some biases
are due to calibration errors, both geometrical and temparinown problem with the
@rsted boom deployment, causes an unknown orientatiore@fdhdola, containing the
star tracker and magnetometer, relative to the space@dft @emporal data calibration
is also possible observing the magnitude of the magnetit. fighe time shift between
the observed and modeled magnetic field amplitudes, is ynalsed by orbit propa-
gation errors in the Special General Perturbation Modeboafrth Order (SGP4) model.
In addition, the solar cells in the Sun sensors are expeateave a degraded efficiency
compared to the Beginning-of-Life (BOL) efficiencies.

Due to these expected discrepancies of the data and reéemsoaels, a number of
calibration procedures have been conducted, in order toremata integrity. The fol-
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lowing sections describe the Qrsted satellite sensor aandigpn and telemetry layout,
and describes the calibration procedures. Finally thehEadliedo model is validated
based on these data.

9.1 The Grsted Satellite

The Danish @rsted satellite was launched on February 23 it@8 a LEO orbit. The
main scientific mission is a precise global mapping of thetEamagnetic field. The
Drsted satellite is equipped with two magnetometers, thaf2at Spherical Coil (CSC)
flux-gate and Overhauser magnetometers, for measuring aglgaetic field magnitude
and direction. The @rsted satellite is characterized bgight meter boom, at the end of
which the CSC flux-gate magnetometer is placed, in order tomize electro-magnetic
disturbances from the on-board electronics. Also on thehaba distance of six meters
from the main body of the satellite, a star imager is mounféus allows for attitude
measurements with an accuracysof 20arcsec, [Liebe, 1995], [Jgrgensen, 1995]. An
illustration of the @rsted satellite is shown in Figure 9.1.

.

Figure 9.1: lllustration of the @rsted satellite.

The Qrsted satellite is a micro satellite6sf. 7kg with dimensiong5 x 34 x 68 cm?.
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The satellite is in a LEO with an inclination 6.1 deg and an altitude c&§50km at
apogee and50km at perigee. The orbit period is 100 minutes. The inerti&imaf the
drsted satellite in the SCB frame, after boom deployment, is

219 0 0
JSB=10 219 0 |kgn? (9.1)
0 0 1529

The satellite is three axes stabilized. Passively graviadignt stabilized and ac-
tively using magnetorquers. The reference attitude is shi@hthe boom points in the
direction of zenith and the rotation around the boom axigpintized with respect to
the star imager. The optimal orientation of the star imagesuich that the Sun, Earth,
and Moon are not within its Field of View (FOV).

9.2 Telemetry Data Packages

The Qrsted satellite telemetry data is down-linked whersttellite is above the ground
station in Copenhagen, Denmark. The down-linked telemstagsembled in packages
which are numbered consecutively, and each package magicafdta from one or
more orbits.

The telemetry consists of three major components:

e Housekeeping data
e Science data
e Diagnostics data

Sun sensor measurements are available in housekeepinupdits, in addition to Sun
sensor temperatures, three axes magnetometer measwsemaghetorquers currents,
etc. The housekeeping data is availabld A4i0Hz. The science packet contains the
star imager data, which is considered science, since iteid tegether with the science
magnetometer readings in order to estimate the Earth miadiedtl. The science in-
struments are sampled at up 100Hz. Finally the diagnostics data is data explicitly
requested, which can be changed through up-link, in casbsystem needs to be mon-
itored closely.

The data packet utilized in the validation is from May 21, 20@hich is telemetry
data packet 5200. The total time of which data from the Stargken and ACS house
keeping data are available is 3:52:03.707 PM to 10:10: 55RM\.

The telemetry data is used in conjunction with reference eteoanplemented in
SIMULINK . The magnetic field is modeled through an IGRF model and therapris
models are based on a SGP4 orbital propagator. The timgagihthe on-board data
and the reference vectors is calibrated in order to imprbeeaccuracy of the vector
observations. This is described in the following section.
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9.2.1 Sun Sensors

The @rsted satellite is equipped with eight Sun sensorstiwee axis and two single
axis. Figure 9.2 shows the placement of the sensors in thef&ORe. It is seen from

the figure that since the boom is pointing away from the Eatrthllaimes, the Earth

albedo currents are expected to be apparent on Sun sen®en8%S6. These two
Sun sensors ideally point in the direction of the Nadir veatall times.

zsce | Tss2

Tiss1

TscB

¥ | Ysce fsss fuss3

(a) Top View (b) Bottom View

Figure 9.2 Placement of the @rsted Sun sensors in the spacecraft refefeame. The
boom extends in the positiggcgdirection.

The solar cells in the Sun sensors operate in short-circotensuch that voltage
drops, affecting the generated current, are avoided.

9.2.2 Sun Sensor Calibration

The Sun sensor circuits are designed such that they ideatigrgtel.5mA of current
when illuminated byl 353W/m? perpendicular to the solar cell plane. Pre-flight calibra-
tion is performed in order to measure the actual generatedmmiat1 353W/m?. Table
9.1 lists the results of the pre-flight calibration.

The Sun sensor model is configured such that the generatexhtisrmatched when
the Sun sensors are illuminated with an irradiance353W/m?2. This requires that
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Sun Sensor| Current @ 1353W/m? | Calibrated Efficiency
Ss1 1.15mA 18.4%
SS2 1.53mA 20.7%
SS3 1.54mA 20.7%
SS4 1.56mA 19.6%
SS5 1.54mA 19.1%
SS6 1.39mA 24.2%
SS7 1.53mA 23.0%
SS8 1.58mA 16.8%

Table 9.1 Current generated by the Sun sensor, when illumintetiB53W/m? and re-
sulting calibrated effeciencies.

the simulated current is scaled linearly with the fractidnncoming irradiance to the
calibration irradiance.

The efficiencies of the solar cells in the Sun sensors areresdid from the telemetry
data. A BOL efficiency of arouné3% is expected since the solar cells in the Sun sen-
sors are single-junction GaAs cells, [Blanke et al., 1994e efficiency of solar cells
degrades over time, which requires that the efficienciesalibrated post-launch. The
simulated currents using an efficiency23% is shown in Figure 9.3 in addition to the
measured currents from telemetry data package 5200. Teledsta package contains
data recorded May 21, 2001, which is approximately 27 moatfties launch. The simu-
lated currents are higher than the measured currents, vighéttre to the degradation of
the solar cells in the Sun sensors.

From the data in Figure 9.3 the efficiencies of each Sun sessatibrated, which
results in the calibrated efficiencies listed in Table 9.he Tesults of the calibrated
current simulation is shown in Figure 9.4. The simulatedents are calculated from
the solar irradiance only, which is why additional curregmts seen on a number of the
Sun sensors. These currents are generated by the Eartloalbed

Clearly there are still discrepancies in the Sun sensorlaioas, especially in Sun
sensors SS1 and SS7. These types of discrepancies ardlyypassed by shadow
effect. It is expected that the boom will cast a shadow on abarrof the Sun sen-
sors, causing a decrease in current output. Temperaturpestation has also been
investigated, and has been included in the modeling of Snsasse. The influence of
the temperature variation on the solar cell efficiencie©i@é3un sensors has negligible
impact on the output accuracy, hence it is not presented.

9.2.3 Star Imager

The data from the star imager is used as reference for thiiteatdtitude. The star
imager computes its inertial attitude based on the staefaith the FOV, which is com-
pared to an on-board star catalogue. The output of the stagéms a quaternion which
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Figure 9.3 Currents on all eight solar cells on @rsted. The estimatelliles do not
include the Earth albedo model. The Sun currents are usealibrate
the degraded efficiencies of the solar cells in the Sun sensdre current
measurements are from telemetry data package 5200.
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package 5200.
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represents the attitude of the star imager frame with respéiee ECI frame. Figure 9.5
shows the mounting of the star imager in the gondola housing.

ZSCN

TSCN Yscn

Figure 9.5 Placement of the @rsted star imager and star imager hougingwn as the
gondola.

Data Fallouts

The star imager uses a number of stars in its FOV to deternmiregtéude. An initial
attitude is obtained by comparing the stars in the FOV withaa catalogue. Once the
initial attitude is found, the stars in the FOV are trackethisTtracking imposes some
requirements to the angular velocity of the satellite. Winerangular velocity exceeds a
certain limit, the star imager is unable to track the saeedittitude, and must re-acquire
the initial attitude. These fallouts are identified in Figud.6, which show the time-
stamp of the star imager data as a function of the sample nurdbmps in the graph
reveals missing data, and four major fallouts are identifie fallouts occur at times
660s, 6660s, 12660s, and18660s. The period is of the fallouts are identical to the orbit
period. Following a fallout, approximatel00s is needed until star tracking is stable.
The periods of fallouts are disregarded when applying theistager data as attitude
reference.

Instrument Alignment

It is necessary to calculate the attitude of the SCB framé wéspect to the inertial
frame, since the attitude of the Sun sensors are know wijertgo this frame and
the ephemeris data is given in the ECI frame. In order to catibthe star imager
misalignment, the designed orientation of the Star Imagé¥) frame is described
relative to a nominal SCB frame, denoted the Spacecraft Bauiypinal (SCN) frame.
The attitude quaternion of the SCN frangg&) () is calculated from the star imager
output, which is the rotation of the SIM frame wrt. the ECIrfre, g2 (¢), and the
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Figure 9.6: Time-stamps of the star imager data in telemetry data paelE0. The
data is available afl Hz with fallouts for a duration of up t@100s.

attitude of the SIM frame wrt. the SCN framgg;)', with the following relation
qEQ\' (t) = a3maedi (1) (9.2)

The attitude quaterniog@Sh is known prior to launch, dependent only on the mounting
of the star imager and the mounting of the star imager houkimgwn as the gondola.
However, the boom is non-rigid, because it has to be foldagtime main body of the
satellite during launch. Problems with boom deploymensealan unknown rotation
of the boom. As a consequence, the attitude of the star imaigferespect to the true
SCB frame must be estimated. This is done by estimating $wepancy between the
SCB frame and the SCN frame. The SCB frame is aligned with @ 8ame when
the boom is fully deployed. Hence, Equation (9.2) becomes

qE&r (1) = aScn () asimgec (1) (9.3)

whereqzSE (¢) is the attitude of the nominal SCB frame wrt. true SCB frame.

The attitude of the star imager wrt. the SCN frame is constantt calibrated prior to
launch. The attitude of the SCN frame wrt. the SCB frame isudated using MTLAB..
This is discussed below.

9.3 Boom Deployment Calibration

The 8m boom on the @rsted satellite is constructed in such a way,itHolds into
spacecraft’s main body during launch. After the satelbteeleased from the launcher,
the boom is deployed. The boom rotates as it folds out fronsffzeecraft body, and
it has been detected that the boom did not fully deploy. Heheee is also rotation
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error between the boom fixed frames and the SCB frame. This leas been estimated
and is uploaded to the on-board software. The boom rotatiam does not influence
the science measurements, since the star tracker and timetoageter are aligned in the
optical bench. Consequently the boom error is uploadedseddom, i.e. approximately
three times during currently six years life time. It is assaithat the boom rotation error
is constant in the time frame between updates, which is eatdlse. The boom rotation
error is estimated on ground for the current data package tlem error between the
on-board compensation and the off-line estimation is add¢de telemetry data.

The boom error rotation is found by estimating the Sun vdotal parts of the orbit
where the satellite is not in eclipse. Using the star traekerthe nominal rotation from
the SIM frame to the SCB frame, the direction to the Sun in bioaiye is found using
the ephemeris model. These vector pairs are used in Wahiokem in Equation (6.1),
and the optimal solution that minimizes the cost functiothis estimate of the boom
rotation error. The Earth albedo model derived in Chapteridsed in order to improve
the Sun vector estimation. Figure 9.7 shows the measureded@ence Sun vectors.
Large discrepancies occur during periods of eclipse. Tkeidaclipse is left out when
estimating the rotation error between the two Sun vectors.

By applying Wahba'’s loss function to the data in Figure $hé following quaternion
is found to minimize the error between the measured andaeferSun vectors

0.0309
sce .,y | —0.0642

0.9973

The quaterniog 2SR (¢) is a representation of the rotation of the boom, and rotates f
the SCN frame to the SCB frame. The calibration suggests anbotation error of
8.5 deg, mainly around the axis. However, there is also a rotation around the other
axes due to the non-rigidness of the boom, i.e. the boom hamer tmend. Figure
9.8 shows the Sun vector estimation and reference aftdéwrattn of the boom rotation
error.

9.4 Temporal Calibration

The temporal calibration of the telemetry data is done bymaning the on-board mag-
netic field amplitude with the IGRF model. The on-board maigrfeeld measurements
is available in the house keeping data package. The ameldfithe magnetic field is
independent of the boom deployment induced error. Figi@&st@ows the magnetic field
amplitude from the on-board measurements and the IGRFerefermodel.

By inspection it is found that the reference model is ahedihie by 66 seconds.
Figure 9.10 shows the resulting magnetic field strength @iepn, when applying a
temporal calibration of 66 seconds.
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Figure 9.7: Sun LOS vector comparison for boom rotation error estinratithe rotation
error between the estimated Sun vector and the reference/&ar, from
the ephemeris model, is used to estimate the rotation erfdh@® boom.
Disregarding periods in eclipse, the data suggests a bodatian error of
8.5 deg, mainly around the boom axis.



78 Validation of the Earth Albedo Model

A Measurement
/| — Ephemeris
05F w‘; B

S5

=4

=

S

=h

>

S5

=4

N

0 05 1 15 2 25
Time [s] 10
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Figure 9.9 Magnetic field amplitude comparisons for temporal caliimat The IGRF
reference model is shifted approximately 66 seconds fahivetime.
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Figure 9.10 Magnetic field amplitude comparisons for temporal calimat The IGRF
reference model has been calibrated by 66 seconds.
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9.5 Earth Albedo Model Validation

The Earth albedo model is implemented imM AB with a SMULINK interface, and the
calculated Earth albedo irradiance is fed to the Sun sensdels. The resulting currents
are compared to the measured currents. The data flow of titatiah is illustrated in
Figure 9.11, where is the error of the simulated Sun sensor currents.

Ephemeris Reflectivity
Model Data

TSun l
f Albedo Sun Senso
Julian Date = -
t Model ) Ea Model | z + ) €
scB
T"‘sat Ian TZ
Two-Line Star Imager| Sun Senso
Elements Telemetry Telemetry

Figure 9.11 Structure of the data flow in the validation calculations.eThite boxes
are models used to estimate the Sun sensor currents. Thedgb®xes
are satellite data. The reflectivity data is telemetry datarf the TOMS
Earth Probe satellite and the star imager and Sun sensor deggdrsted
telemetry.

The simulated currents in Figure 9.4, used for calibratibthe Sun sensors, devi-
ate from the measured on-board currents. These deviatienmianarily caused by the
Earth albedo, since the figures only show the currents irdibgehe solar energy flux.
Figure 9.12 shows the calibrated currents including thehEabedo induced currents,
calculated using the Earth albedo model. It can be seen fnenplots, that the Earth
albedo model and sensor simulation is able to estimate ttigiathl Earth albedo in-
duced currents. It is seen that even though the Sun sensdrsSS5, SS7, and SS8
are perpendicular to the Nadir vector, the simulation i® dblestimate Earth albedo
currents on these panels also.

Since Sun sensors SS3 and SS6 are the Nadir pointing Sunrsehsoalbedo cur-
rents are most apparent on these sensors. The measurediaradesscurrents on solar
cell SS3 is shown in Figure 9.13. It is clearly seen that therEalbedo model can be
used to calculate the irradiance on the solar cells from HréhEalbedo.

Although the albedo model is added to the simulation, anddbelts show good es-
timation of the Earth albedo currents, Figure 9.13 revéwlsresidual discrepancies still
exist between the measured and estimated currents. Thigitoda number of factors.
Some physical elements are disregarded in the model, suchriasion in the atmo-
spheric pressure over the reflecting surface. The variatipressure affects how much
of the irradiance is absorbed, and how the light is diffugdd surface is assumed Lam-
bertian, however, specular effects occur over some swgfidee ice and water, which
distributes the reflected irradiance more in certain dioast and not uniformly, as it
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Figure 9.12 Plot of the telemetry data of all Sun sensors in data packageber 5200
together with the simulated current using the albedo model daily re-
flectivity data.



82 Validation of the Earth Albedo Model

0.8

—— Measurement
Simulation

07k 1
06} ‘ 1

05 | \ | l

| ‘A‘ ‘\‘ V M
N M
AR

Current [mA]

01 L L I L
0 X

Time [s] x 10

Figure 9.13 Plot of the telemetry data of Sun sensor SS3 in data packageens200
together with the simulated current using the albedo model daily re-
flectivity data.

is the case with Lambertian equivalent reflective surfadés daily TOMS reflectivity
data is incomplete (see Figure 2.2), which means that alyraxaraged values are sub-
stituted into the source data, where daily data is unavailathis will give errors over
areas where the cloud coverage deviates from the norm. itiaddhe reflectivity data
is recorded at a specific time of the day, which is likely tdetifrom the time the @rsted
satellite appeared over the same area. Since the cloudagm/er not constant over a
day, this will also lead incorrect Earth albedo calculasioifrinally, the Moon albedo
also contributes to the total irradiance on the Sun sensors.

The significance of using the Earth albedo model in the Susmsarutput equation is
shown in Figure 9.14 and Table 9.2. Figure 9.14 shows thesbetween the estimated
currents and the @rsted telemetry, with and without albedopensation. There is no
improvent in Sun sensors SS1 and SS2 since they are cogdtaitlg away from the
Earth, hence no albedo reaches these sensors. The imprmismgparent on the Earth
facing Sun sensors, SS3 and SS6, where the Root-Mean-S&MS) error is reduced
from approximatelyd.18mA to 0.06mA. The Earth albedo is often assumed to reach
the satellite only from the direction to Earth. This wouldu# in no estimated albedo
currents on Sun sensors SS4, SS5, SS7, and SS8. The Eadb albdel enables the
estimation of the currents generated on these Sun sensa@seault of the Earth albedo
contributions from all grid points. The RMS errors are regtlisignificantly, e.g. from
0.041mA to 0.020mA on Sun sensor SS5. The RMS error is reduced foorhmA to
0.074mA average., which is an improvement3§%.
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Figure 9.14 Error of the estimated currents on the Sun sensors, with atiebut Earth
albedo compensation.
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Sun Sensor RMS Error [MA] | RMS Error [mA]
wo. Albedo Comp. | w. Albedo Comp.
SS1 0.193 0.193
SS2 0.062 0.062
SS3 0.175 0.060
SS4 0.063 0.058
SS5 0.041 0.020
SS6 0.184 0.053
SS7 0.121 0.105
SS8 0.043 0.039

Table 9.2 RMS errors of the Sun sensor current estimation, with andowit using the
Earth albedo model.

It is concluded from the results above, that the Earth allveddel is able to predict
the Earth albedo with an accuracy that has not been precadéd literature. In the
following section the Earth albedo model is applied to itigede the properties of the
Earth albedo.



o 1.0

Earth Albedo Model Results

In this chapter the results of the Earth albedo model areepted. First an example of
the model output is presented and a total coverage calenlatidone. Secondly model
outputs for multiple calculations are presented to showeddpncy on longitude and
altitude. The Earth albedo of an @rsted orbit is presentadallly the possibility to
reduce the resolution of the Earth albedo model is preseifitad allows for decreasing
the computation time of the algorithm.

The results in this chapter are based on the annual mean ofST@Nectivity data
from 2001, except for the @rsted simulation which uses dagflectivity data. The
annual mean reflectivity data of 2001 is shown in Figure 2 IBvéctors in this chapter
are given in the Earth Centered Earth Fixed (ECEF) frame.

10.1 Earth Albedo

Figure 10.1 shows the conditions for the Earth albedo calimrs. The plot (a) shows
the satellite’s FOV. The coordinates of the satellite are

—7/2
T'sat = 7T/3 y (10.1)
7171km

which is equivalent t§0 deg West and0 deg North at an altitude &00km. The Sun’s
coordinates are

Orad
reun= |1.17rad| , (10.2)
1A.U.
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Figure 10.1: Parameters to the albedo calculation. a) shows the sateHDV, V ¢y,
b) shows the Sun’'s FOW/ s, and c) shows the intersection of the two,
VsatN Vsun Itis seen that the satellite is over North America at dawn.
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which is at the Greenwich Meridian ar®@d deg North, shown in plot (b). Plot (c) in

Figure 10.1 shows the intersection of (a) and (b), whichéssitnlit part of the satellite

FOV. This means that the satellite is at an altitud8@fkm over the state of Louisiana
at dawn in mid-summer. The albedo algorithm returns an axfagme resolution as the
Earth Probe reflectivity data. Each element in the arraygssmts the albedo contribu-
tion from a single cell. The result is shown in Figure 10.2.
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Figure 10.2 Result of albedo calculation given the conditions in Figli@el.

The total albedo at the satellite, is calculated by summingil elements in the
array. This indicates an albedof.5W/m?. This is equivalent t6.4% of the incident
solar irradiance. For comparison, the same albedo has lémnated for an altitude of
500km, which yields a total albedo &2.5W/m? or 6.0%. The albedo is expected to
be low, since the FOV of the satellite is partially on the nigide of Earth, and over an
area of generally low reflectivity.

Given specific time, the position of the Sun is constant, Aedadtal albedo at every
satellite position at a single altitude, may be calculafiétk position of the Sun is

0
rsun= |1.17rad| , (10.3)
1A.U.

which gives the Earth visibility shown in Figure 10.3. Theuk of the Earth albedo
model, given a satellite altitude 800km, is shown in Figure 10.4. The data suggests
that the albedo near the North Poleis%, and decreases moving away from the pole,
and of course moving towards the shadow side of the Earth.
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Figure 10.3 Solar FOV of total albedo calculation at all satellite pasits.
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Figure 10.4 Total albedo at all satellite positions at an altitude8f0km, given a solar
FQOV shown in Figure 10.3.
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It is often assumed that the maximum albedo is observed begudles, due to the
constant ice coverage. This has been investigated usirigttie albedo model. Due of
the high angle to the Sun, the albed®#8% directly over the South Pole ardé.7%
over the North Pole, during local summer. From Figure 1hé,maximum albedo of
approximately9% is observed over Greenland during local summer at noon.ig Hise
to Greenland's large ice coverage, which has a low anglet&tim during summertime,
compared to the polar regions. The Earth albedo at locakwiter Greenland at noon
is 36.7%.

10.2 Longitude Dependency

Itis known that the reflectivity data is strongly dependentie latitude. It is sometimes
assumed that the longitude dependency can be disregardieds Thvestigated below.

The albedos of two sub-solar satellite positions have batmlated. The positions
are equal in latitude and separateddydeg longitude. The input parameters of the first
albedo calculation are

—7/2 —7/2
rsat= | 1.17rad rsun= |[1.17rad| , (10.4)
6871km 1A.U.

which are equivalent t60 deg West an@3 deg North. The satellite is at an altitude of
500km, with the Sun directly above. The Earth albedo is in this adeulated to be
356W/m? or 26.1%. The input parameters of the second albedo calculation are

Orad Orad
rsaa= | 1.17rad rsun= |1.17rad| , (10.5)
6871km 1A.U.

which are the same as above except at the Greenwich Meriddaf() deg East of the
satellite and Sun positions of the first calculation. Thedtbin this case i887W,/m? or
13.7%, which is almost half the albedo @@ deg W. This shows a significant dependency
on longitude in the Earth albedo.

10.3 Altitude Dependency

The Earth albedo is expected to decrease with satellita@dti In order to show this, the
albedo is calculated with constant Sun and satellite dowst and varying the altitude
of the satellite betwee200km and2000km. The Sun position is constant at

0
rsun= |1.17rad (10.6)
1A.U.
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and the satellite position is sub-solar. The result of 5@@tbcalculations at altitudes
betweer200km and2000km is shown in Figure 10.5. The calculations indicate that th
albedo decreases frons.3% at 200km to 10.5% at 2000km.
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Figure 10.5 Total Earth albedo at constant sub-solar satellite positét altitudes from
200km t02000km at Greenwich Meridian an2l3 deg North.

10.4 @rsted Orbit

The Earth albedo model has been applied to the @rsted sasdifiulation. The Jrsted
satellite is in a LEO orbit with an altitude of approximat80km at apogee anéb0km

at perigee. The inclination of the orbit$.1 deg. Figure 10.7 shows the @rsted orbit,
where the position of the satellite is shown at each telgnsstmple point.

The Earth albedo model uses daily reflectivity data basedhenime of the simu-
lation, which is May 21, 2001. Since daily reflectivity dasaimcomplete, see Chapter
2, the mean reflectivity data of 2001 is used when daily data&vailable. Figure 10.6
shows the input reflectivity data to the Earth albedo modkEne the mean data is used
to complete the data set.

The total Earth albedo at the satellite, calculated fromEheth albedo model is
shown in Figure 10.8. The albedo is at maximum when the Sum Zeaith. The
maximum albedo i$49W/m? or 47.5%. The mean albedo i0.1% during an entire
orbit, or15.3% when periods of eclipse are omitted.
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Figure 10.6 Reflectivity data used for the @rsted albedo simulation.
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Figure 10.7: @rsted orbit telemetry sample points. The rotation of thetlits indicated
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Figure 10.8 Simulated Earth albedo during @rsted orbit.

10.5 Resolution of the Earth Albedo Model

Due to the computational load of the Earth albedo model, giopo reduce the reso-
lution of the input data is implemented. As a consequeneeptiiput data resolution is
reduced, as it is equal to the resolution of the input data.réduction of the resolution
is done by setting a reduction factor. The resolutions alatiude and longitude are
divided by this factor. A reduction factor of one, resultsimreduction, and the resolu-
tion of the TOMS reflectivity data is the default resolutior, 180 x 288 data points in
latitude and longitude, respectively. This is an angulaowtion ofl degx 1.25 deg. A
reduction factor of two will result in a resolution 66 x 144 and an angular resolution
of 2 degx 2.5 deg. Any real number larger than one may be used as the reddatitor.

The TOMS reflectivity input data to the Earth albedo modegduced in resolution
by applying a low pass Finite Impulse Response (FIR) filtet lmear interpolation.
Table 10.1 shows the result of a number of reduction factangn calculating 379 orbit
points on a 2.8 GHz Pentium 4 processor.

Figure 10.9 shows that the simulation time drops dramédieghen setting the re-
duction factor to a integer greater than one. A reductiotofaaf two, makes the simu-
lation four times faster. This is expected, since a redadagtor of two, results in four
times fewer grid points.

Figure 10.10 shows the RMS error of the simulated Sun serS88rcBrrent. The
figure shows that the error increases noticeably when usisglaction factor of five
comparedto a factor of four. There is noticable increaseérRMS error when changing
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Reduction Data Simulation | SS3 RMS
Factor Points Time [s] Error [mA]
1 180 x 288 2454 0.0609
2 90 x 144 597 0.0622
3 60 x 96 271 0.0600
4 45 x 72 160 0.0609
5 36 x 57 103 0.0662
6 30 x 48 75 0.0658
7 25 x 41 54 0.0660
8 22 x 36 43 0.0680
12 15 x 24 23 0.1029
16 11 x 18 16 0.1257

Table 10.1 Impact of the reduction factor on the simulation time andrent simulation

accuracy.
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Figure 10.9 Simulation time of the Earth albedo model as a function ofrétiction

factor for 379 samples.
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from a reduction factor of seven to eight. Table 10.1 addélty shows the error and
simulation times for a reduction factor of 12 and 16.

x10°

RMS Error [A]

Reduction Factor

Figure 10.10 RMS error of the Sun sensor SS3 current as a function of thectieoh
factor.

Based on the impact of the reduction factor, it is recommerthlat a reduction fac-
tor of four is used. This value reduces the computation tirtle avfactor of 15 without
adding significant errors to the simulated Sun sensor curfemillustrate the reduced
resolution of the Earth albedo model Figure 10.11 shows teammeflectivity data of
2001, reduced by a factor four. This data should be comparéiiet mean TOMS re-
flectivity data of 2001 shown in Figure 2.3. The data also sstgthat reduction factors
higher than four, can be used with moderate errors in théhEgdioedo model accuracy.
This would make the Earth albedo model applicable for on-dbomplementation.
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Figure 10.11 Plot of TOMS mean reflectivity data recorded from JanuaryRdéocember
31, 2001. The reflectivity data has been reduced by a factmufalong
both latitude and longitude.
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Simulated Attitude Determination
Results

This chapter presents the simulation results of the diffestitude determination algo-
rithms included in this thesis. A simulation of the drstetele is the basis of the
simulations. The results of the Q-Method, EKF, and UKF it determination algo-
rithms are presented. The algorithms are simulated usm&tandard, Max Currents,
and SSE algorithms, and the results are compared. Additjotree UKF algorithm has
been utilized without use of magnetometer data, in ordeindavthe results of applying
the Earth albedo model, in order to obtain three-axis altitdetermination using Sun
sensor measurements alone.

Initially the simulation conditions are presented, sinkese are common for all
simulation in this Chapter.

11.1 Simulation Conditions

The simulation time matches those of telemetry data package, which is also used
in Chapter 9 for the validation of the Earth albedo model. $ineulation time is thus
3:52 PM to 10:10 PM on May 21, 2001, which is a total simulatiare of 6 hours and
18 minutes. This is equivalent to approximately three srbithe sample time i§0s,
which is equivalent 379 samples.

The simulated attitude and angular velocity of the sagedlie calculated solving the
non-linear differential equations of the attitude dynasranid kinematics, presented in
Chapter 8. The initial conditions of the are shown in Tablel1The satellite is initially
aligned with the ECI frame with a angular velocity around thaxis of0.001rad/s.
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State Initial Value

-
qsat(ﬁO) [0 0 0 1}]
wsat(to) | [0 0 0.001] rad/s

Table 11.1 Initial conditions of the simulated satellite state.

In order to simulate the environment disturbances, notedhapter 8, an external
torque is added as a white noise process, which has a stadeldetion of 10~°Nm.
The magnitude of the disturbance torque is found by invastig the control signal of
the Drsted satellite. The controller calculates a magneviment, which is generated by
the magnetorquers on the satellite. The controller caleslénis actuation signal based
on the external disturbances, hence the control torqueate the magnitude of the
external torques. It should be noted that the external iahces are not modeled in
the simulation, hence the satellite is not Earth pointimgees there is no gravitational
gradient torque. This is because the Max Current algorithpaiticularly effective in
this case, and thus does not produce general comparablesreghis is discussed in
Chapter 12.

Given the initial condition of the satellite and the extditnaques, the simulated true
sates of the satellitey,, (1) andwsa(t), evolves as shown in figures 11.1 and 11.2.

08 — %2

0.6

0.4 bt

0.2

<021 B

-0.41 B

-06F b

-0.81F B

1 I L ! I
0 05 1 15 2 25
Time [s] x10*

Figure 11.1 Simulated attitudeg,, (¢), of the @rsted satellite.

In the simulation, the satellite position is model by an S@Rzpagator. The Earth
magnetic field is modeled by a 10th order IGRF model readigylable for SMULINK .
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 [rad/s]

Time [s] x10*

Figure 11.2 Simulated angular velocitwsa: (t), of the @rsted satellite.

Sun position, ECEF rotation, and eclipses are calculatedjule Spacecraft Control
Toolbox from Princeton Satellite Systems, [Princeton BeteSystems, 2005]. In order
to simulate the model discrepancies and sensor noise, whige is added to the mea-
surements, i.e. Sun sensor currents and the Earth mageétiedictor. The noise on the
magnetic field vector has a standard deviatior%fOnT, which results in an angular
error on the magnetic field vector of approximatél deg. This error is consistent
with [Bak, 1999]. The noise on the Sun sensor currents hasgmitoge of53uamps,
which is the observed standard deviation of the error in thetgd Sun sensor telemetry
after calibration of the data. The calibration of the @rdddmetry data is described in
Chapter 9.

Figure 11.3 shows the angular error of the simulated reterand measured Earth
magnetic field vectors. The data validates that the stardiasidtion of the angular error
is 0.5 deg.

Figure 11.4 shows the error in the simulated Sun sensorrmasmwath measurement
noise. The Sun sensor naming SS1 to SS8 represents the @astdide Sun sensor
configuration illustrated in Figure 9.2. Note that SS1 and@ &® omitted since SS1 and
SS6 are mounted in the similar directions.

The following section investigates the errors in the Surseewector pairs using the
Standard, Max Currents, and SSE algorithms.
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Figure 11.3 Simulated angular error of the simulated reference and mesk Earth
magnetic field vectors.

11.2 Sun Sensor Vector Observations

The Sun sensor vector pairs are formed using the algoritressrithed in Chapter 4.
The Earth albedo model used in the simulation of the truedalheses reflectivity data
of the simulation date, i.e. May 21, 2001. The Earth albeddehatilized in the SSE
algorithm is based on the mean reflectivity data of 2001 desdin Chapter 2, in order
to include model discrepancies in the Earth albedo estimati

Figure 11.5 shows the angular errors of the Sun LOS vectes,pging the Standard
and Max currents algorithms, and the SSE vector pair. Perdeclipse are omitted
from the plot, as the Sun sensor output is invalid when natrilhated. The results
of the Sun sensor vector algorithms is shown in Table 11.2 rékults show that the
SSE vector pair is significantly more accurate than Max Gusralgorithm. This indi-
cates that the Earth albedo model derived in Chapter 2 catillzed to improve errors
induced by the Earth albedo.

Algorithm RMS Error [deg]
Standard 8.86
Max Currents 5.28
SSE 3.71

Table 11.2 Simulated accuracy of the Sun sensor vector pairs usingtdred&rd, Max
Currents, and SSE algorithms.
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Figure 11.4 Simulated Sun sensor currents with measurement noise.
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Figure 11.5 Angular error of the simulated reference and measured Soaaevector
pairs. Periods of eclipse are omitted.

11.3 Q-Method Algorithm

This section presents the results of the Q-Method algorithhe Q-Method algorithm

vector pairs are based on the Earth magnetic field and the€hsosvectors described
in Chapter 4. The weights of the vector pairs are scaled dawpto the variance of the
angular separation of the vectors from reference and mem&nts, respectively.

Figure 11.6 shows the attitude error quaternion of the Qhigiétalgorithm using
the Max Currents algorithm for Sun LOS vector estimation #r@SSE algorithm for
estimating the SSE irradiance vector. The error is largendyreriods of eclipse, which
is expected.

Figure 11.7 shows the angular error of the algorithms, whermds of eclipse have
been omitted. The RMS error§s9 deg for the Max Currents algorithm aBd deg for
the SSE algorithm. The Standard algorithm has an angular 8&%86.6 deg. Both the
Max Currents and SSE algorithms reduce the RMS error, bus8te algorithm proves
to be superior to the Max Currents algorithm. The simulatesults are shown in Table
11.3. The results of the algorithms are consistent with gréopmance of the Sun sensor
vector observations presented in Table 11.2.
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Figure 11.6 Attitude error quaternions of the Q-Method algorithm usthg Max Cur-
rents algorithm for Sun LOS vector estimation and the Ealttedo model
for the SSE vector pair.
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Figure 11.7 Angular error of the Q-Method algorithm using the Max Cuntemlgo-
rithm for Sun LOS vector estimation and the Earth albedo rmtethe
SSE vector pair.

Algorithm RMS Error [deg]
Standard 6.57
Max Currents 5.91
SSE 3.82

Table 11.3 Simulation performance of the Q-Method attitude detertidmealgorithm.
The algorithm uses Sun sensor vector pairs formed by thedStdnMax
Currents, and SSE algorithms.

11.4 Extended Kalman Filter

The EKF algorithm uses the model of the satellite motion,chtdllows estimation of
not only the satellite attitude, but also the satellite daguelocity. The model of the
satellite states in the filter requires an estimate of thigalnstate. A single run of the
Q-Method algorithm produces an output which can be useditialine the EKF. The
initial attitude error of the EKF is set 2.5 deg around thg axis. The angular velocity
is initialized to zero around all axes. Table 11.4 showsttiteal parameters of the EKF.

An initial value of the the estimation error covariané®s:(to), is also needed. The
value of Pegt(to) reflect the initial values of the states.

The covariance matrix of the measurement noRé¢), is calculated based on the
Sun sensor vector errors. The covariance of the measureroesetis calculated sepa-
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State Initial Value
dsa(to) | [0 020 0 0.98]"
wsat(to) [0 0 O}Trad/s

Table 11.4 Initial conditions of the EKF.

rately in and out of eclipse, and also for total measureme®itsce the error between
the Sun sensor vector pairs is strongly biased, the meanarreach axis is added to
the diagonal elements of the Sun sensor vector variances.iridieases the variance
significantly, and is bound to decrease the effect of Ealibdd compensation.

The process noise covariance matigX(t¢), describes the errors in the kinematic
and dynamic differential equations of the satellite. Theac@mnce of the dynamics is
set to the external disturbance standard deviation. Thehmoise of the kinematics are
added, to compensate for numerical errors in the 5th ordeg&utta algorithm, used
to solve the non-linear differential equation. The erroexpected to be insignificant,
and the covariance is set t0~'4. The value is required by the EKF to be non-zero in
order to prevent singularities in the estimation error c@race matrixPes. The process
noise covariance is assumed to have zeros in the off-didgtaments.

Figure 11.8 shows the EKF quaternion estimation error. figidd.9 shows the result
of the angular velocity estimation error. The figures shoat the filter uses approxi-
mately2500s to converge. The convergence time and filter performarecsianilar, re-
gardless of Sun sensor vector algorithm. Figure 11.8 sheatsitie to the non-whiteness
of the input noise of the Sun sensors, the estimation erimaged.

Figure 11.10 shows the angular error of the EKF algorithmgail three Sun sensor
vector algorithms. Table 11.5 shows the RMS angular erréhefattitude estimation,
and the mean RMS error of the angular velocity estimates.RM8& values are calcu-
lated from time3000s and forward, such that the the estimation error does nhidac
initial errors. It should be noted that the RMS values inelpériods of eclipse, unlike
the results from the Q-Method algorithm. The results arepamed directly, since the
Q-Method algorithm is used out of eclipse only, and the Kalrfiiers are typically
applied during the entire orbit.

The results show that the algorithms perform equally, evéhout Earth albedo
compensation. This is a result of the high covariance of time &nsors due to peri-
ods of eclipse. Using time dependent measurements noisgeuting appropriate Sun
Sensor vector error covariances in and out of eclipse, doesnprove the estimation
results. Itis concluded that although the Sun sensors dmweghe convergence of the
filter significantly, the vector pairs formed using the Sunss#s do not have significant
impact on the accuracy of the estimation.



106 Simulated Attitude Determination Results

0.2 ‘ ‘ ‘ ‘
—— Max Currents
—— SSE

0.1r Est. Std. Deviation ||

9
Qo

0.1+ ]
0.2 . . . .
0.5 1 1.5 2 25
Time [s] x 10"
0.2 T T T T
—— Max Currents
— S8SE
01r - Est. Std. Deviation |]

02 . , , ,
05 1 15 2 25
Time [s] x10*
0.2 T T T T
—— Max Currents
—— SSE
01r Est. Std. Deviation []
> 0 [\/\,/\—\_\/W |
0.1+ 7
0.2 : , ‘ :
0.5 1 1.5 2 25
Time [s] x 10"
1.005 T T T
1
/"" V‘
0.995 4
=
099 7
0.985 7
0.98 : ! ' ;
0 05 1 15 2 25
Time [s] x10*

Figure 11.8 Attitude estimation error quaternions of the EKF algoritlusing the Max
Currents algorithm for Sun LOS vector estimation and thetiEatbedo
model for the SSE vector pair.
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Figure 11.9 Angular velocity estimation error of the EKF algorithm ugithe Max Cur-
rents algorithm for Sun LOS vector estimation and the Ealtiedo model
for the SSE vector pair.

Gsat (t) Angular

G—’sat (tk) Mean

Algorithm RMS Error [deg] | RMS Error [rad /s]
Standard 3.43 1.00-107°
Max Currents 3.34 1.07-107°
SSE 3.47 1.09-107°

Table 11.5 Simulation performance of the EKF attitude determinatitgoathm. The
algorithm uses Sun sensor vector pairs formed by the Standiéax Cur-
rents, and SSE algorithms.
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Figure 11.1Q Angular estimation error of the EKF algorithm using the Maur&nts
algorithm for Sun LOS vector estimation and the Earth albewxbalel for
the SSE vector pair.

11.5 Unscented Kalman Filter

The UKF is simulated using the same parameters and measutrémets as the EKF
described in the previous Section. This allows for a direchparison of the two al-
gorithms. The angular estimation error is shown in Figurd11The RMS errors are
presented in Table 11.6.

The results show that the overall performance of the UKFasiidal to the EKF. The
UKF, however, requires more computation time, which is agpnately 18 times higher
for the Standard and Max Currents algorithms. Even thouglE#F algorithm requires
the calculation of the Jacobians of the process and measutanodels at each time
step, the EKF requires non-linear propagation and measmesimulation of 41 sigma
points. Since the output equation requires the utilizatbsGP4 and IGRF models,
the approximation of the noise distributions by sigma it computationally heavy.
Using the Earth albedo model adds significantly to the coatprt times. The UKF is
37 times slower than the EKF algorithm when the SSE algorithnsed.

The advantage of the UKF is not fully utilized in the simuteits shown in Figure
11.11. Since the UKF filter approximates the noise distidng of the process and
measurement models, the need to construct a vector pairtfrerBun sensor currents
is not required. The non-linear measurement equation itbestim Chapter 3 may be
implemented directly into the filter. This means that thefikstimates the Sun sensor
currents directly, as opposed to estimating a LOS vectoe UKF with Non-Linear
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Figure 11.12 Angular estimation error of the UKF algorithm using the Stard and
Max Currents algorithm for Sun LOS vector estimation and Hagth
albedo model for the SSE vector pair.

. Gsat (tr) Angular Wsat (t) Mean
Algorithm RMS Error [deg] | RMS Error [rad /s]
Standard 3.41 1.00-107°
Max Currents 3.32 1.11-107°
SSE 3.45 1.15-107°

Table 11.8 Simulation performance of the UKF attitude determinatidgoaithm. The
algorithm uses Sun sensor vector pairs formed by the Standiéax Cur-
rents, and SSE algorithms.

(NL) output equation is simply denoted NL. The result of thie &lgorithm is shown

in Figure 11.12. The result is compared to the performandkefJKF using the Max
Currents algorithm. The angular RMS erroBig deg, as seen in Table 11.7. The results
are similar to those of the UKF with Sun sensor vector obs&ms as measurement
input.

The measurement error covariance matrix in the NL algorithtime variant. The
variance of the measurement error is calculated from thalaiion input. Two covari-
ance matrices are calculated from data in and out of eclipspectively. The covariance
of the measurement errors in eclipse renders the Sun seessunements useless, as it
should, since the output of the Sun sensors during eclipsedsfined.

EKF using magnetometer vector observations have been apmetlpreviously,
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Figure 11.12 Angular estimation error of the UKF using the NL algorithntlwinagne-
tometer measurements and Sun sensor currents.

[Bak, 1999]. The linearized output equation is not obselediowever, due to the vari-
ation of the Earth magnetic field, the algorithm will stillmarge given enough time.
The @rsted attitude determination algorithm convergasfiritial errors30 deg within
half an orbitat.1Hz, i.e. 500 samples. The Sun LOS vector varies a mgagen3 deg
for a satellite in800km LEO. Hence the Sun LOS vector varies with the Earth’s orbit
around the Sun. For this reason, three-axis attitude detation based solely on Sun
sensors has not previously been implemented. Howeverpdbe ticcurate modeling of
the Earth albedo current on the Sun sensors, the systemds/abe using Sun sensors
only.

The NL algorithm has been simulated without magnetometeasomements, and
the result is shown in figures 11.13 and 11.14. It is seen ftanfigures, that the filter
is able to converge within a couple of samples. Since only &nsors are utilized,
the filter has no measurements at all during eclipse, herecéltér diverges in these
periods. The simulation includes four periods of eclipskiclv can be identified in the
plot of the simulated Sun sensor currents in Figure 11.4.deen from the figures, that
the estimated standard deviation of the estimation errioicizrrect. However, the filter
performs surprisingly well in the simulation, when considg that no measurements
are available during eclipses. In real-life implementagishe NL algorithm without
magnetometer measurement cannot be expected to work dadiipge, since it would
require accurate modeling of all disturbances. Howevex fillter is well suited for
CubeSats in periods out of eclipse, when magnetometer mezasuts are unavailable.

The angular error of the estimation is shown in Figure 11Tke performance is
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Figure 11.13 Attitude estimation error quaternion of the NL algorithntlvgut magne-
tometer measurements.
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Figure 11.14 Angular velocity estimation error of the NL algorithm witltomagne-
tometer measurements.
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compared to the results of the UKF using the Max Currentsrélgu. It is seen that the
accuracy of the attitude estimation is decreased, alththugfilter converges fastest of
all the algorithms. The RMS errors of the UKF using the NL aiton with and without
magnetometer is shown in Table 11.7. The NL algorithm is &bkstimate the attitude
in three-axis with an RMS error @f.8 deg, which is a decrease in performance when
compared to the previous algorithms. The performance dseris expected, since the
filter relies on propagation of the estimated state of thell§atduring eclipse.

—— Max Currents
NL

25

20

Angular Error [deg]

Time [s]

Figure 11.15 Angular estimation error of the UKF using the NL algorithmtiwiSun
sensor currents only.

. Qsa (tx) Angular Wsat (tx) Mean
Algorithm RMS Error [deg] | RMS Error [rad /s]
NL w. magnetometer 3.37 1.53-107°
NL wo. magnetometer 6.78 8.46-107°

Table 11.7 Simulation performance of the UKF using the NL algorithm.e TWKF is
implemented with and without magnetometer measurements.

11.6 Discussion

Simulations of the different attitude determination altfons has been performed. The
results are based on accurate noise models in the Kalmas,flience the presented per-



114 Simulated Attitude Determination Results

formance of the filters are only valid for ideal situation.€eTrerformance will decrease,
as uncertainties in the noise models increase.

The simulation results show that compared to the Standgaditim, the Q-Method
algorithm is improved by).7 deg RMS, when using the Max Currents algorithm, and by
2.8 deg RMS when the SSE algorithm s utilized. This shows treB#rth albedo model
may be utilized to improve the performance of single-poigbethms significantly.

The results of the EKF and UKF are similar, and result in anrowpd performance
in attitude estimation od.5 deg RMS at best, compared to the Q-Method with SSE vec-
tors. Considering the complexity of the algorithth§ deg RMS is a small performance
improvement, when compared to the Q-Method using the SSiitdgn. Although the
performance in attitude estimation is small, the EKF and Wisimate the angular ve-
locity of the satellite, in addition to the attitude quatem In addition the attitude esti-
mate is maintained during periods of eclipse. It must alsodied that the performance
of the multi-point algorithms is due to the lack of gyros ireteensor configuration.
The EKF and UKF utilize dynamical models of the system to iowerestimation per-
formance, and are capable of merging gyro measurementsattitihkde measurements
effectively, ideally optimal. Without direct measurenmgnf the dynamical behavior of
the system, the resulting increase in accuracy is limitedtelad, the dynamical model
allows for estimation of the angular velocity in the abseofcgyros.

Based on the simulation results in this chapter, it can beloded that the Earth
albedo model improve the attitude estimation performariteeoQ-Method results to a
level close to those of the multi-point algorithms. Due te simplicity of the Q-Method
algorithm, and thus computational requirements, it is gnrefd to the EKF and UKF.
In case estimates of the angular velocity is sought, it ickated that the Sun sensor
measurements improve convergence only, and that Eartd@li@mpensation has no
influence on the general performance of the filter. Finallis ishown that including
the non-linear Sun sensor output equation in the UKF malesythtem observable in
the presence of albedo, and thus allows for three-axisidétitletermination from Sun
sensors alone. Although the accuracy is decreased, thatatganay be considered
as backup in the case of magnetometer failure, or utilizecbimunction with gyros.
The result of three-axis attitude and angular velocityneation from Sun sensors only,
definitely puts new perspective in the field of satellite gation.
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Application of the Earth Albedo
Model on @rsted Data

This chapter presents the results of applying the Earttdalb@del on @rsted telemetry
data. The results of the SSE algorithm is compared to thed&tdrand Max Currents
algorithm, and the vector pairs are utilized in the Q-Methtgbrithm. The telemetry
data package and calibration procedures follow the degmmin Chapter 9.

12.1 Errors in Orsted Vector Observations

This section describes the errors on the vector obsengafiom the Jrsted satellite

telemetry data, compared to the reference models. Thenauservations are the input
to the estimation algorithms, and therefore the precisfahase measurements directly
influence the performance of the algorithms.

In order to compare the @rsted vector observations with éference models, the
star tracker telemetry is used to obtain the reference r®atothe SCB frame. The
magnetic field measurement is compared with the 10th ordBFI@&odel. The Sun
sensor currents are processed in order to obtain the Sun hSSE irradiance vectors,
using the algorithms described in Chapter 4, which are coetpwith the reference
vectors from the ephemeris models.

12.1.1 Magnetic Vector Observation

The attitude determination algorithms have the possjbititweigh the measurements
between each other. For this reason the error of the measntsmelative to the refer-
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ence models are investigated. Figure 12.1 show the RMSsarrtite components of the
magnetic field measurements and IGRF reference model. Hness are expressions
of the total error in sensors and IGRF model inaccuracies. vEttor pair is compared
after normalization of the vectors, since it is the normedizectors which are input into
the Q-Method algorithm.
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Figure 12.1: Magnetic LOS vector error between the IGRF reference modd|aali-
brated on-board measurements.

From the data in Figure 12.1 the angular error between theuned Earth magnetic
field vector and the IGRF reference vector is calculateduféid.2.2 shows the angular
separation between the two vectors. The RMS angular errob$sdeg. This error is
three times higher than in the simulations in Chapter 11. rélagon for this increased
error is caused by poor performance of the IGRF model, wiidiased on parameters
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from 1995. Itis expected that the increased error in thetEaggnetic field vector pair,

will impact the performance of the attitude estimation.
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Figure 12.2 Angular separation between magnetic LOS vector error fr@RFF refer-
ence model and calibrated on-board measurements.

12.1.2 Sun Vector Observation

Albedo is handled in two different ways, as described in Géap. When the albedo
model is applied, the vector pair used is the SSE irradiaecéov. Without the Earth
albedo model, a Sun vector LOS vector is formed by using thedzgtrd and Max Current
algorithms. Figure 12.3 shows the error of the three vecainspwhen comparing the
measurements with the ephemeris reference model. Perietdigse and star imager
fallouts have been removed from the plots.

Figure 12.4 shows the angular separation between the ve&its; and Table 12.1
shows the resulting RMS errors. The RMS angular separasomguMax Currents Sun
LOS vector is8.1 deg, whereas the RMS separation between the SSE vectogsisg.
The RMS angular separation of the Standard algorithm veatinis11 deg.

It is clear from Figure 12.4 that albedo compensation impsaothe vector obser-
vation. However, the improvement in RMS error when using $&E algorithms as
opposed to the Max Currents algorithm, is not as apparent teeisimulations. The
error in the estimation of the Sun LOS vector using the Maxr€uralgorithm is sig-
nificant when the satellite crosses the terminator. The S&fov pair has errors due
to Earth albedo modeling inaccuracies. Additional erroesiatroduced, since it is as-
sumed in this algorithm, that the Earth albedo can be de=tab an energy flux from a
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Figure 12.3 LOS vector errors between the ephemeris reference modetaiiated
on-board measurements. The Sun sensor currents are poegsed to
form two different vector pairs: 1) a Sun LOS vector using e Cur-
rents algorithm 2) the summarized Sun and Earth irradianegter using
the SSE algorithm. Periods of eclipse and star imager fadldwave been
removed from the plots.
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Figure 12.4 Angular separation between the Sun sensor LOS vector pairgared
with the Sun LOS vector observation without albedo comp&EmsaThe
top plot shows the Max Currents algorithm and the bottom ghmws the
SSE algorithm.

Algorithm RMS Error [deg]
Standard 11.2
Max Currents 8.13
SSE 6.93

Table 12.1 Statistics of the Sun sensor vector pairs, using the Maxedisralgorithm
and the SSE algorithm. The LOS vectors are formed using ardhmal-
ibrated measurements and are compared to the ephemeriemete LOS
vectors.
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single direction.

Figure 12.5 Direction of incident irradiances during a pass over the l&part of Earth.

The improved performance of the Max Current algorithm isestigated. Figure
12.5 shows the @rsted satellite in its path over the suniit glaEarth, where the Sun
sensors are illuminated by the Sun and Earth albedo. Thentayaof the Max Current
algorithm is when the Sun and Earth albedo energy fluxes itbactatellite from oppo-
site sides. In this case the Sun sensor pairs facing opphisiteions will have one Sun
sensor with solar induced current, and another with Eattédd induced current. Since
the Sun sensor with maximum current is used to form the Sun &%, the albedo
is effectively filtered completely. When the satellite istgointing this becomes even
more effective, since the majority of the Earth albedo camtty reaches only the Earth
pointing sensors. Once the the incidence of the solar aradi causes the current from
the zenith pointing Sun sensors to exceed the Earth poistimgsensors, most of the
Earth albedo is filtered from the sensors.

The general performance of the SSE algorithm is expectec toonsistent with
the simulation results i.e. approximatelyl deg RMS better than the Max Current
algorithm. For Earth pointing satellites the improvemesripected to bée.2 deg RMS,
which was the result of the @rsted case.

It can be concluded that although the @rsted satellite @l ifbe verifying the Earth
albedo model, because Sun sensors SS3 and SS6 are corfsteintythe Earth, the
improvement in vector observation and consequently dgitetermination, is less ap-
parent when applying the Earth albedo model, for the sansorea
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12.2 Q-Method Algorithm

The simulation results in Chapter 11 recommends applyirgQhMethod algorithm
with the SSE algorithm. In this section the results of the @t\dd algorithm are pre-
sented. The Sun sensor vector algorithms are applied infigrawvector pair to be used
in conjunction with the magnetometer data. The vector paiesweighted according
to the RMS errors found in the previous section. The errotequ#on of the attitude
estimation error is shown in Figure 12.6. The resulting deugerror of the estimated
attitude are shown in Figure 12.7 and Table 12.6.

Algorithm RMS Error [deg]
Standard 5.60
Max Currents 4.70
SSE 4.90

Table 12.2 Performance of the Q-Method algorithm applied to @rsteernwdtry data.
The algorithm uses Sun sensor vector pairs formed by thedStdnMax
Currents, and SSE algorithms.

The result show that the algorithm accuracy is decreasegaad to the simulation
results. This is due to the non-whiteness of the measurenoése. The actual noise of
the vector pairs, due to reference model errors, is expaotbd biased, which creates
unpredictable performance of the results. A surprisingltés the performance of the
Q-Method algorithm with the Max Currents vector pair, whighes a better result than
the SSE vector pair with the current data set. The angular efrthe SSE vector pair
was found to be superior to the Max Current vector pair in tfevipus section, hence
the Q-Method algorithm is expected to have better perforaarsing the SSE vector
pair. This is a result of the bias in the vector pair erronsgsithe direction of the errors
in the input vector pairs, has impact on the estimation perémce.

It is concluded based on the results of the @rsted attitudmaison, that the Max
Currents algorithm, due to its simplicity, is recommendedEarth pointing satellites.
This is due to the results of the estimation and the argunr@septed in the previous
section. In general, the Q-Method algorithm using the SSovgoair produces estima-
tion results, which are at worst, similar to the Max Curraitorithm, and is shown to
be superior for inertial stabilized satellites in Chaptér 1
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Figure 12.6 Quaternion error of the Q-Method algorithm applied to Jibtelemetry
data, using the Max Currents algorithm for Sun LOS vectdmesion and
the Earth albedo model for the SSE vector pair.
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Figure 12.7. Angular error of the Q-Method algorithm applied to @rstetbtaetry data,
using the Max Currents algorithm for Sun LOS vector estiomatind the
Earth albedo model for the SSE vector pair.
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Conclusion

In this thesis the Earth albedo has been analyzed and a maslbélen implemented and
verified. The Earth albedo model has been incorporated @ethttitude determination
algorithms through enhanced Sun sensor modeling, andshig&ave been compared.

An Earth albedo model, based on the TOMS reflectivity dates dexrived. The
resolution of the TOMS reflectivity data defines a partitianof the Earth surface, and
the reflectivity of each cell is given. From the area of thd,chd the angle to the
Sun, the amount of radiant flux reflected from each cell wasutated. From the angle
and distance from the satellite to each cell, the amounttEdd reaching the satellite
was derived. The directional information of the Earth atbedntribution from each
cell was maintained, thus allowing information of diffusarth albedo irradiance to be
incorporated into the Sun sensor modeling.

The Earth albedo model was used to develop enhanced Surr seodeling. The
directional information of the Earth albedo was utilizeddahe Earth albedo and Sun
sensor model were implemented agMAB toolboxes. The Earth albedo and enhanced
Sun sensor models were verified using the @rsted telemettya fom the Sun sensors
was compared to the simulation results, and the error wasegtifrom approximately
0.18mA to 0.055mA RMS on the Earth pointing Sun sensors. This is a significant
improvement of the Sun sensor current simulation, whichsisful for designing and
testing ADCS algorithms for future space missions.

The enhanced Sun sensor model allowed for improved Sun rseecstmr observa-
tions. The improved vector observation algorithm was camg#o existing algorithms,
and the results showed that the incorporation of the Eaoitial model in the Sun sensor
model produced superior results. Compared to the refereaater, the angular sepa-
ration was reduced fror.9 deg t03.82 deg RMS. The error in the vector observation
directly influences the Q-Method single-point algorithndahe EKF since these use
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vector observations as input.

An investigation of attitude determination algorithms vesformed. Three algo-
rithms were presented, the Q-Method, the EKF, and the UKE.Hérth albedo model
was incorporated in the Q-Method and EKF through the impioxextor observations.
The UKEF facilitated the use of the enhanced Sun sensor madeltly. The Kalman
Filter performances were similar with an accuracyaf deg RMS. The simulation re-
sults revealed that the accuracy of the Q-Method with imeddSun vector observation
was reduced to a level which was comparable to the more corialienan filters. The
Q-Method with Earth albedo corrected Sun vector obsematincreased the attitude
determination accuracy from9 deg t03.8 deg RMS. Compared to the performance of
the Kalman Filters, the Q-Method was recommended due taiglisity.

The Kalman Filters, although marginally more accurate bmastimation of not
only the satellite attitude, but also the satellite anguddocity. In addition, the Kalman
filters maintain attitude estimation during periods of gedi. Due to the computation
requirements of the measurement model, the EKF was recodedenver the UKF.
However, the UKF proved capable of estimating the attitutibangular velocity of the
satellite from Sun sensors only, when the enhanced Sunrsmasiels with Earth albedo
modeling, was applied. This proved that the modeling of thgtEalbedo ensures ob-
servability of the system, and enables three-axis attiledermination from Sun sensors
only.

From a CubeSat perspective, the results allow improvetddétidetermination satel-
lites,from simple sensor configuration, since sensors asstar trackers are unavailable
for pico-satellites. Previously, magnetometers have lagxptied for three-axis attitude
determination in the absence of Sun sensor measuremerit, iwlpossible due to the
variation in the Earth magnetic field as the satellite ortiiessEarth. The use of Earth
albedo modeling for Sun sensor three-axis attitude detetioin, allows the ADS de-
signers to apply the algorithm in case of magnetometerrigilor omit magnetometers
from the sensor configuration completely.

The improved Sun sensor vector observation algorithm waseapon the @rsted
telemetry data, and showed the angular error relative tadfexence vector was re-
duced from8.1 deg t06.9 deg RMS. The Q-Method was applied to the Sun sensor
and magnetometer data from the @rsted telemetry data, aneshlt compared to the
output of the star imager used for high accuracy attitudesomeanents on-board the
@rsted satellite. The performance of the algorithms wasudised, and the resulting
accuracy wadg.9 deg RMS. Very simple CubeSat satellites exist, that only figgive
attitude control, and no attitude sensors. However all Salteemust fly solar panels. By
sampling the output of the solar panels, currents and vedtatipe results of this thesis
may be applied to obtain three-axis attitude determinafidiis is implemented in the
AAUSAT-1I satellite ADS design as an on-ground feasibiltydy.

The contributions of the thesis are:

e A high accuracy Earth albedo model of as been derived, whigimtains direc-
tional information of the incident albedo irradiance.
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e Enhanced Sun sensor current modeling incorporating dhresdtEarth albedo ir-
radiance.

e Improved methods for Sun sensor vector observation by appliie Earth albedo
model and enhanced Sun sensor current model.

e Novel methods for incorporating the Earth albedo model iumiper of widely
used attitude determination algorithms, and comparisaheofesults.

e Three-axis attitude determination from Sun sensors onhagplying the Earth
albedo model and enhanced Sun sensor current model dietctithe UKF.

¢ Implementation of Earth albedo model and Sun sensor cumredel in MATLAB,
including SMULINK interface, released as an albedo toolbox.

Overall, the modeling of the Earth albedo was proven to bdieadge in attitude
determination simulation, design, and test. The accurétlyeoEarth albedo model en-
ables improved simulations of the space environment folyaiseand testing of ADCS.
Applied in the Sun sensor modeling, the Earth albedo moteialfor improved vector
observations and consequently improved attitude detetinim

13.1 Future Work

Based on the research in this thesis, a number of open guestise, and are interesting
for future investigations.

The SSE algorithm assumes that the Earth albedo is singletdinal, anti-parallel
to the Nadir. Since the Kalman Filters use statistical imfation of the measurement
model accuracy, effects of the assumption should be ardlgrnd described by a co-
variance matrix. The error effect may be calculated by caiapa to the full Earth
albedo model output.

Further simplification of the Earth albedo model could alsarvestigated, and is
on-going work on the AAUSAT-11 ADCS design, due to limitedroputational resources
on the on-board computer and real-time requirements. Rieduaf code complexity
also have important benefits of reducing memory usage anairagd testing. The Earth
albedo model may be reduced further by parameterizing thin Bbedo by the angle
of the Sun and satellite in the ECEF frame only. This savesutation of Earth albedo
of each cell, and instead calculates the entire FOV in a simgtance. Directional
information of the Earth albedo is lost, at the benefit of mtlicomputation. The errors
in the simplification must be investigated, by comparisotm&full Earth albedo model.

Finally, the Sun sensor current modeling could be extendéddlude a number
of non-linear properties, such as dark current and lowangflection. Including such
terms in the modeling, improves the accuracy of the Sun vettservations further.
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Appendix

Frames

This appendix defines two reference frames and a body fixedlinghis thesis. The
ECI frame is an inertial frame which is fixed with the stars.eTBCEF frame is fixed
with the Earth, and thus rotates with the same angular \glasithe Earth.

A.1 Earth Centered Inertial Frame

The ECI frame is fixed with the stars. The frame is shown in FégL1.

‘ ZECI

l

Earth Center
Equator

Vernal Ejg ‘—A

Yeci
TECI

Figure A.1: Definition of the ECI frame.
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The ECI frame has its origin in the Earth Center of Mass (Caiy is defined by
the zec), Yec), andzec axes. The plane spanned byc) andyec, is aligned with the
Earth equatorial plane, and thec is normal to the thececiyec, plane in the direction
of the North Pole. Thecgc is in the direction of Vernal Equinox. Vernal Equinox is
the direction to the Sun from the Earth center, when the Sossess the Earth equatorial
plane from South to North. Since the Vernal Equinox direttiaoves slightly, due to
the nutation of the Earth’s spin axis, the Vernal Equinoxpdeh J2000 is used, i.e. the
direction of the Veernal Equinox in 2000. Theg, axis forms a right-handed orthogonal
frame, and is given by

Yec1 = ZECI X TECI- (A.1)

A.2 Earth Centered Earth Fixed Frame

The ECEF frame is an Earth fixed frame, i.e. it rotates redatine ECI frame with the
angular velocity of the Earth. The frame is shown in Figur2.A.

Earth Center

Equator

YECEF

Figure A.2: Definition of the ECEF frame.

The ECEF frame has its origin in the Earth CoM, and is definetth®¥.ccer, Yecep
andzeceraxes. The plane spanned ®ycer andyeceeis aligned with the Earth equa-
torial plane, and thegcgris normal to the thececeryecee plane in the direction of the
North Pole. Thereceris in the direction of Greenwich Prime Meridian. T9gcgeaxis
forms a right-handed orthogonal frame, and is given by

YECEF = ZECEF X TECEF (A.2)
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A.3 Spacecraft Body Frame

The SCB frame is a body fixed frame, which has its origin in tlo®®f satellite. The
axes are defined by the principal axes of the satellite, Wit § g axis aligned with the

principal axis of smallest inertia. The frame is right-hadénd orthogonal. The frame
is fixed on the satellite body.
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Appendix

Sun and Earth Black Body Spectra

In this Appendix the model of the Sun and Earth spectra argepted. The Sun spec-
trum is used to calculate the incidentirradiance at the f&aoth’'s atmosphere from the
Sun. Itis a fraction of this irradiance reflected back intacs which defines the Earth
albedo. The remaining energy is absorbed by Earth and iatettiback into space as
thermal energy mainly in the infrared spectrum. The analiysihis Appendix is needed
in the modelling of the Earth albedo.

B.1 Sun Spectrum

The spectral distribution of the power emitted from the Sumodeled by a black body
radiator. The spectral distribution of black body irradiarns calculated using Planck’s
Law

21ch

Eop (A, T) = m’

(B.1)

wherec is the velocity of light,h is Planck’s constant; is Boltzmann’s constant)
is the wavelength, an@ the black body surface temperature, [Ryer, 1997]. The total
irradiance is given by Stefan-Boltzmann’s Equation

Eop (T) = / h Eop (A, T) d\ = oT*, (B.2)

whereo is Stefan-Boltzmann’s Constant. The surface temperafuteedsun isls, =
5777K, [Wertz, 2001], which means that the total energy emittedhle Sun is

MW
Esun = Eip (5TTTK) = 63— (B.3)
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The Inverse Square Law, which correlates the intensity pérarea as inversely pro-
portional to the square of the distance between light soantkan observer, can be
expressed as

Eyd} = Fyd3, (B.4)

whereFE is the irradiance from the point source at the surface atlésid,, andEs is
the irradiance at distanek. When the Sun is the point source the irradiance from the

Sun at Earth becomes )

Envo = ;i“EESUnz 1367%, (B.5)
wherersynis the radius of the Sun, anld .g is the distance from the Sun to Earth. AMO
indicates that the solar irradiance has passed througharentass, [Mazer, 1997]. The

resultingEamo in Equation (B.5) is in accordance with satellite irradianteasurements

published in [Dewitte et al., 2001]. The spectral distribatof the solar irradiance at

Earth is calculated by combining equations (B.1) and (B.5)

2 2
_ T&un 2mc*h
Eop (A T) = 2 e X5 (eoh/(BXTsn)) (B.6)

The spectral distribution is shown in Figure B.1.

B.2 Earth Spectrum

The spectral distribution of Earth is calculated followiing same procedure as for the
solar spectral distribution. The surface temperatureastliean surface temperature of
Earth, which isTeamn = 288K, [Wertz, 1978]. From Equation (B.2) the total irradiance
at the Earth surface is

w
Be =391 . (B.7)

This irradiance decreases according to the Inverse Sqwave fEor an orbit altitude of
e.g.800km the irradiance i$09W/m?. The spectral distribution of Earth at satellite
positionrsg: given in an Earth centered frame, is given by

rg 27c?h

Eop (N, T) =
bb (A, T) [read 2 AP (ech/(AT2))

(B.8)

whererg denotes the Earth mean radius. The Earth spectrum is shawigure B.2. It
can be seen from the figure that the spectrum is close to zewefeelengths less than
4pm. The amount of energy absorbed by solar cells from the Haettmal radiation is
investigated.

It is known that dual junction InGaP/GaAs cells have pratlycno absorbance for
wavelengths higher tha®00nm. Triple junction cells can absorb irradiance at wave-
length as high as$.7um, [Emcore, 2004]. By numerical integration of EquationgB.
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18 x10° Black Body Spectrum (5777K)
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Figure B.1: Black body spectrum for a surface temperaturé@f7K at 1A.U., equiva-
lent to the solar spectrum at Earth.

it is found that4 - 10=3% of the energy is in the spectrum bel®um, meaning that
the Earth radiation may be completely disregarded, in theutstion of Earth albedo
currents induced in solar cells.
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Figure B.2: Black body spectrum for a surface temperatur283K at a distance of

800km from the surface, equivalent to the Earth spectrum at &it altitude
of 800km.
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Area of Spherical Rectangle

A spherical rectangle is in this thesis defined as the endlasssa constructed from two
pairs of vertical and horizontal lines on sphere. The ragitais parameterized by the
azimuth angle spa#, the polar angle spa#, and the radius of the sphergillustrated
in Figure C.1.

The areaA of the spherical rectangle is calculated using the prieaiflSurface of
Revolution [Weisstein, 2005]. The curge= f(y) spanningy from ¢, on the sphere,
is rotated around thg axis by theta. The curve over thheaxis of the spherical rectangle
can in thexy plane be defined by

x:f(y):i T_y27y:[aab]a (C.1)

wherea andb are the projections of the spangbnto they axis as illustrated in Figure
The surfaced of revolution of C.1 by is given by

A=e/abf<y>\/1+ (d%f(y))Qdy. €2)

Inserting Equation (C.1) into Equation (C.2), yields

A

dy (C.3)

b 2
9/ +Vr—y3 1+ Qy 3
a -y

b
— o [ ATy (C.4)

9/; rdy. (C.5)
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Figure C.1: Definition of the spherical rectangle.

From Figure C.2 it is seen that the limits are expressed asdaifun of the polar angles
anglespy and¢ asa = rcos(¢g + ¢) andb = rcos(¢p). Inserting in (C.3) gives

rcog¢)

A = 0 rdy (C.6)
rcog ¢o+¢)

= 0r® (cos(¢) — cos(do + ¢)). (C.7)

Note that the surface of the entire sphere of radigan be calculated using Equation
(C.6) by insertingpy = 0, ¢ = 7, andd = 2=«
A = 27mr?(cos(0) — cos()) (C.8)
= 4mr?, (C.9)
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Figure C.2: The curver = f(y) defining the spag as a limit[a, b] on they axis.

which is the general equation of the sphere surface.
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Appendix

Field of View on a Celestial Body

This appendix derives inequality used for calculating td/Fon a celestial body given
a position of an observer. The FOV is characterized by anlangadiusp. Figure D.1
illustrates an observer at altitudeobserving a FO\2p on a celestial body.

From the law of cosine for right triangles, it is given that

r
= D.1
cos(p) = —— (D.1)
hence
— acos| —— (D.2)
P= r+h/)’ '

Given two points on a spher®; = (61, ¢1) and Py = (62, ¢2), the radial distance
is defined as the smaller radial fraction of the great cing#essing through both points,
illustrated in Figure D.2.

Two unit vectorsy; andv, are defined from origin to point®; and P, respec-
tively. The vectors are given by

cos(;) sin(¢) cos(f2) sin(¢2)
by = [sin(@l)sin(qﬁl)] R [sin(ﬁz)sin(sbz)] : (D.3)
cos(¢1) cos(¢2)

using spherical to Cartesian coordinate transformatitwe. dosine to the radial distance
can be calculated as

cos(p) = 19
= sin(¢1) sin(¢2) (cos(f1) cos(b2) + sin(Hy) sin(fz2)) + cos(¢1) cos(p2)
= sin(¢1) sin(¢2) cos(f; — 62) + cos(¢1) cos(¢s) . (D.4)
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Observer

h

Figure D.1: lllustration of observer at altitudé,, observing a celestial body with FOV
2p.
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Figure D.2: lllustration of the radial distance between two point®,,P-.

Given the radius of the celestial bodynd the spherical coordinates of the observer
(61, 91,7 + h), whereh is the observer altitude, any point on the sphere surfacbean
classified as in or out of the observers FOV, by combining EqngD.2) and Equation
(D.5). The spherical coordinates are centered in the odfjfihe celestial body. A point
(02, ¢=2,7) is in the FOV of the observer if and only if

r
r+h

sin(¢1) sin(¢2) cos(0; — 63) + cos(¢p1) Cos(¢pa) < (D.5)



148 Field of View on a Celestial Body




Part VI

Bibliography

Chapters

Bibliography 145







Bibliography

[Alminde et al., 2005] Alminde, L., Bisgaard, M., BhandeB,, and Nielsen, J. D.
(2005). Experience and methodology gained from 4 yearsidesit satellite projects.
In Conference on Recent Advance in Space Technology

[Amini et al., 2005] Amini, R., Larsen, J. A., Bhanderi, Dndalzadi-Zamanabadi, R.
(2005). Design and implementation of a space environmemilakion toolbox for
small satellites. Ib6th International Astronautical CongresAccepted.

[Athans et al., 1968] Athans, M., Wishner, R. P., and BenipA. (1968). Suboptimal
estimation for continuous-time nonlinear systems fronerdite noisy measurements.
IEEE Transactions on Automatic Contr®ol. 13.

[Bak, 1999] Bak, T. (1999)Spacecraft Attitude Determination - a Magnetometer Ap-
proach PhD thesis, Aalborg University.

[Bak et al., 2002] Bak, T., Bhanderi, D., Blanke, M., Niemahin, Noteborn, R., Quot-
trup, M., and Ziegler, B. (2002). Rgmer acs simulator. Técdreport, Aalborg
University.

[Bar-ltzhack, 1996] Bar-ltzhack, I. Y. (1996). Request:gtursive quest algorithm for
sequential attitude determinatialournal of Guidance, Control, and Dynamj&l.
19(No. 5):pp. 1034-1038.

[Bar-ltzhack and Harman, 1997] Bar-ltzhack, I. Y. and HanmR. R. (1997). Opti-
mized triad algorithm for attitude determinatiafournal of Guidance, Control, and
Dynamics Vol. 20(No. 1):pp. 208-211.

[Bar-ltzhack and Oshman, 1985] Bar-Itzhack, I. Y. and Oshméa (1985). Attitude
determination from vector observations: Quaternion edion. IEEE Transaction
on Aerospace and Electronic Systemsl. 21(No. 1):pp. 128-135.



152 BIBLIOGRAPHY

[Bass et al., 1966] Bass, R., Norum, V., and Schwartz, L. §)906ptimal multichannel
nonlinear filtering. Journal of Mathematical Analysis and Application®l. 16:pp.
152-164.

[Bhanderi, 2005a] Bhanderi, D. (2005a). http://bhandéfi.

[Bhanderi, 2005b] Bhanderi, D. D. V. (2005b). Modeling daatbedo for satellites in
earth orbit. InAIAA Guidance, Navigation, and Control Conferenéecepted.

[Blanke et al., 1994] Blanke, M., Wisniewski, R., and Casger, G. (1994). Sun sensor
system requirements. Technical report, Aalborg Universit

[Brasoveanu and Sedlak, 1998] Brasoveanu, D. and Sed(@®2B). Analysis of earth
albedo effect on sun sensor measurements based on thabnetidel and mission
experience. IIMAS/GSFC 13th International Symposium on Space Flight Bycg
volume Vol. 1, pages pp. 435-447.

[Bryson, Jr., 1994] Bryson, Jr., A. E. (19949ontrol of Spacecraft and AircrafPrince-
ton University Press.

[Bucy, 1965] Bucy, R. (1965). Nonlinear filtering theorfeEE Transaction on Auto-
matic Contro] Vol. AC-10.

[Challa et al., 1997] Challa, M., Kotaru, S., and Natanson(1897). Magnetometer-
only attitude and rate estimates during the earth radisatioiget satellite 1987 control
anomaly. InAIAA Guidance, Navigation, and Control Conference

[Challa, 1993] Challa, M. S. (1993). Solar, anomalous angimetospheric particle
explorer (sampex) real-time sequential filter (rtsf). Eneion report, NASA Goddard
Space Flight Center, Greenbelt, MD.

[Cheng and Crassidis, 2004] Cheng, Y. and Crassidis, JA04R Particle filtering for
sequential spacecraft attitude estimatiorAIAA Guidance, Navigation, and Control
ConferenceAalborg University.

[Crassidis and Markley, 1997a] Crassidis, J. L. and Matkey.. (1997a). Minimum
model error approach for attitude estimatiodournal of Guidance, Control, and
Dynamics Vol. 20(No. 6):pp. 1241-1247.

[Crassidis and Markley, 1997b] Crassidis, J. L. and MarKiey.. (1997b). Predictive
filtering for attitude estimation without rate sensodaurnal of Guidance, Control,
and Dynamics\Vol. 20(No. 3):pp. 522-527.

[Crassidis and Markley, 2003] Crassidis, J. L. and Markkeyl.. (2003). Unscented
filtering for spacecraft attitude estimatiodournal of Guidance, Control, and Dy-
namics Vol. 26(No. 4):pp. 536-542.



BIBLIOGRAPHY 153

[Dewitte et al., 2001] Dewitte, S., Joukoff, A., Crommelyn®., Ill, R. B. L., Helizon,
R., and Wilson, R. S. (2001). Contribution of the solar cans{solcon) program to
the long term total solar irradiance observatiodsurnal of Geophysical Research
Vol. 106(No. A8):pp. 15,759.

[Emcore, 2004] Emcore (2004). Ingap/gaas/ge trippletjoncsolar cells. Technical
specification, EMCORE.

[Fisher et al., 1993] Fisher, H. L., Musser, K. L., and Shydté D. (1993). Coarse
attitude determination from earth albedo measuremerfSEE Transactions on
Aerospace and Electronic Systems

[Fisher et al., 1989] Fisher, H. L., Shuster, M. D., and Stekda, T. E. (1989). Attitude
determination for the star tracker mission. AAS/AIAA Astrodynamics Conference
pages pp. 139-150.

[Flatley et al., 1990] Flatley, T. W., Forden, J. K., Henyel. A., Lightsey, E. G., and
Markley, F. L. (1990). On-board attitude algorithms for ggx. In NASA Flight
Mechanics Symposium

[Flatley and Moore, 1994] Flatley, T. W. and Moore, W. A. (#99 An earth albedo
model. Technical report, National Aeronautics and SpaamiAistration.

[Gaietal., 1985] Gai, E., Daly, K., Harrison, J., and Lemios(1985). Star-sensor-
based satellite attitude/attitude rate estimatdournal of Guidance, Control, and
Dynamics Vol. 8(No. 5):pp. 560-565.

[Gebre-Egziabher et al., 2000] Gebre-Egziabher, D., Bik&. H., Powell, J. D., and
Parkinson, B. W. (2000). A gyro-free quaternion baseduattitdetermination sys-
tem suitable for implementation using low cost sensorsPdaition Location and
Navigation Symposium, IEEE 2008ages pp. 185-192.

[Grewal and Andrews, 1993] Grewal, M. S. and Andrews, A. P9@). Kalman Filter-
ing Theory and PracticePrentice Hall.

[Hales and Pedersen, 2001] Hales, J. H. and Pedersen, M.)(ZR@-axis moems sun
sensor for pico satellites. h6th Annual AIAA/USU Conference on Small Satelites

[Harris and Lyle, 1969] Harris, M. and Lyle, R. (1969). Speradt radiation torques.
Technical Report No. NASA SP-8027, National Aeronautios 8pace Administra-
tion.

[Herman and Celarier, 1997] Herman, J. R. and Celarier, §1897). Earth surface
reflectivity climatology at 240-380nm from toms datdournal of Geophysical Re-
search Vol. 102(No. D23):pp. 28003-28011.



154 BIBLIOGRAPHY

[Herman et al., 2001] Herman, J. R., Larko, D., Celarier,dhd Ziemke, J. (2001).
Changes in the earth’s uv reflectivity from the surface, dkyand aerosolslournal
of Geophysical Researckol. 106(No. D6):pp. 5353-5368.

[Hughes, 1986] Hughes, P. C. (198&pacecraft Attitude DynamicsViley and Sons,
Inc.

[Humphreys, 2002] Humphreys, T. E. (2002). Attitude deteation for small satel-
lites with modest pointing constraints. AIAA Student Conference on Small Satel-
lites.

[Julier and Uhlmann, 1994] Julier, S. J. and Uhlmann, J. R9d). A general method
for approximating nonlinear transformations of probapitdistributions. Technical
report, Robotics Research Group, Department of Enging&tiience, University of
Oxford.

[Julier and Uhlmann, 1997] Julier, S. J. and Uhlmann, J. K9{@. A new exten-
sion of the kalman filter to nonlinear systems. 1lfith International Symposium on
Aerospace/Defence Sensing, Simulation, and Controls

[Jgrgensen, 1995] Jgrgensen, J. L. (1995). Developmeme @itsted precision attitude
instrument the star imager. Trhe Chapman Conference on Measurement Techniques
for Space Plasmas

[Kalman, 1960] Kalman, R. E. (1960). A new approach to lirféearing and prediction
problemsTransactions of the ASME - Journal of Basic Engineeriia. 82D(Series
D):pp. 35-45.

[Kalman and Bucy, 1961] Kalman, R. E. and Bucy, R. (1961). Nesults in linear
filtering and prediction theoryTransactions of the ASME - Journal of Basic Engi-
neering Vol. 83(Series D):pp. 95-108.

[Koelemeijer and Stammes, 1998] Koelemeijer, R. B. A. arah®hes, P. (1998). Po-
tential of gome for determining the spectral albedo of ste$a- application to rain
forest. Earth Observation Quarter|yNo. 58.

[Kushner, 1967a] Kushner, H. (1967a). Approximations ttiropl non-linear filters.
In IEEE Joint Equationsvolume Vol. 3, pages pp. 179-190.

[Kushner, 1967b] Kushner, H. (1967b). Dynamical equatfonsptimal nonlinear fil-
tering. Journal of Differential Equationsvol. 3:pp. 179-190.

[Lai et al., 2003] Lai, K., Crassidis, J. L., and Harman, R(ZR03). In-space spacecraft
alignment calibration using the unscented filter AIMA Guidance, Navigation, and
Control Conference



BIBLIOGRAPHY 155

[Lefebvre et al., 2004] Lefebvre, T., Bruyninckx, H., andh8tter, J. D. (2004).
Kalman filters for nonlinear systems: A comparison of perfance. The Interna-
tional Journal of Control Vol. 77(No. 7):pp. 639-653.

[Lefferts et al., 1982a] Lefferts, E. J., Markley, F. L., afthuster, M. D. (1982a).
Kalman filtering for spacecraft attitude estimatiodournal of Guidance, Control,
and Dynamics\Vol. 5(No. 5):pp. 417-429.

[Lefferts et al., 1982b] Lefferts, E. J., Markley, F. L., a&huster, M. D. (1982b).
Kalman filtering for spacecraft attitude estimatiodournal of Guidance, Control,
and Dynamics\Vol. 5(No. 5):pp. 417-429.

[Lerner, 1978] Lerner, G. M. (1978)Spacecraft Attitude Determination and Control
chapter Three-Axis Attitude Determination, pages pp. 428- D. Reidel, Dor-
drecht, The Netherlands.

[Liebe, 1995] Liebe, C. C. (1995). Star trackers for att#udetermination. IEEE
Aerospace and Electronic Systems Magazifoé 10(No. 6):pp. 10-16.

[Lyle et al., 1971] Lyle, Robert, Leach, J., and Shubin, L1971). Earth albedo and
emitted radiation. Technical Report No. NASA SP-8067, bladi Aeronautics and
Space Administration.

[Markley, 1988] Markley, F. L. (1988). Attitude determiiat using vector observa-
tions and the singular value decompositiatournal of the Astronautical Scienges
Vol. 36(No. 3):pp. 245-258.

[Markley, 1993] Markley, F. L. (1993). Attitude determiiat using vector observa-
tions: A fast optimal matrix algorithmJournal of the Astronautical Sciengegol.
41(No. 2):pp. 261-280.

[Maybeck, 1982] Maybeck, P. S. (1982%tochastic models, estimation, and control
volume 2. Academic Press Limited.

[Mazer, 1997] Mazer, J. A. (19975o0lar Cells: An Introduction to Crystalline Photo-
voltaic TechnologyKluwer Academic Publishers.

[McPeters et al., 1998] McPeters, R., Bhartia, P. K., KruggeJ., and Herman, J. R.
(1998). Earth probe total o0zone mapping spectrometer {toiats products user’s
guide. Technical Report No. 1998-206895, National Aertdicaand Space Admin-
istration.

[National Aeronautics and Space Administration, 2005] ibtel  Aeronautics and
Space Administration (2005). http://jwocky.gsfc.nasalg

[Nielsen et al., 2005] Nielsen, J. D., Bisgaard, M., Alminde, and Bhanderi, D.
(2005). Space related education at the university of agllmmnmark Nordic Space
Activities Vol. 13(No. 2):pp. 8-14.



156 BIBLIOGRAPHY

[Princeton Satellite Systems, 2005] Princeton Satellite ysté&ns (2005).
http://www.psatellite.com/.

[Psiaki et al., 1990] Psiaki, M. L., Martel, F., and Pal, P.(K990). Three-axis atti-
tude determination via kalman filtering of magnetometeadadurnal of Guidance,
Control, and Dynamicsvol. 13(No. 3):p. 506-514.

[Puig-Suari et al., 2001] Puig-Suari, J., Turner, C., andgfs, R. J. (2001). Cubesat:
The development and launch support infrastructure forteeyh different satellite
customers on one launch. MIAA/USU Conference on Small Satellites

[Ryer, 1997] Ryer, A. (1997)Light Measurement Handboolnternational Light.

[Shuster, 1989] Shuster, M. D. (1989). A simple kalman fited smoother for space-
craft attitude.Journal of the Astronautical Scienga®l. 37(No. 1):pp. 89-106.

[Shuster, 1993] Shuster, M. D. (1993). A survey of attitueleresentationslournal of
the Astronautical Sciencg¥ol. 41(No. 4):pp. 439-517.

[Shuster and Oh, 1981] Shuster, M. D. and Oh, S. D. (1981) edHaxis attitude de-
termination from vector observationdournal of Guidance and ControVol. 4(No.
1):pp. 70-77.

[Snyder and Wan, 1998] Snyder, W. C. and Wan, Z. (1998). Brdflefs to predict
spectral reflectance and emissivity in the thermal infrardeEE Transactions On
Geoscience and Remote Sensia. 36(No. 1):pp. 214-225.

[Stuelpnagel, 1964] Stuelpnagel, J. D. (1964). On the patdpation of the three-
dimensional rotation groufsIAM Review\ol. 6(No. 4):pp. 422-430.

[The Mathworks, 2005] The Mathworks (2005). http://wwwimaorks.com/.

[van Beusekom and Lisowski, 2003] van Beusekom, C. J. andwski, R. (2003).
Three-axes attitude determination for falconsat-3AIAA Student Conference

[Wahba, 1965] Wahba, G. (1965). A least squares estimatatefiige attitude.SIAM
Review \ol. 7(No. 3):pp. 409-426.

[Wan and van der Merwe, 2000] Wan, E. A. and van der Merwe, BO@2. The un-
scented kalman filter for nonlinear estimation.IEEE Symposium 2000: Adaptive
Systems for Signal Processing, Communications, and dontro

[Weisstein, 2005] Weisstein, E. W. (2005). Surface of ratiohs.
http://mathworld.wolfram.com/SurfaceofRevolutiomrtht From Mathworld -
A Wolfram Web Resource.

[Wertz, 1978] Wertz, J. R., editor (19783pacecraft Attitude Determination and Con-
trol. Kluwer Academic Publishers.



BIBLIOGRAPHY 157

[Wertz, 2001] Wertz, J. R., editor (2001)ission Geometry: Orbit and Constellation
Design and Managementicrocosm Press AND Kluwer Academic Publishers.



