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The behaviour of the fluorescence enhancement correction factor in electron probe microanalysis, as a function of
incident electron energy and take-off angle, is assessed for different binary samples in awide range of compositions.
Monte Carlo simulations are employed to validate Reed's correction algorithm [S.J.B. Reed, Characteristic fluores-
cence corrections in electron-probe microanalysis, Br. J. Appl. Phys. 16 (1965) 913-926], by means of estimating
the primary excited radiation volume and the volume corresponding to secondary fluorescence generation. Then,
Reed's expression for the fluorescence enhancement has been modified to account for Kα and Kβ line contribu-
tions separately. It is clearly shown that in certain cases the assignment of all fluorescent contribution to the Kα
linesmay be inadequate, particularlywhen trace element analysis imposes an accurate determination of elemen-
tal concentrations.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Electron probemicroanalysis (EPMA) is a non-destructive technique
capable of quantitative chemical analysis at a sub-micron level, using
characteristic X-ray intensities emerging from the analysed sample. A
powerful technique results when complemented with the acquisition
of backscattered electron and secondary electron images, allowing to
characterize the sample structure and composition [1]. The technique
consists of accelerating electrons toward the sample surface, and re-
cording the emergent X-ray spectrum by means of energy dispersive
or wavelength dispersive systems. To achieve quantification it is neces-
sary to have standards of known composition, in order to carry out a
correction procedure that relates the intensities measured in an un-
known sample with the required concentrations. Since these correc-
tions depend on the concentration values, an iterative procedure must
be carried out [2]. To this purpose, different programs have been devel-
oped [3].

In matrix corrections, traditionally called ZAF corrections [1], since
the fluorescence enhancement correction F is generally small, usually
only the Kα intensities of the enhancing elements are considered [2], be-
cause they represent a large fraction of the emitted K radiation. In the
present work, the contribution to F due to the Kβ line in binary samples
is considered according to Reed's approach [4], and certain cases of spe-
cial interest are shown, in which the omission or the improper assess-
ment of this contribution leads to inaccurate quantification results.
These cases are for example when Kβ is the only K line capable of

producing fluorescence excitement [5], andwhen the need to determine
trace elements [6,7] makes this contribution absolutely necessary to im-
prove the quantification accuracy.

Considerations in the utilization of the correction model generated
the need of realizing numeric simulations. Monte Carlo (MC) method
[8] has been used in several investigations related to EPMA [9], involv-
ing the assessment of electron scattering and X-ray emission for several
geometries. MC simulations are very useful to complement experimen-
tal results, which allows to validate theoretical models when experi-
mentation is not possible or difficult [7]. In the present work, the
PENELOPE routines [10] were used through the PENSLAB main pro-
gram, provided in the 2003 distribution, with the goal of validating
Reed's quantificationprocedure. This validationwasperformedby com-
paring simulated excitation volumes, produced by the incident elec-
trons (primary excitation volume) and the interaction volume of the
X-rays corresponding to the enhancing element.

Finally, the contributions to the F factor due to Kα and Kβ radiations
are calculated and separately studied for some binary samples of interest.
Also the behaviour of Fwith E0 and take-off angle is analysed as a function
of the concentration of the analysed element A, for these binary samples.

2. Materials and methods

2.1. Monte Carlo simulation

In Reed's model it is assumed initially that all primary radiation of the
analysed element A is generated in the surface of the sample, and then an
absorption factor is introduced, which accounts for the corresponding
ionizationdepthdistributionwithin thematerial. This factor is an approx-
imation due to Castaing [11], who assumed an exponential distribution.
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The fluorescence correction is rather insensitive to changes in this func-
tion, because its variations are considerably small compared to other fac-
tors in the expression for the factor F [4].

The comparison between the volumes of the excited regions aims to
evidence quantitatively the facts pointed out in the previous paragraph.
The approach chosen is to define an incident electron range and an en-
hancement photon range to be compared, the interaction volume in
each case being estimated from these definitions. The electron range R
is therefore defined as the depth for which 2% of the incident electrons
are transmitted. In the case of the enhancing photons, which will be re-
ferred to as “B photons”, a rangeQ is defined such that the ratio between
the number of characteristic X-rays reaching the depth Q and those
passing through the range R is also 2%. To perform this assessment, suc-
cessive simulations were run for several R and Q values, until the de-
sired result was reached.

Simulations were carried out using some of the elements B of the bi-
nary samples for which the F curves were calculated (Si, Cu, Zn), cases
where the correction is significant. An additional simulationwas carried
out for Zr, which involves the emission of the Lα line. In all cases an en-
hancement of the Kα line of element A is considered, the one usually in-
volved in quantification.

The material data files which serve as an input data for this proce-
dure were constructed for pure B material in order to simplify the rou-
tine, since the electron behaviour is very similar in elements whose
atomic numbers differ in one or two [2]. Furthermore, fluorescence en-
hancement becomes importantwhen the sample is rich in element B [7,
12], which implies that the X-ray interactions are dominated by the
presence of element B. In this manner, when considering an Al–Si sam-
ple, the simulation performed corresponds to pure Si, and so on for the
rest of the samples. To illustrate an important experimental case, a sim-
ulation for Zr was included, using parameters corresponding to a Si–Zr
sample.

The parameters of interest in the input file are: simulation time, inci-
dent electron energy, the energy belowwhich the electron cannot ionize
B atoms (K binding energy of B in the first cases, and L3 binding energy in
the latter), and the threshold energy of B photons abovewhich A fluores-
cence can be excited (K binding energy of A in every case). The last two
parameters ensure minimization of the CPU calculation time.

Simulation time is determined when the required error is set, less
than 10%, which results sufficient for the sought rough estimates. There-
fore, the calculations for R turned out to be from one to six hours, where-
as the simulations corresponding to range Q took from ten to one
hundred hours using a Quadcore 2.3 GHz processor, and 4 Gb of RAM.

2.2. Fluorescence enhancement

Employing the most frequently used Reed's model, a program writ-
ten in Pascal was utilized to calculate the contribution to fluorescence
correction by the Kβ line of element B in binary samples [13]. To this
purpose, the expression given by Reed [4] was used with the parame-
ters modified to adequately account for Kβ radiation.

The program used along this work was developed with the aim of
comparing the different ZAF correctionmodels which use severalmath-
ematical expressions for the functionϕ(ρz) [8]. It is amodular program,
containing a main menu that allows to choose between multiple op-
tions, the most important being the correction models for atomic num-
ber, absorption and fluorescence. Once the model has been chosen, an
input data file is required, with information about the binary samples
and experimental details about how the measurements were carried
out: atomic numbers, A-element concentration, line used for quantifica-
tion, electron beam energy and take-off angle.

In the present paper, the models which have shown to be more suc-
cessful [14] were chosen: to correct for the combined effect of absorption
and atomic number ZA, the Gaussianmodel [15] modified by Riveros and
coworkers [13] was set, Reed's model being chosen for the fluorescence
factor F [4]. The mean ionization potential expression by Brizuela and

Riveros [16], and Bishop backscattering coefficient [17] were also
taken into account. Finally,mass absorption coefficientswere calculated
by means of Heinrich's algorithm [18].

The correction due to Kα line intensity was compared with the one
due to Kβ, running the program for each separate case, using the binary
samples shown in Table 1 (the take-off angle is 35° in all cases). Typical
E0 values in EPMAhave been chosen for each sample, trying to use always
an energy twice greater than the A-element shell's binding energy.

The behaviour of the fluorescence factor F, as a function of the con-
centration of the enhanced element A, was also studied for several
values of E0 and take-off angles. To this aim, the intensities of both K en-
hancing lines were used. The same samples that were used to compare
the corrections were taken into account. In addition, Ni–Cu samples
were studied, since it is a very important case because Cu-Kβ line only
is responsible for enhancement of Ni.

3. Results and discussion

The MC simulation values obtained for the R and Q ranges, corre-
sponding respectively to electron and X-ray transmission, are shown
for each element in Table 2. The uncertainties included in these results
are three times the standard deviation, as reported by the program
PENSLAB. Differences between the uncertainties associated to the elec-
tron and X-ray transmitted fractions respectively corresponding to R
(TE) and Q (TP) are due to the fact that X-ray generation by the incident
electrons is an event which has a small probability to occur: typically
only one of 1000 electrons produces a vacancy in the K shell [2], and
the vacancies yielding characteristic X-rays are given by the factor ω.
To achieve a statistically valid result, a long simulation time is thus re-
quired. The number of incident electrons is determined by the length
of the simulation, and in a relatively short period of time a large number
of electrons transmitted across the range R is obtained, which reduces
the statistical uncertainty to 1% in every case. In general, the uncertainty
in TF (Q range) is less than 10%. As can be seen, in the case of Cu-Kβ and
Zr-Lα, the smaller intensities of the lines used to define Q demanded a
larger simulation time.

The uncertainties in the number of transmitted particles are inherent
to the stochastic nature of the paths simulated, and are readily reported
by the program PENSLAB [10]. By running similar simulations around
the solutions found for the ranges R andQ, it was possible to establish lin-
ear relationships between these variables and the respective transmitted
fractions TE and TP, which allowed to assess the corresponding uncer-
tainties by error propagation.

Table 2 evidences important differences between the ranges R and
Q, which implies a remarkable contrast in the excitation volumes for
primary and secondary ionizations, since the volume ratio can be roughly
estimated as (R/Q)3. The larger the line energy used for fluorescence cal-
culation, the smaller the corresponding volume ratio obtained, because of
their higher penetration power, while the exciting electron volumemain-
tains its reduced size. The simulation results clearly allow to corroborate
the hypothesis that states that primary radiation is produced at the sur-
face and then attenuated exponentially.

Table 1
Binary samples used in the F factor calculation. Atomic numbers ZA and ZB, A-element
binding energy EcA, incident beam energy E0 and Kα and Kβ line energies for element
B are shown. A refers to the analysed element, and B is the enhancing element [19,20].

Samples ZA ZB EcA
(keV)

E0
(keV)

Kα
(keV)

Kβ
(keV)

Al–Si 13 14 1.560 15 1.740 1.836
Cr–Fe 24 26 5.989 15 6.404 7.058
Mn–Co 25 27 6.539 15 6.930 7.649
Fe–Ni 26 28 7.112 20 7.478 8.265
Co–Cu 27 29 7.709 20 8.048 8.905
Ni–Zn 28 30 8.333 20 8.639 9.572
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In order to separately evaluate the Kβ contribution to the F correction,
different assessments were carried out, as described in the previous sec-
tion. Curves showing the F factor dependence on elementA concentration
are shown in Fig. 1, corresponding toNi–Zn samples. The lower curve cor-
responds to the assessment when only the Kα line is taken into account,
whereas the upper curve represents the complete contribution involving
both Kα and Kβ lines. The results are displayed according to the uncer-
tainty estimation provided in different previous works [21]. The Kβ line
contribution to F is 4% for values of concentration smaller than 8%;
if CA=0.1, which has been taken as a reference value, F[α]=1.299 and
F[α+β]=1.343, the difference being less than 1% for concentrations
greater than 45%.

For the Co–Cu samples, a difference of 4% is reachedwhen the concen-
tration takes the value 5%; forCA=0.1, F[α]=1.288 and F[α+β]=1.330.
Similarly, the Fe–Ni samples present a difference of 4% for a
concentration of 5%; if CA=0.1 the values obtained are F[α]=1.277
and F[α+β]=1.318. In the case of Mn–Co samples, the difference
is 3% for concentrations below 10%; if CA=0.1 the values obtained
are F[α]=1.223 and F[α+β]=1.254. For the case of Cr–Fe, a similar
plot is obtained, the Kβ line contribution to the F correction is 3% below
a concentration value of 10%. In the case of CA=0.1, F[α]=1.208 and
F[α+β]=1.238 are obtained. Beyond 50% of concentration, the differ-
ence between these magnitudes is less than 1%.

These results agree with the fact that the F correction is larger when
the enhancing line is right above the edge of the analysed element, and
when the sample is rich in element B. An important difference is observed
in the case of Al–Si, in which the curves are practically indistinguishable:
the difference is below 1% even for small concentrations of element
A; when CA=0.1 the values are F[α]=1.064 and F[α+β]=1.066.
According to Reed, the most important factor in the expression for
F is J(A) [4]. In the corresponding expression, the factor (rA−1)/rA re-
mains approximately constant in the atomic range forwhich F is consid-
erable, and the same occurs for the atomic weight ratio AA/AB. The
fluorescence yield [22] however, changes substantially with atomic

number. K shell values of ω for the element B considered along this
work are shown in Table 3.

The small ω value for Si relative to the other elements, results in a
smaller value for F. This also is observed in the relative difference be-
tween F[α] and F[α+β], since these differences are proportional to ω.
The gap between these curves increases with the concentration of ele-
ment B within the sample. This difference is greater than the Al–Si
case in the rest of the samples, and its behaviour is similar.

Evaluating F by taking into account an element B whose atomic
number is that of A's increased by one unit, it is seen that despite the
value of ω is increased, a reduction of the F factor is obtained up to 8%
(comparing Ni–Zn to Ni–Ga) for CA=10%. This points out the relevance
of themass absorption coefficients in the behaviour of fluorescence cor-
rection curves, and allows to interpret why F varies markedly when ZA
increases.

It is important to emphasize that the differences evidenced in the pre-
vious plots indicate that an important overestimation of the F factor can
be made under the assumption that all enhancing K radiation is Kα. For
example, if a sample of Cr 10%–Fe 90% is considered, the true value
for F[α+β]=F[α]+F[β] must be compared to the fluorescence cor-
rection factor F′[α] involving only the α-line enhancement of ele-
ment B and considering the transition rate for α emission as 100%
instead of the corresponding rate (87.6% [23]). Thismeans that instead
of the fluorescence correction F[α+β]=1.238 quoted above, one would
compute F′[α]=1.208/0.876=1.379,which implies anoverestimationof
more than 11% in the value of CA. Obviously, this overestimation
worsens for lower A concentrations, where the F correction becomes
more important.

In order to study thewhole F factor behaviour as a function of the con-
centration of element A, both K lines were involved; the resulting curves
for its behaviour are shown in Figs. 2 to 4, as a function of the concentra-
tion of the analysed element A. Several values for the incident electron
energy were used, also shown in the figures. In general, greater values
of F are obtained when E0 increases, for low element-A concentrations,
while the difference between the curves decreases for high element-A
concentrations. In the case of the Fe–Ni samples, there is a difference of
8% between the curves corresponding to 15 keV and 30 keV, for the
value CA=0.1. The combined effect of the different factors in Reed's ex-
pression [4] can be straightforwardly assessed, obtaining the mentioned
difference, as seen in Fig. 2. The observed behaviour is similar for the
other combinations of elements analysed. An extreme case is the Al–Si
samples: since F is small, the variationwith E0 ismore subtle; for example
for CA=0.1 the relative variation for the corresponding values of F, be-
tween maximum and minimum energy is as low as 2.5%.

Fig. 3 shows the behaviour of F for different take-off angles. In
this case it is also seen that the difference is remarkable for low

Table 2
Simulations results. TE and TP are the electrons and X-ray transmitted fractions for R and Q, respectively. From the relation between TE (TF) and R (Q) obtained from the simulations,
the corresponding uncertainties for the ranges R and Q were obtained by error propagation. Between parentheses in the first column, the lines used to perform the calculations in
each case are shown. The last two columns indicate the simulation time in hours.

Element E0 (keV) R (μm) TE Q (μm) TF tR (h) tQ (h)

Si (Kα) 15 2.410±0.003 0.0198±0.0002 35.0±0.2 0.019±0.001 1 10
Cu (Kβ) 25 1.630±0.001 0.0197±0.0001 90.0±0.2 0.019±0.002 6 96
Zn (Kα) 25 1.800±0.005 0.0193±0.0002 85.0±0.2 0.019±0.002 1 15
Zr (Lα) 15 0.900±0.002 0.0190±0.0001 6.50±0.06 0.021±0.001 2 24
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Fig. 1. Separate Kα line and total K(α+β) line contributions to the fluorescence correc-
tion F, as a function of the concentration of element A (CA), for Ni–Zn binary samples.

Table 3
Fluorescence yields for the different B elements considered [22].

Element Z ω

Si 14 0.050
Fe 26 0.340
Co 27 0.373
Ni 28 0.406
Cu 29 0.440
Zn 30 0.474
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concentrations, and decreases toward large values of A concentra-
tion. This is a consequence of F being an increasing function of CB. Fluo-
rescent intensity travels a shorter path in its way out of the sample,
experiencing less attenuation for greater take-off angles, resulting in a
larger F value. As seen in the MC simulations, the characteristic X-ray
excitation occurs at greater depths, so when the take-off angle varies,
the difference in the path travelled by secondary radiation varies re-
markably as compared to the one corresponding to primary radiation.

In Ni–Cu samples, only the Kβ line obeys the enhancement condi-
tion and the results shown in Fig. 4 indicate that the measured inten-
sity is modified by an amount between 5% and 7% for 10% of element
A concentration. Correction due to this line is very important to take
into account in measurements involving trace elements [7,12].

4. Conclusions

In this work, the calculation of fluorescence correction taking into ac-
count the Kβ and Kα lines separately has been added to the correction
procedure, carefullymodifying Reed's correction formulas. The Kβ contri-
bution to fluorescence correction is shown to be considerable in some
cases, and the assignment of all fluorescent contribution to the Kα lines
is inadequate for accurate determination of trace element concentrations.

MC simulationswere used to validate the hypothesis that secondary
excited X-ray volume is considerably greater than the corresponding to

primary X-rays. Additionally, the F factor behaviour was analysed as a
function of concentration, electron beam energy, and X-ray take-off
angle. Some cases involving only enhancement by the Kβ line have also
been shown. A remarkable result found along this work is that important
overestimations of the F factor can be made under the assumption that
all enhancing K radiation is Kα, with 100% probability for this decay
and 0% probability in Kβ emission. In the cases illustrated here, this
inaccuracy may add up to 11% for CA=0.1, which would worsen for
lower A-element concentrations.

In early works regarding ZAF corrections, it was essential to minimize
calculations, since the assessment of correction factors was extremely
time consuming and difficult to achieve. Today an ordinary microproces-
sor is capable of calculating ZAF corrections practically in an instanta-
neous way, and the implementation of programmed algorithms makes
the correction procedure a straightforward task. The differences brought
to evidence here, encourage the implementation of complete F correc-
tions in order to avoid unnecessary inaccuracies.
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