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Abstract. When calculating the Bandt and Pompe ordinal pattern
distribution from given time series at depth D, some of the D! pat-
terns might not appear. This could be a pure finite size effect (miss-
ing patterns) or due to dynamical properties of the observed system
(forbidden patterns). For pure noise, no forbidden patterns occur, con-
trary to deterministic chaotic maps. We investigate long time series of
river runoff for missing patterns and calculate two global properties of
their pattern distributions: the Permutation Entropy and the Permuta-
tion Statistical Complexity. This is compared to purely stochastic but
long-range correlated processes, the k-noise (noise with power spectrum
f−k), where k is a parameter determining the strength of the correla-
tions. Although these processes closely resemble runoff series in their
correlation behavior, the ordinal pattern statistics reveals qualitative
differences, which can be phrased in terms of missing patterns behav-
ior or the temporal asymmetry of the observed series. For the latter,
an index is developed in the paper, which may be used to quantify
the asymmetry of natural processes as opposed to artificially generated
data.

1 Introduction

Hydrological catchments, the basins of attraction of water running through given
points in a landscape, are the basic spatial units considered in hydrology. They
are conceptualized as complex dynamical systems where deterministic and stochas-
tic processes occur simultaneously. It is increasingly recognized that there is a need
for the classification of catchments and hydrological phenomena [1–4]. This is in
part driven by modeling requirements, where the identification of the appropriate
model type and complexity and data requirements is key, and in part by attempts to
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transfer information gained from fully equipped catchments (gauged catchments) to
ones where runoff measurements are lacking (ungauged catchments). The classifica-
tion is a crucial step towards a unified theory of catchment dynamics; however, the
task is far from being straightforward. Categories which might be used in the unify-
ing approach refer to the set of dominant processes, soil types, geology, climate, or
vegetation cover, focussing on the flow paths or the structure of the catchment. Al-
ternatively, tracer studies might be used to get insight into travel time distributions,
focussing on the temporal dynamics or the function of the catchment in light of its
history. There are strong hints that biological activity is shaping the evolution of river
networks and thus land surfaces [5].
Our approach for classification is strictly data-driven. We do not make any ex-

plicit assumptions about relevant hydrological processes. Due to the relevance of
water resources for human civilizations, a large number of runoff records from hydro-
logical catchments exists as a result of environmental monitoring. These long-term
time series, typically at daily resolution and extending over several decades, form the
raw material of the analysis presented here. Since we perform time series analysis,
the focus is necessarily on the temporal (functional) aspects of the system. However,
a next step towards a new classification will be relating these to system attributes
referring to climate, soils, geology, vegetation cover, natural history and other aspects
of the respective catchments. Thus, we are seeking to combine the two classification
approaches just mentioned.
We consider a set of almost 500 individual streamflow time series where the

catchment size is varying over several orders of magnitude. As a consequence, the
magnitude of the signal is also strongly varying – given comparable precipitation
amounts, the long-term water balance requires that cumulative runoff is linear pro-
portional to the catchment size. It is thus convenient to express runoff in mm instead
(1mm = 1million litres/km2). This requires, however, that the catchment size is
known, a potential problem for ungauged systems. The scale of the measurements
is irrelevant for our purposes, and we are seeking a robust, universally applicable
approach.
The analysis method selected depends on several properties of the data sets, in

particular their length, the presence of gaps, outliers, trends and other instationari-
ties. For sufficiently long time series, using order statistics [6,7] is among the obvious
and promising choices. Thus, we convert the time series to order patterns at a fixed
depth D. Taking into account the typical lengths of our time series (several thousands
of observations), a recommended value for the depth is D = 6. The distribution of
order patterns will be investigated in detail, with a special focus on missing patterns
and temporal asymmetry. Since we are interested in a separation of deterministic
and stochastic parts of these time series, we compare the results to a reference sto-
chastic process, the k noise, and to a set of artificial deterministic-chaotic systems
(iterated maps) free of noise. From the order pattern distributions, we calculate two
indices, their permutation entropy and the permutation statistical complexity [7–9].
The former quantifies the information content of the distribution, whereas the latter
describes its complexity. They can be combined in a two-dimensional diagram known
as the Complexity-Entropy Causality Plane, or CECP [9,10]. Each time series is rep-
resented as a point in this diagram, and a visual comparison of runoff, k noise and
deterministic chaos is particularly easy and illustrative.
The paper is organized as follows. Section 2 contains a description of the data used

and the artificial reference processes. The next Sect. 3 gives the details of our method-
ological approach. Section 4 presents selected results for individual runoff series, and
the CECP plane. We put these results into the context of hydrological modeling and
provide an outlook in the final Sect. 5.
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Fig. 1. The histogram of the length of all runoff time series in years. Note that the y axis
is interrupted; the actual value of the bin counts close to 70 years is 284.

2 Data sets and artificial processes

Runoff time series at daily resolution are available from a number of archives.
We would like to mention the Global Runoff Data Centre (GRDC1) in Koblenz,
Germany, and the United States Geological Survey (USGS) water information sys-
tem2. From the latter, we used 438 time series covering the continental United States.
Due to personal contacts (cf. Acknowledgments), we received 14 series from South
America (mainly Argentina) from the Subsecretaŕıa de Recursos Hı́dricos3, and 48
series from New Zealand from the National Institute of Water and Atmospheric
Research4.
A notorious problem of long-term hydrological records (and environmental obser-

vations in general) is the presence of missing values or gaps. It is not our intention in
the current investigation to deal with the artefacts induced by gap-filling algorithms.
Thus, we chose strictly gap-free series.
The lengths of the time series vary between 40 and 105 years (more than

38000 values) with a mean of 66 years. In Fig. 1, a histogram of the lengths is
provided. The majority of time series is from a compilation of US-american rivers
extending from 1938 to 2008, which explains the peak at 70 years. Globally, only very
few uninterrupted daily records with a length > 100 years are available. These values
have an implication for the choice of the embedding dimension (cf. Methods section).
The selection covers a wide range of catchment sizes, from less than 10 km2 to more
than 106 km2, average annual rainfall, annual temperature, geological conditions and
so on. Thus, if these factors are important for the dynamics of the runoff as reflected

1 http://www.bafg.de/GRDC/
2 http://waterdata.usgs.gov/nwis
3 http://www.hidricosargentina.gov.ar/
4 http://www.niwa.co.nz/
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in the order statistics of the time series, we can expect contrasts in the indicators
calculated here.
We expect the time series to be complicated mixtures of deterministic and sto-

chastic parts. They are strongly autocorrelated – the lag-1 autocorrelation coefficient
usually exceeds 0.9 for daily data. Thus, uncorrelated white noise cannot be expected
to be a meaningful model process for the stochastic part. Instead, we are using long-
range correlated noise with the power spectra decaying only as a power law of the
frequency, the k-noise, as a reference process. The short-term decay of the autocorre-
lation function for the individual runoff time series can then be mimicked by tuning
the value of k. However, since we are by necessity investigating short-time dynamics
only, where the relevant time scale is given by the embedding dimension, agreement
in the dynamics of runoff and k-noise in that temporal regime does not imply that
the long-term structure of the former is reflected in the latter. We also expect a set of
long-term periodic components in the natural record driven by atmospheric forcings;
these are of course absent from the reference noise process.

3 Methods

The starting point of our study are observed time series from natural systems, i.e.
given sets X ≡ {xt, t = 1, · · · , N}, with N being the number of observations. These
time series often appear irregular, highly fluctuating and difficult to predict. Part of
that behaviour is due to noise in the system or the measurement process. However,
the concept of low dimensional deterministic chaos has shown that nonlinearities, al-
beit strictly deterministic, may lead to behaviour which also seems difficult to predict,
indistinguishable from noisy series at first sight.
Signals emerging from chaotic systems occupy a place intermediate between pre-

dictable regular or quasi-periodic signals and totally irregular stochastic signals
(noise) which are completely unpredictable. Chaotic time series are irregular in time,
barely predictable, and exhibit interesting structures in the phase space. They are
representatives of a set of signals exhibiting complex non-periodic behaviour with
continuous, broad band Fourier spectra. Chaotic systems display “sensitivity to ini-
tial conditions” which are the cause of instability everywhere in phase-space. These
instabilities uncover information about the phase-space “population”, not available
otherwise [11]. In turn this leads us to think of chaos as an information source,
whose associated rate of generated information is formulated in precise fashion via
the Kolmogorov-Sinai entropy [12,13].
These considerations motivate our present interest in the computation of quanti-

fiers based on Information Theory, like “entropy”, “statistical complexity”, “entropy-
complexity plane”, etc. These quantifiers can be used to detect determinism in time
series [9]. Indeed, different Information Theory based measures (normalized Shannon
entropy and statistical complexity) allow for a better distinction between determin-
istic chaotic and stochastic dynamics whenever “causal” information is incorporated
via the Bandt and Pompe (BP) methodology [6]. For a review of BP’s methodology
and its applications to physics, biomedical and econophysic signals, see [14]. In the
following, we provide a technical description of the quantifiers we are using for the
hydrological time series investigated.

3.1 Information theory quantifiers

As is customary since Shannon’s seminal work [15], we discuss the information content
of data in terms of information-theoretic entropy. As a first step, a discretization of
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the phase space is required to obtain a finite set of possibles states of the system.
The information content of the system then is typically evaluated from its probability
distribution function (PDF). Consider a given time series X = {xt, t = 1, · · · , N} of
length N and the corresponding discrete probability distribution set P = {pi; i = 1,
· · · ,M} describing the empirical distribution of X , in which M is the number of
possible states. Shannon’s logarithmic information measure reads [15]

S[P ] = −
M∑

i=1

pi ln(pi) . (1)

The Shannon entropy S is regarded as a measure of the uncertainty associated to
the physical processes described by the probability distribution P . From now on
we assume that the only restriction on the PDF representing the state of our sys-

tem is
∑M
j=1 pj = 1 (micro-canonical representation in statistical mechanics terms). If

S[P ] = 0, there is only one non-vanishing pi, and we know the state of the system with
certainty. Our knowledge of the underlying process described by the probability distri-
bution is in this instance maximal. On the other hand, our ignorance is maximal for a
uniform distribution, Pe = {1/M, · · · , 1/M}, and in this case S[Pe] = Smax = ln(M).
Since predictability of the system behaviour is minimal in this case, apparent ran-
domness is at a maximum. The Shannon entropy is a quantifier for randomness.
There is no universally accepted definition of complexity. Intuitively, complexity

should be related to the amount of structure or the number of patterns present in a
system. One would like to have some functional C[P ] adequately capturing the “struc-
turedness” in the same way as Shannon’s entropy [15] captures randomness.
It is widely known that an entropic measure does not quantify the degree of struc-

ture or patterns present in a process [16]. Moreover, it was recently shown that mea-
sures of statistical or structural complexity are necessary for a better understanding
of chaotic time series because they are able to capture their organizational properties
[17]. This specific kind of information is not revealed by randomness measures but
needs an appropriate complexity quantifier.
Rosso and coworkers introduced an effective statistical complexity measure (SCM)

that is able to a) detect essential details of the dynamics and b) differentiate between
chaos and (different degrees of) periodicity [18]. This specific SCM provides impor-
tant additional information regarding the peculiarities of the underlying PDF, not
already detected by the entropy.
The thermodynamically intensive SCM is defined, following the intuitive notion

advanced by López-Ruiz et al. [19], via the product

C[P ] = QJ [P, Pe] · H[P ] (2)

of i) the normalized Shannon entropy

H[P ] = S[P ]/Smax , (3)

with Smax = S[Pe] = lnM , (0 ≤ HS ≤ 1) and Pe = {1/M, · · · , 1/M} (the uniform
distribution) and ii) the so-called disequilibrium QJ . This quantifier is defined in
terms of the extensive (in the thermodynamical sense) Jensen-Shannon divergence
J [P, Pe] that links two PDFs. We have

QJ [P, Pe] = Q0 · J [P, Pe] , (4)

with
J [P, Pe] = S [(P + Pe)/2]− S[P ]/2− S[Pe]/2 . (5)
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Q0 is a normalization constant (0 ≤ QJ ≤ 1), equal to the inverse of the maximum
possible value of J [P, Pe]. This value is obtained when one of the values of P , say pm,
is equal to one and the remaining pi values are equal to zero. Note that in this case,
the entropy is zero, and thus the complexity (see Eq. (2)). Explicit expressions for the
pi values which maximize the complexity C for prescribed values of H are provided
in [8].
The Jensen-Shannon divergence that quantifies the difference between two (or

more) probability distributions is especially useful to compare the symbol-composition
of sequences [20]. The SCM constructed in this way has the intensive property found
in many thermodynamic quantities [18]. We stress the fact that the statistical com-
plexity defined above is the product of two normalized entropies (the Shannon en-
tropy and Jensen-Shannon divergence), but it is a nontrivial function of the entropy
because it depends on two different probability distributions, i.e., the one correspond-
ing to the state of the system, P , and the uniform distribution, Pe, taken as reference
distribution. A class of SCMs might be constructed by considering other reference
distributions, e.g. from another time series to determine the Jensen-Shannon diver-
gence between different observables from the same system, or the same observable
obtained from different systems.
The temporal evolution of the intensive SCM can be analyzed using a diagram of

C versus time t. The second law of thermodynamics states that for isolated systems
entropy grows monotonically with time (dH/dt ≥ 0) [21]. This implies that H can
be regarded as an arrow of time, so that an equivalent way to study the temporal
evolution of the intensive SCM is through the analysis of C versus H. In this way,
the normalized entropy-axis substitutes for the time-axis. Furthermore, it has been
shown that for a given value of H, the range of possible statistical complexity values
varies between a minimum Cmin and a maximum Cmax [8], restricting the possible
values of the intensive SCM in this plane.
Therefore, calculating complexity provides additional insights into the details of

the system’s probability distribution, which is not discriminated by randomness mea-
sures like the entropy [9,17]. Complexity can also help to uncover information related
to the correlational structures related to the components of the physical process un-
der study [22,23]. The entropy-complexity diagram (or plane), H× C, has been used
to study changes in the dynamics of a system originating in modifications of some
characteristic parameters (see, for instance, Ref. [14] and references therein).

3.2 Bandt-Pompe probability distribution

An important point for the evaluation of the previous information measurements is
the proper determination of the underlying probability distribution function (PDF)
P , associated to a given dynamical system or time series. Using the value distribution
directly is not an option for time series since the dynamical aspects (e.g. autocorre-
lations) are completely ignored. Very different dynamical systems which happen to
possess the same value PDF would be indistinguishable.
Bandt and Pompe (BP) introduced a by now very successful methodology in 2002

for the evaluation of the PDF associated to scalar time-series data using a symboliza-
tion technique [6]. The time series is converted to a symbolic series by first choosing
an embedding dimension D and a time lag τ . The series is decimated by taking only
one value per τ (for τ = 1, the whole series is kept). The remaining numerical values
in each window of length D are then ranked in ascending order. These ranks, i.e.
just the natural numbers from 1 to D, are the ingredients of the resulting order time
series. This is tantamount to a phase space reconstruction with embedding dimension
(pattern length) D and delay τ . For a precise definition and methodological details,
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see [6,14]. As a result, the time series is represented by a sequence of permutations
of {1, . . . , D}, or patterns. Counting the number of occurrences of each of the D!
patterns gives the Bandt-Pompe PDF. For this choice of PDF, the M appearing in
Eq. (1) is simply M = D!.
Note that the symbol sequence arises naturally from the time series and no model-

based assumptions are needed. This technique, as opposed to most of those currently
used, takes into account the temporal structure (time causality) of the time series
generated by the physical process under study. This feature allows us to uncover im-
portant details concerning the ordinal structure of the time series [7,9,24], and can
also yield information about temporal correlation [22,23].
Ordinal time-series analysis entails losing some details of the original time-series

amplitude-information. Nevertheless, the symbolic representation of time-series al-
lows for an accurate empirical reconstruction of the underlying phase space, even in
the presence of weak (observational and dynamical) noise [6]. Nonlinear drifts or scal-
ings artificially introduced by a measurement device will not modify the quantifiers
estimation (see, e.g., [25]).
Additional advantages of the method reside in i) its simplicity (we need few pa-

rameters: the pattern length/ embedding dimension D and the embedding delay τ)
and ii) the extremely fast nature of the pertinent calculation-process [26,27]. The BP
methodology can be applied not only to time series representative of low dimensional
dynamical systems but also to any type of time series (regular, chaotic, noisy, exper-
imentally obtained or artificially generated). In fact, the existence of an attractor in
the D-dimensional phase space is not assumed. The only condition for the applicabil-
ity of the BP methodology is a very weak stationary assumption: that is, for k ≤ D,
the probability for xt < xt+k should not depend on t [6].
The BP-generated probability distribution P is obtained once we choose the em-

bedding dimension D and the embedding delay τ . It has been established that the
length N of the time series must satisfy the condition N � D! in order to achieve a
reliable statistics and proper distinction between stochastic and deterministic dynam-
ics [9]. With respect to the selection of the parameters, Bandt and Pompe suggest
in their cornerstone paper [6] to work with 3 ≤ D ≤ 7 with a time lag τ = 1, a
recommendation which we follow also in this work. At D = 6, we have N > 10D! for
all series which leads to reliable estimates of the asymptotic Bandt-Pompe PDF from
our finite data. We also stick to τ = 1. Nevertheless, other values of τ might pro-
vide additional information. Soriano et al. [28,29] and Zunino et al. [30,31], recently,
showed that this parameter is strongly related, when it is relevant, to the intrinsic
time scales of the system under analysis.

3.3 Forbidden and missing ordinal patterns

As shown recently by Amigó et al. [7,24,32,33], in the case of deterministic chaotic
one-dimensional maps, not all the possible ordinal patterns can be effectively materi-
alized into orbits, which in a sense makes these patterns “forbidden”. The dynamics
of the map makes them never occurring. More precisely, for chaotic map time series a
minimum pattern length Dmin is necessary to be considered in order to observe for-
bidden patterns [34]. The Dmin is characteristic for the chaotic maps under analysis.
One expects in general that higher-dimensional chaotic dynamical systems (maps)
will also exhibit forbidden patterns. Indeed, the existence of these forbidden ordinal
patterns becomes a persistent fact that can be regarded as a “new” dynamical prop-
erty. Thus, for a fixed pattern-length (embedding dimension D ≥ Dmin) the number
of forbidden patterns of a time series (unobserved patterns) is independent of the
series’ length N . Note that this independence is not shared by other properties of the
series, such as proximity and correlation, which die out with time [7,24].
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Stochastic processes could also display forbidden patterns [10,35]. However, in the
case of either uncorrelated (white noise) or correlated stochastic processes (noise with
power spectrum f−k with k > 0; fractional Brownian motion and fractional Gaussian
noise) it can be numerically ascertained that no forbidden patterns emerge. For time
series generated by unconstrained stochastic processes (uncorrelated processes) every
ordinal pattern has the same probability of appearance [7,24,32,33]. Indeed, if the
data set is long enough, all ordinal patterns will eventually appear. In this case, as the
number of time series observations increases, the associated PDF becomes uniform,
and the number of observed patterns will depend only on the time series length N .
The existence of a non-observed ordinal pattern does not qualify it as “forbidden”,
only as “missing”, and this could be due to the time series finite length.
For correlated stochastic processes, the probability of observing a specific individ-

ual pattern depends not only on the time series’ length N , but also on the correlation
structure [36]. For highly correlated series, patterns which belong to rapid changes
(volatile behaviour) will be much less frequent than monotonous patterns.
Measured data from real systems always possess a stochastic component due to

the omnipresence of dynamical noise [37–39]. Thus, the existence of “missing ordinal
patterns” could be either related to stochastic processes (correlated or uncorrelated)
or to deterministic noisy processes. Observational time series will most likely be a
mixture of both.

4 Results

We now show results for 498 long runoff series together with corresponding ones for
k-noise. We mainly show results for D = 6, as a compromise to include as much
dynamics as possible and the finite data set length. However, we varied D between
D = 3 and D = 7. There is no point to try D = 2 since in this case, lower and upper
limit curves are identical, implying that the relation between entropy and complexity
is a deterministic function. For D > 7, all runoff time series are too short, i.e. N < D!.
The issue of finite size is already relevant at D = 7. For D = 6, it holds in all cases
that N � D!.
We also fix τ = 1 (one day). The choice of the temporal lag also impacts the

results, as more and more of the correlation structure is recognized by the ordinal
patterns with increasing τ . There is also a difference between decimating the series or
aggregating it, e.g. to weekly or monthly values. These methodological considerations
are, however, outside the scope of the paper.
Having chosen these two parameters, the calculation of the order statistics and

then of permutation entropy and complexity is straightforward. An overview of the
locations of our runoff series in the Complexity-Entropy-Causality Plane (CECP) is
presented in Fig. 2. In this figure, the upper and lower limit curves for the complexity
are also included. The result for the k-noise (blue) is obtained as the average of 100
independent realizations at each fixed k (from 0 to 5 in steps of Δk = 0.1) and a
length of N = 105; with this setup, the (H, C) values for the k noise happen to fall
onto a single simple curve. For k = 0, the uncorrelated white noise case, the result is
in the lower right corner (H = 1, C = 0). For increasing values of k, H is decreasing,
whereas C exhibits a maximum. This curve represents a parameter-free asymptotic
characterization of k-noise behavior in the CECP.
Values for the runoff series are at intermediate complexity for all D investigated.

Values close to the upper limit curve are absent, which distinguishes runoff data from
deterministic chaotic maps [9]. For the majority of rivers, the position in the CECP
is above the curve defined by the k-noise; this, however depends on the choice of D:
starting with lower values than k-noise for D = 3, with increasing D, the C values
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of runoff series are increasing faster than those of k-noise. We quantified this obser-
vation by calculating the complexity along the k-noise curve at each entropy value of
the runoff series, using shape-preserving interpolation. We then took the difference
between the complexity obtained from each runoff series and the k-noise. Cumulative
distributions of these differences for D = 3− 7 are shown in Fig. 3. With increasing
D, this distribution shifts to the right and cross the zero, implying that runoff is
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more complex than k-noise. The difference between the curves is minor for D = 6
and D = 7, demonstrating the onset of finite size effects.
It is apparent that the autocorrelation structure of runoff series is more complex

than that of k-noise (which is analytically known), a fact which is however unimpor-
tant at very small time lags. At D = 6, k-noise still seems to be sufficient as a rough
characterization of runoff data in the CECP, as the latter by and large seem to be
scattered around that curve. As we cannot reach large time lags (use large D values)
due to insufficient time series length, we are interested in how good exactly is the
assumption that runoff data are simply k-noise realizations at small lags?
We use one specific time series, the runoff of the Paraná river in Argentina (gauge

located at 31◦51′41′′S, 60◦30′15′′W ), for a detailed comparison between observations
and k-noise. It has a length ofNp = 37712 data values at daily resolution, or more than
103 years (spanning from 1904 to 2007). For D = 6, the time series has H = 0.4277,
C = 0.3045, as indicated in Fig. 2. Large catchments such as this one typically have
smaller values for H – the signal is less noisy due to integration over larger time
scales. An extreme example is the Amazon Basin, the largest catchment worldwide,
which is the outlier to the far left of the CECP. The complexity values are to a lesser
extent related to the catchment size. The one for the Paraná river is higher than the
corresponding k-noise one, but what does this difference imply?
There are several strategies to investigate to which degree runoff time series re-

semble k-noise or not. One obvious way is to compare the time series graphs. Before
that, one has to determine or estimate the value of k which comes closest to the
observed series. This can be done in at least one of three ways: (1) to find a k which
minimizes the Euclidean distance between the blue curve in Fig. 2 and the observed
data point for Paraná; (2) to find the value of k where the number of missing patterns
is the same as for the Paraná series; (3) to determine the decrease of missing patterns
as a function of increasing data length up to Np, fit this decrease to an exponential
function, and determine the k value where the slope is the same as that of the ob-
served series.
The first way is straightforward after interpolating the k-noise curve using shape-

preserving Hermitean polynomials [40]. We then use a Levenberg-Marquardt algo-
rithm to minimize the distance between the point for the Paraná river and the
k-noise curve, and read off the exponent from the Hermitean interpolation. The result
is kest,1 = 3.117, indicating rather strong and long-ranged correlations in the runoff
record as expected – note that the lag-1 autocorrelation of such a noise is 1 within
one part in 105.
For the second method, we calculate the number of missing patterns for a large

number of k-noise realizations (1000 for each chosen k value), keeping the length
fixed to Np each time. The result at fixed k is surprisingly robust (Fig. 4). In addition
to the mean number of patterns missing, the extremes from these simulations are
also shown. For k = 2, almost no patterns are missing, or all D! = 720 patterns
are occurring. For white noise, k = 0, all of these have the same probability in
addition. There is a sharp and relatively well-defined increase until the number of
missing patterns saturates to an asymptotic value of 694, apparently independent
of k. However, this is just an effect of the finite length of each realization. For
increasing data set length, all but one of the remaining 26 patterns eventually
disappear as well [33], the higher the k value the slower. The number of missing
patterns for the Paraná series is Nmiss = 212. From an interpolation of the mean
curve of Fig. 4, we estimate kest,2 = 3.273.
The two exponent estimates are not drastically different; for convenience, we con-

tinue with kest,2 in the following. The entropy and complexity values for kest,2-noise
are H(kest,2) = 0.3447 and C(kest,2) = 0.2582. These values are 81% and 85% of the
corresponding ones for the Paraná series. Where does this difference come from?
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Fig. 4. The number of missing patterns in k-noise. Mean, maximum and minimum values
based on 1000 realizations for each k value. The Bandt-Pompe parameters were: D = 6,
τ = 1 and time series length N = 37712.

The third way is maybe the most intrigued one. At a chosen value of k, we deter-
mine the number of missing patterns in subseries of given length L ≤ Np, and average
them. We increase L from 1000 to Np in small steps (ΔL = 100). Then, as suggested
by [10,24,33], we fit the missing patterns (mp) obtained to

mp(L) = AeR·L (6)

and get the slopes R for different k values using least squares. The result is shown in
Fig. 5. For the Paraná series, we obtain a slope R = −2.46 · 10−5. Inverting the curve
of Fig. 5 leads to a kest,3 = 3.2936. Complexity and entropy for kest,3 noise are 77%
and 84% of that of the Paraná series.
Unfortunately, the simple exponential in Eq. (6), although intuitive, does not

represent the behaviour of the mp(L) very well. This is demonstrated in Fig. 6. The
two exponential fits are almost parallel-shifted versions of each other since the kest,3
was tuned to reproduce the slope. Although the r2 values are high, it is obvious that a
simple two-parameter fit is not sufficient to reproduce the calculated missing patterns
of either of them; the exponential fit seems to overestimate the asymptotic decline
in patterns. The two curves also exhibit slightly different behaviour in particular for
large data length.
Visual inspection of the observed runoff and a rescaled version of one realization of

kest,2-noise reveals that the two are of very different nature (Fig. 7). High-frequency
fluctuations are dominating the runoff time series, whereas the k-noise is smoother.
The two series are completely unrelated, i.e. no fitting has been performed, and every
realization of a k-noise process looks differently. However, the general appearance, in
particular the lack of strong high frequency fluctuations, is a common feature for such
high k values as used here.
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Another, more traditional possibility to compare runoff time series and k-noise
would have been using the autocorrelation function. However, we are inspecting the
observations and the noise process from the perspective of statistical complexity and
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Fig. 7. Comparison of the Paraná runoff time series and one realization of the k noise
process where k = kest,2. Mean value and standard deviation have been scaled to the same
values for both series. Note that no fitting of any kind has been performed.

order patterns, since the aim is to conclude on deterministic parts of the observed
series. Thus, we investigate the respective order patterns in more detail now. And
since kest,2-noise reproduces the amount of missing patterns (212) at length Np, we
continue with that value in the following.
The patterns are numbered with an index n (running from 1 to 720) in a unique

manner, where we adopt the convention of Keller based on inversion numbers [27].
For Paraná, the number of patterns are strongly inversely related to the number of
inversions (changes in the direction of increase and decrease) within a pattern, cf.
Fig. 8. Here, the total counts within the Paraná series are displayed for each possible
number of inversions. Note that there are only two patterns with 0 inversions (no. 1
and 720 in Keller’s convention). The number of patterns with a given number of in-
versions for D = 6 are 2, 60, 236, 300 and 122 for 0, 1, 2, 3 and 4 (the maximum
possible) inversions. Using k-noise realizations with the same number of missing pat-
terns as for Paraná (i.e., working with kest,2), we can investigate and compare the
pattern distributions. The distributions are strikingly uneven, with a few huge peaks
and a bunch of very small values.
The highest counts by far refer to pattern no. 1 and no. 720; the first one is the

strictly increasing patterns (x1 < x2 < · · · < x6 or {123456} for short) whereas the
second one is strictly decreasing {654321}. The latter one alone occurs in 37 % of all
cases for the runoff. This reflects the strong autocorrelation of the series, where rapid
changes in the sign of differences are unlikely.
Closer inspection of the distribution peaks of the k-noise reveals that they occur in

pairs with almost identical peak heights. Examples for such pairs are patterns no. 361
– sequence {123465} and no. 719 – sequence {564321}; or no. 3 – sequence {312456}
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Fig. 8. The number of patterns occurring in the Paraná runoff series as a function of the
number of inversions within each pattern.

and no. 240 – sequence {654213}. The common property of these pairs of patterns is
that their members are time reversals of each other: one is the other read backwards.
We generate k-noise data using a Gaussian random number generator and distort

its power spectrum before transforming back. This transformation is phase-blind and
the generated data are thus time-reversal invariant: rising limbs appear with the same
probability and temporal dynamics as falling limbs. The small differences between the
pairs are thus just finite size fluctuations which should vanish for very long series.
Runoff data, on the other hand, are decidedly temporally asymmetric. Fast rises

during or after heavy rainfall are followed by slow recessions. “Fast” and “slow” de-
pend on the watershed area, ground water volume, and other factors, but the asym-
metry is always present.
We further quantify this difference between k-noise and runoff by calculating and

visualizing an index reflecting the relative difference between all pairs of time reversal
patterns. Since very rare patterns are supposedly just due to finite size effects, we
restrict the analysis to pattern pairs where the less frequent one has at least 10 counts
in the records.
We first define the time reversed version of a time series x of length N .

xrev(i) = x(N + 1− i) , i = 1, 2, · · · , N . (7)

For each pattern p(r), where r is denoting the pattern number (r = 1, · · · , 720 in our
case), we determine its temporal reverse, prev(r) in the Keller coding scheme. Then,
we calculate the relative asymmetry between the time-forward and the time-backward
version of each pattern in the time series as

A(r) =
|n{p(r)} − n{prev(r)}|
n{p(r)}+ n{prev(r)} (8)

where n{p(r)} denotes the counts for the pattern p(r).
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Fig. 9. Values of the time-reversal asymmetry coefficient for all pairs with at least 10 counts
in every entry.

Comparing two time series from the perspective of their temporal asymmetry, in
general the number and type of patterns occurring in Eq. (8) will be different, due to
the threshold of at least 10 counts in both patterns. For the case at hand, there are
107 patterns fulfilling this criterion for noise with k = kest,2, and 79 patterns for the
Paraná river. The intersection between these two sets of patterns leads to 67 common
patterns where both A(r) values can be calculated. These values are shown in Fig. 9.
The asymmetry of the runoff data is very obvious and higher than that of the k

noise in 63 out of 67 cases. We can also calculate an average asymmetry summing the
expression in Eq. (8) and dividing by 67: < Arunoff >= 0.6638 and < Ak−noise >=
0.1427. The latter value indicates a benchmark or significance threshold, since k-noise
is temporally symmetric. One might develop a numerical significance test for temporal
asymmetry based on that.

How do the entropy and complexity values react to time reversal in both cases?
Table 1 provides values for the time-forward and the time-backward version of each
series. Both entropy and complexity of the runoff increase through the operation of
time reversal. For the k-noise, there are also changes which are, however, an order or
magnitude smaller and in both directions. The asymmetry in time for the runoff data
is a system property, absent in the k noise data, and thus a feature distinguishing
hydrological data from purely stochastic processes.

The results obtained from the specific case also hold for the whole set of records.
We calculated the mean asymmetry coefficient for all 498 runoff time series and for
the same number of k-noise series with length N = 10000 and exponent k = 3, a
typical value for the runoff records. The histogram of the < A > distributions are
shown in Fig. 10. The distribution for runoff is much broader, and there is virtually no
overlap between the two histograms; they are completely different. Thus, pronounced
temporal asymmetry is a pertinent feature of the observed records.
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Table 1. Entropy and complexity for original, time-reversed and symmetrized versions of
the series.

Series Paraná k-noise
H forward 0.4277 0.3583
H backward 0.4418 0.3586
Difference, % 3.3 0.09
C forward 0.3045 0.2656
C backward 0.3085 0.2651
Difference, % 1.3 −0.16
H symmetrized 0.4362 0.3592
Difference, % 1.99 0.25
C symmetrized 0.3058 0.2648
Difference, % 0.43 −0.30
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Fig. 10. Histograms of the mean asymmetry coefficients for the runoff time series (blue)
and an identical number of k noise realizations with k = 3 and length 10000 data points
(red).

This temporal asymmetry can be eliminated through symmetrizing the data:
stitching together original and time-reversed time series

xsym = x ◦ xrev, (9)

where ◦ denotes concatenation, leads to explicitly time-symmetric time series. Their
H and C values are reported in Table 1 as well. For the runoff, they are intermediate
between forward and backward version; for k-noise, no clear picture emerges, and the
changes are once again rather small.
As expected, the number of missing patterns is much lower in the symmetrized

versions; if one pattern has been present in the forward version, its reversed version
is present as well now in the symmetrized version. Remembering that the kest,2 was
tuned to reproduce the number of missing patterns in the runoff data (212), it comes
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at no surprise that after symmetrization, the number of missing patterns is nearly
identical now (runoff: 132, k-noise: 131). The pattern missing in the symmetrized
runoff have 2 inversions (2 patterns), 3 inversions (68), or 4 inversions (62), thus they
are suppressed due to the strong correlations in the series. However, only 62 of the
missing patterns in the runoff are also missing in the k-noise. The remaining patterns
which do not occur in the runoff but do occur in the k-noise have counts in the
range from 1 to 15, with an average of only 2.3. This could easily be non-significant
spurious fluctuations. Still, the H (C) of runoff is 121 (115) % of that of the k-noise in
the symmetrized versions (Table 1). This indicates that there are further differences
between runoff data and k-noise unrelated to temporal asymmetry.

5 Discussion and outlook

We have characterized river runoff data in terms of permutation entropy and statis-
tical complexity. At daily resolution, they exhibit intermediate to high entropy and a
complexity between correlated stochastic processes and deterministic chaotic series.
This is an indication that these data are a mixture of random and deterministic parts.
We compared the observations with a reference stochastic process, the k-noise, which
appears as a particularly simple structure (a one-dimensional curve) in the CECP.
Even when tuned to the closest exponent k, runoff data show qualitatively different
behaviour compared to the stochastic process. This is most clearly reflected in the
temporal asymmetry, for which we developed a quantitative index based on order
patterns.
Even when symmetrized, a difference between runoff and stochastic process re-

mains, with runoff data typically at higher complexity values. Work in progress should
reveal the origin and interpretation of this difference. We will investigate the equiva-
lence class of time series which have identical entropy and complexity value. To that
end, we are currently developing a generator for time series at any desired location
in the CECP and analyze their properties, e.g. their correlational structure.
The framework is also a very suitable approach for model-data comparisons. Short-

term correlated time series models such as AR(p) are generally not expected to be
good candidates for simulating runoff on longer time scales, although they are used
for short-term prediction. This analysis shows that they fail qualitatively also on
short time scales. For more sophisticated, process-based models, the CECP compar-
ison provides a stringent challenge.
Another important application domain for nonlinear analysis methods is the clas-

sification of catchments or hydrological systems in general. Here, an approach based
on the correlation dimension revealed regional differences in the western U.S. [2].
Information and complexity measures based on parametric partitioning showed dif-
ferences potentially related to geological and vegetation history [41]. We continue our
search for determinism in runoff time series from a CECP perspective, and try further
to extract deterministic properties from the records.
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19. R. López-Ruiz, H.L. Mancini, X. Calbet, Phys. Lett. A 209, 321 (1995)
20. I. Grosse, P. Bernaola-Galván, P. Carpena, R. Román-Roldán, J. Oliver, H.E. Stanley,
Phys. Rev. E 65, 041905 (2002)

21. A.R. Plastino, A. Plastino, Phys. Rev. E 54, 4423 (1996)
22. O.A. Rosso C. Masoller, Phys. Rev. E 79, 040106(R) (2009)
23. O.A. Rosso, C. Masoller, Eur. Phys. J. B 69, 37 (2009)
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