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DAbstract

Usability is a software attribute usually associated with the ‘‘ease of use and to learn’’ of a given interactive system. Nowadays usabil-
ity evaluation is becoming an important part of software development, providing results based on quantitative and qualitative estima-
tions. In this context, qualitative results are usually obtained through a Qualitative Usability Testing process which includes a number of
different methods focused on analyzing the interface of a particular interactive system. These methods become complex when a large
number of interactive systems belonging to the same context of use have to be jointly considered to provide a general diagnosis, as a
considerable amount of information must be visualized and treated simultaneously. However, diagnosing the most general usability
problems of a context of use as a whole from a qualitative viewpoint is a challenge for UE nowadays. Identifying such problems can
help to evaluate a new interface belonging to this context, and to prevent usability errors when a novel interactive system is being devel-
oped. From a quantitative viewpoint, condensing results in singles scores, metrics or statistical functions is an acceptable solution for
processing huge amounts of usability related information. Nevertheless, QUT processes need to keep their richness by prioritizing the
‘‘what’’ over the ‘‘how much/how many’’ questions related to the detection of usability problems.

To cope with the above situation, this paper presents a new approach in which two datamining techniques (association rules and deci-
sion trees) are used to extend the existing Qualitative Usability Testing process in order to provide a general usability diagnosis of a given
context of use from a qualitative viewpoint. In order to validate our proposal, usability problems patterns belonging to academic web-
pages in Spanish-speaking countries are assessed by processing 3450 records which store qualitative information collected by means of a
Heuristic Evaluation.
� 2007 Published by Elsevier B.V.
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1. Introduction

Usability is a software attribute usually associated with
the ‘‘ease of use and to learn’’ of a given interactive system
[19], and largely recognized in the literature as ‘‘the extent
to which a product can be used by specified users to achieve
g usability testing through datamining techniques: ..., Inform.
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specified goals with effectiveness, efficiency and satisfaction
in a specified context of use’’ [1].2 In this setting, the notion
of context of use stands for a description of the actual con-
ditions under which the interactive system is being assessed,
or will be used in a normal working situation. Developing a
highly usable interactive system3 is a complex task. Devel-
opment teams have at their disposal methodologies from
the area of Usability Engineering (UE) [49], which is defined
as ‘‘the systematic approach to improving the usability of
user interfaces by applying a set of proven methods
throughout the system development lifecycle’’ [51].

The key principles of UE models are based on incremen-

tal prototyping, where usability goals are prioritized [44]. In
other words, developing a software product under a UE
model involves a number of intermediate stages that are
performed cyclically on the basis of an active user partici-
pation. In particular, an Evaluation Stage is usually
included, where usability estimation plays a major role.
This Evaluation Stage is carried out by an evaluation team

in charge of assessing the results obtained from applying
usability testing processes on the existing system or proto-
type. In this respect, the Evaluation Stage allows to intro-
duce critical changes in software development, enabling
designers and developers to incorporate user feedback until
an acceptable level of usability is reached.

In the above setting, two kinds of complementary
usability results are obtained. On the one hand, a quantita-

tive usability estimation is typically associated with the cal-
culation of metrics that assess some factors or dimensions
of software quality [19,37,62]. On the other hand, a qualita-
tive usability estimation is also normally included, since no
quantitative measure can be expressive enough to represent
something so complex as the overall usability of a software
problem or a user desire [14,19,49,37,18]. Indeed, this qual-
itative usability estimation often generates better insight,
and is typically carried out through a process that we will
call Qualitative Usability Testing (QUT). To be effective,
the QUT process cannot return just a number or ‘‘yes/
no’’ as an answer (e.g. ‘‘the interface is not usable’’ or
‘‘the system achieved a 75% of usability’’). Instead, detailed
information must be provided about why the design of a
given system S did not work as anticipated and which will
be the main usability problems that real users will find
when interacting with S. It is also expected that the QUT

process be able to prioritize the problems identified. Thus,
the main goal of the QUT process is to produce a usability
report including a prioritized list of usability problems for
S. The QUT process will be based on the application of dif-
U 133

134

135

136

137

138

139

140

141

2 This definition of usability is also used in the Common Industry
Format (CIF) for usability testing [59].

3 For the sake of simplicity in what follows we will assume that
whenever we refer to a system S we are referring to either a prototype of S

or a fully developed version of S, although we are aware of the differences
between both notions. Note that any actual interactive software S can be
always considered as an advanced prototype of the next, improved version
S 0 of the system S.
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ferent usability testing methods (such as Heuristic Evalua-
tion or Cognitive Walkthrough [49]).

Most QUT methods are focused on analyzing the inter-
face of a particular interactive system (see e.g.
[11,19,37,49]). Even when such methods can be successfully
applied for evaluating individual cases, they become com-
plex when a large number of systems belonging to the same
context of use have to be jointly considered to provide a
general diagnosis. The main reason for this is due to the
large amount of qualitative information that must be pro-
cessed and visualized simultaneously. However, diagnosing
the most general usability problems of a context of use as a
whole from a qualitative viewpoint is a challenge for UE

nowadays. Identifying such problems can help to evaluate
a new interface belonging to this context, and to prevent
usability errors when a novel interactive system is being
developed. From a quantitative viewpoint, condensing
results in singles scores, metrics or statistical functions is
an acceptable solution for processing huge amounts of
usability related information. Nevertheless, QUT processes
need to keep their richness by prioritizing the ‘‘what’’ over
the ‘‘how much/how many’’ questions related to the detec-
tion of usability problems.

This paper presents a novel approach called QUTC,
which empowers the traditional QUT process by extending
it through data processing and data mining techniques
coming from Knowledge Discovery in Databases (KDD)
[32,46]. Starting with the data collected by applying a
QUT process to a sample group of interactive systems
(all of them belonging to a given context of use C), our goal
is to obtain a general usability diagnosis of C. This usabil-
ity diagnosis will be based on the detection of usability
problem patterns of C. Each of the patterns obtained will
describe a relevant usability feature from a qualitative
viewpoint. By using this extended approach, queries posed
by the evaluation team will be associated with detecting
hidden relationships in the data collected from a traditional
QUT process. Answers from queries will be computed and
ranked through KDD techniques. In our approach we have
focused on the application of two particular KDD tech-
niques: association rules (as a descriptive technique that
searches for interesting relationships among items in a
given data set [32]) and decision trees (as a model for pre-
dictive usability problems). The final output will be a
usability report of the context of use under consideration.
This report will include a list of prioritized usability prob-
lems, each of them expressed in a standard format. In order
to validate our proposal, we have carried out an experi-
mentation in which a general usability diagnosis for the
context of use of academic web sites in Spanish-speaking
countries was assessed by applying the QUTC process.
The experimentation involved the processing of 3450
records which stored qualitative information coming from
the application of a Heuristic Evaluation (HE).

The rest of this paper is structured as follows. First, in
Section 2 we summarize the most relevant aspects of the
traditional QUT process under UE. Then, Section 3 pre-
g usability testing through datamining techniques: ..., Inform.
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4 For the purposes of this paper, we will restrict ourselves to the QUT

methods given in Figs. 1 and 2 although we are aware that this listing is
not exhaustive.

5 In that respect we assume that the evaluation team keeps track of the
techniques that have been used in previous Evaluation Stages during the
lifecycle of the system or prototype at issue.
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sents an overview of the main concepts related with KDD

and the two particular datamining techniques mentioned
before (association rules and decision trees). Section 4 pre-
sents our proposal for extending the traditional QUT pro-
cess by incorporating KDD techniques to identify typical
usability problems patterns of a particular context of use.
Section 5 describes some experimental results which dem-
onstrate the applicability of our integrated approach. Sec-
tion 6 discusses related work, and Section 7 concludes by
summarizing the main results that have been obtained
and discussing future work. We want to remark that this
article is based on some preliminary research work from
the authors on modeling usability evaluation of early pro-
totypes under User-Centered Design through association
rules [26,27].

2. Qualitative usability testing process under usability

engineering

During the last decade the QUT process has proven to
be a crucial part of the evaluation stage in UE [19,37].
Under this perspective, different kinds of methods are nor-
mally used, each of them having its particular features.
Moreover, these methods are usually classified in inspec-

tion, testing and inquiry methods according to the kind of
activities involved [19,37,49]. Usability inspection
[7,50,51,71] methods are based on the verification of usabil-
ity principles or ‘‘guidelines’’. In such methods, usability
experts examine and work with the interface of a given
interactive system to detect principle violations in their
design [61]. On the contrary, usability testing methods
require the active presence of the final users, who provide
usability related data to be analyzed by the evaluation team
[19,49]. Indeed, the testing approach usually involves the
evaluation of the system through the collection of data gen-
erated for representative users when working on general
tasks. Sometimes users are asked to complement the collec-
tion of measurable data with their opinion. Including the
participation of final users has proven to be successful to
enhance inspection methods efficacy [28,29,47], thus bring-
ing closer the inspection and testing activities. In usability
inquiry methods [19,49,33,61] usability evaluators obtain
information about users’ preferences, needs and under-
standing of the system by talking to them, observing them
as they use the system in real work, or letting them answer
questions verbally or in written form.

The listings shown in Figs. 1 and 2 (based on [37]) depict
the most common testing, inspection and inquiring meth-
ods used to perform QUT processes under UE. Note that
this listing is not exhaustive, summarizing just those QUT

methodologies which are most widely used. Indeed, some
methods given in the original listing presented in [37] were
omitted (as they are related to quantitative usability testing
processes) and some other methods not mentioned in [37]
were added, such as Participatory Walkthrough, Retrospec-
tive Think-Aloud, Scenarios-Based Walkthrough, Coopera-

tive Usability Testing, Cognitive Walkthrough for the Web,
Please cite this article in press as: M.P. González et al., Enhancin
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etc. Additionally, every method in Figs. 1 and 2 has been
linked to related bibliographical references. Note that some
of these methods are not defined explicitly to perform QUT

processes (e.g. Focus Group or Thinking-Aloud techniques).
However, they are considered useful tools for carrying out
such processes only if they are oriented towards testing
usability [18]. In the same way, methods such as Perfor-

mance Measurement or Log File Analysis could be more
close to quantitative usability testing than to QUT. Never-
theless, as we will see in Section 4, their results can be also
interpreted qualitatively by performing the approach pro-
posed in this paper. In spite of the differences present
among the methods in Figs. 1 and 2 4 there exist a number
of common elements that can be identified in any QUT
process (see Fig. 3), namely:

- an interactive system S which is being assessed using the
QUT process

- an generic evaluation method M for qualitative usability
testing (selected among the possible methods listed in
Figs. 1 and 2

- a particularization (or instance) M 0 of the method M,
defined for applying M to the particular usability evalu-
ation of the system S

- a dataset representing the results obtained from the
application of M 0 when assessing the qualitative usabil-
ity of the system S

- a number of different visual representations (visualiza-
tion) of the above results, used by the evaluation team
for facilitating their processing and analysis

- a final usability report containing the general results
coming from the whole qualitative usability evaluation
process

Next we will analyze the different steps related to apply-
ing a QUT process to a generic system S. We are aware that
in actual software development projects some parts of these
steps might overlap, as QUT is not always characterized in
a uniform and linear manner within the existing models for
software development in UE.

(1) Planning the QUT process. As a first step, a particu-
lar method M is selected by the evaluation team out of the
listings of possible options shown in Figs. 1 and 2. This
choice will depend on several aspects (the number of times
this technique was already used, the cost associated with it,
its adequacy to the system S at issue, etc.).5 According to
the particular features of the selected method M, some-
times a redefinition of the team should be done. This redef-
inition could involve the addition of some experts or users
in the evaluation team. Besides, the conditions to perform
g usability testing through datamining techniques: ..., Inform.
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Fig. 1. Most common testing and inspection methods to perform the QUT process. Those methods marked with (*) are based on [37].

4 M.P. González et al. / Information and Software Technology xxx (2007) xxx–xxx

INFSOF 4759 No. of Pages 22, Model 5+

3 July 2007 Disk Used
ARTICLE IN PRESS
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Fig. 3. Schema of the Qualitative Usability Evaluation (QUT) process for
an interactive system S.

M.P. González et al. / Information and Software Technology xxx (2007) xxx–xxx 5

INFSOF 4759 No. of Pages 22, Model 5+

3 July 2007 Disk Used
ARTICLE IN PRESS
U
NM (timetable, physical environment, equipment, etc.)

should be clearly stated.
Note that most QUT methods are defined in a general

way. Consequently, many times a specialization of M

should be defined in order to adequate it to the particular
QUT process in progress. As a result, an instance M 0 of
the original method M is defined, including the selection
of appropriate ideal values, and a more specific definition
of the main features of M (e.g. the definition of task in
the case of the Cognitive Walkthrough, or the re-writing
of questions in the case of Questionnaires). Additionally,
the use of specialized software may be required (as in the
Please cite this article in press as: M.P. González et al., Enhancin
Softw. Technol. (2007), doi:10.1016/j.infsof.2007.06.001
E
Dcase of the Remote Testing). In such cases, part of the plan-

ning should include the selection of a particular software
platform. Mostly this selection will be depend on the asso-
ciated costs and the available resources.

(2) Carrying out the QUT process. This step materializes
the real performance of the method M 0 on the basis of the
decisions made during the previous Planning step. If the
method M 0 requires the use of a specialized software, it will
be necessary to run it with the adequate parameters. In any
case, the members of the evaluation team will apply the
method M 0 to test the system S under evaluation, carrying
out actions such as task completion, time capture, collect-
ing usability data, etc. Depending on the features of M 0, the
process will be carried out different numbers of times. It
must be stressed that due to the nature of the QUT meth-
ods, qualitative information (often alphabetic data) is col-
lected and complemented with natural language
explanation of its significance.

(3) Processing and analyzing QUT results. A crucial part
of the QUT process is the processing and the analysis of the
results obtained in the previous step. In the worst case, the
final usability problem set is created just by compiling the
data obtained from applying the method M 0 without any
other consideration. In an ideal situation, data coming
from the application of M 0 are processed and analyzed to
achieve a general diagnosis of the usability problems in
S. To do this, the members of the evaluation team should
compare those data in order to detect agreements and dis-
agreements between the different applications of M 0 during
the previous QUT step. Any usability problem should be
carefully examined to decide if its relevance is strong
enough. Frequently, this examination implies not only
g usability testing through datamining techniques: ..., Inform.
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the processing of qualitative information but also the con-
sideration of natural language explanations that comple-
ment the alphanumeric data available. The use of
different kinds of graphical representations (such as dia-
grams, concept maps, etc.) can enhance the visualization
and processing of the obtained results.

(4) Reporting QUT conclusions. As an output, the QUT

process returns a set of justified usability problems detected
in the system S under evaluation. To report this set there
are different standards and reporting sheets. For example,
Fig. 4 shows a common format to report a usability prob-
lem that can be embedded in any standard usability report,
such as the Common Industry Format for Usability test

report (CIF) [59].
Interestingly, the above QUT process steps can be

applied to evaluate not only the usability of a particular
interactive system S, but also the usability of a group of
interactive systems as a whole, all of them belonging to
the same context of use. However, as explained in Section
1, processing and analyzing QUT results becomes complex
when a large group of systems has to be jointly considered
to provide a general diagnosis of this current context of
use, since a considerable amount of qualitative information
must be visualized and treated simultaneously. In this sec-
ond situation, it would be desirable that the evaluation
team be able to consider all such information with a rea-
sonable cost and without losing the richness of the qualita-
tive perspective. As we will see in the next sections,
extending the characterization of the QUT process pre-
sented in this Section by integrating the traditional
approach with some KDD techniques can help to cope with
the above problem.
361
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3. Knowledge discovering in databases: A brief overview

As stated in Section 1, KDD is a discipline which
involves the nontrivial extraction of implicit, previously
unknown, and potentially useful information from data
[32]. KDD can be formalized as a process in which data
coming from (possibly) heterogenous sources are normal-
ized and combined into a transactional database, in which
features or attributes are identified. The extraction can be
U
N

C

Fig. 4. A sample organization and page layo
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modelled as a process in which different steps [32,58] can
be identified:

- Data preprocessing: This first step condenses a number
of intermediate steps required to prepare data for the
mining task, such as data cleaning, integration, selection
and transformation. Data cleaning routines attempt to
fill in missing values, smooth out noise, and correct
inconsistencies in the data. If required, multiple data
sources may be combined in a single database, and addi-
tional selection and transformation operations may be
performed to unify and consolidate data formats.

- Datamining (DM): Once data has been preprocessed
and condensed in a database, datamining techniques
can be applied in order to extract relevant patterns from
it. There exist several datamining techniques, such as
association rules, decision trees, Bayesian data analysis,
neural network models, etc. (for a detailed discussion see
[32,46]).

- Pattern evaluation and knowledge representation: Differ-
ent criteria (e.g. interestingness measures) are applied
to evaluate the patterns obtained as an output of the dat-
amining algorithms. Finally, visualization and represen-
tation techniques are used to present the mined
knowledge to the user.

Note that datamining is only one step in the entire pro-
cess, albeit an essential one since it uncovers hidden patterns
for evaluation. In order to detect these hidden patterns of
information, datamining can be descriptive – identifying
general properties of the data being analyzed – or predictive

– building models upon the data available. Based on the pre-
vious steps, a typical software platform for KDD would
involve the following major components (see Fig. 5): (a) a
database or information repository, consisting of one or a
set of databases, spreadsheets, or other kinds of information
repositories where data is stored; (b) a KDD engine, which
consists of a set of functional modules for accomplishing
the datamining tasks described before. The KDD engine
provides a number of datamining algorithms, as well as
modules for pattern evaluation and visualization (by means
of a graphical interface); (c) a front-end module which
allows the final user to interact with the KDD engine,
ut for reporting usability problems [19].

g usability testing through datamining techniques: ..., Inform.
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typically by means of a specialized datamining query

language (DMQL), which covers a wide spectrum of tasks,
such as data characterization for mining association rules,
data classification, computation of decision trees, etc. [32].
Different general-purpose platforms like WEKA [72],
Orange [17] or DBMiner [32] have been developed to carry
out the KDD process, each of them with their specific DMQL
language. Such query-oriented languages range from very
basic command-line interpreters (as the Command-line
Interface provided by the WEKA platform [72]) up to more
sophisticated tools such as specialized scripting languages
(as the one provided by the module orngMySQL in the
Orange platform [17]), MSQL [36], OLE DB for Datamining
[48], or more recently KDDML [60], among others).

As already stated in the introduction, in this paper we
present a new, extended approach to the traditional QUT

process by incorporating two particular datamining tech-
niques (association rules and decision trees). In order to
make this article self-contained, we will summarize next
some of their main features.

3.1. Association rules

Association rule mining finds interesting relationships
among items in a given data set [32]. The discovery of such
relationships among transaction records is typically used in
many business decision making processes, such as catalog
design and cross-marketing. A typical example of associa-
tion rule mining is the so-called market basket analysis,
where a company analyzes customer buying habits by find-
ing associations between the different items that customers
place in their ‘‘shopping baskets’’. The discovery of such
associations can help retailers to develop marketing strate-
gies in which they identify which items are frequently pur-
chased together by customers.
Fig. 6. A sample Market basket represented as a transactional
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database D onto which association rule mining can be
applied. In such databases we identify a set I of items

involved (for this example, I={milk, cheese, beer, fries,
hot-dogs}). An association rule is an implication of the
form A) B, where A � I, B � I, and A \ B = ;. Two basic
concepts are used to measure the interestingness of an asso-
ciation rule, namely support and confidence. The rule
A) B is said to hold in D with support s if s is the percent-
age of transactions in D that contain A [ B, i.e. the prob-
ability P(A [ B). The rule A) B has confidence c if c is
the percentage of transactions in D containing A that also
contain B, i.e. P(BjA). Thus, confidence c for a rule A) B

can be calculated as Support(A [ B)/Support(A). Fig. 6
shows two possible association rules that can be obtained
from the database D. From this example we can see how
association rules allow us to identify patterns in datasets
which suggest hypotheses (e.g. 100% of customers buying
milk are also buying cheese). Clearly, real-world problems
demand hundreds or thousands of records with different
items. The main difficulties in the generation of association
rules from large datasets involve the combinatorial explo-
sion in the number of rules to be assessed. The solution
for this problem is twofold: on the one hand, association
rules are constrained by means of thresholds to be consid-
ered useful as mined knowledge (e.g. confidence should be
greater than 95%). On the other hand, very efficient algo-
rithms have been developing for mining association rules
from large databases, notably APRIORI and FP-GROWTH

[32]. Such algorithms reduce the computational complexity
by relying on specified thresholds for confidence and sup-
port values. Additionally, powerful query primitives have
been developed to post-process the generated rulebase, as
well as for performing selective, query based generation
as explained before.
database (left) and some possible association rules (right).

g usability testing through datamining techniques: ..., Inform.
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Fig. 8. Sample database with examples characterizing when to play tennis
in Saturday mornings (target attribute: PlayTennis).
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3.2. Decision trees

Decision trees are flow-chart-like tree structures, where
each internal node denotes a test on an attribute value,
each branch represents an outcome of the test, and tree
leaves represent classes or class distribution [46,72]. Deci-
sion trees classify instances by sorting them down the tree
from the root to some leaf node, which provides the classi-
fication of the instance. Each node in the tree specifies a test
of some attribute of the instance, and each branch descend-
ing from that node corresponds to one of the possible val-
ues for this attribute. In order to classify an unknown
sample, the attribute values of the sample are tested against
the decision tree. A path is traced from the root to a leaf
node that holds the class prediction for that sample.
Fig. 7 (left) illustrates a typical learned decision tree. This
decision tree classifies Saturday mornings according to
whether they are suitable for playing tennis. Thus, the
instance (Outlook = sunny, Temperature = hot, Humid-

ity = high, Wind = Strong) would be sorted down the left-
most branch of the tree and would therefore be classified
as a negative instance (i.e. the tree would be predicting
PlayTennis = no). Decision trees can also be depicted alter-
natively in text format as shown in Fig. 7 (right).

Decision trees can be automatically generated from dat-
abases in which different attributes are identified, as well as
some particular ‘‘target attribute’’ (which corresponds to
the class to be predicted by the tree). Typical algorithms
used for generating decision trees are ID3 and C4.5 [46].
Such algorithms learn decision trees by constructing them
top-down, identifying which is the best attribute to be
selected for classifying the instances of the dataset in differ-
ent classes (according to the target attribute chosen). Fig. 8
shows a sample database associated with the behavior of
people playing tennis Saturday mornings [46]. From this
database, by applying the ID3 algorithm, the tree shown
in Fig. 7 can be automatically obtained.

When building decision trees, two disjoint subsets from
the dataset can be distinguished: training data (used to
build the decision tree) and test data (used to validate the
tree that has been obtained). Validation allows to deter-
mine the proportion of instances from the test set that have
been successfully predicted. Usually 2/3 of the original
U
N

C

Outlook

Humidity Wind

No Yes No Yes

Yes

Sunny Overcast Rainy

High Normal Strong Weak

Fig. 7. A decision tree obtained by ID3 from the database shown in Fig. 8 (left
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dataset are used for training, whereas the remaining 1/3
is used for testing [46,72]. Most KDD platforms (such as
WEKA) integrate the training and validation processes
within the same interface, giving the user facilities to
choose among several possible options. It must be
remarked that decision trees can be obtained even from rel-
atively small databases. In fact, excessive amount of data
used for learning decision trees leads to the problem known
as ‘‘overfitting’’ [46,58]. This occurs with noise and correla-
tions in the training set that are not reflected in the data as
a whole.
4. Incorporating KDD techniques into the QUT Process

In this Section, we propose a novel characterization of the
QUT process based on the integration of the traditional
approach described in Section 2 and KDD techniques. In
our proposal, KDD is used to gather common usability fea-
tures of a large group of systems SC = {S1 . . . Sn} (each Si

belonging to the same context of use C) in order to achieve
a general usability diagnosis of C as a whole. In what follows
we will call this new approach QUTC. By performing the pro-
posed QUTC process, the members of the evaluation team
will be able to formulate different queries to an underlying
KDD engine, getting as an output additional, qualitative
information that will condense usability problem patterns
Outlook=sunny

Humidity=high:  PlayTennis=no 

Humidity=normal: PlayTennis=yes

Outlook=overcast

PlayTennis=Yes

Outlook=Rainy

Wind=strong: PlayTennis=no

Wind=Weak: PlayTennis=yes

) and the alternative representation of the same tree in textual form (right).
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in C. The result of every query performed by the evaluation
team will be expressed in terms of a decision tree or a ranked
list of association rules where every association rule will
express a (possibly hidden) relationship among usability fea-
tures of SC. Decision trees, on the other hand, will represent a
predictive pattern derived from those usability problems of
SC. These trees will provide a model that can help to under-
stand the usability features of C and to better assess the QUT

evaluation of a new system Sn+1 belonging to C that has to be
tested under a UE perspective.

Fig. 9 shows a schematic view of the framework for per-
forming the novel approach QUTC. Following the UE

principles, our proposal relies on different data collected
during the existing QUT process and automatically com-
piled as a transactional database onto which KDD tech-
niques can be applied. In fact, our proposal is based on
extending the traditional QUT approach by adding the fol-
lowing elements:

- a transactional database DB which stores all the results
obtained from applying the traditional QUT process to
a group of systems SC.

- a KDD engine (such as those present in the platforms
described in Section 3) capable of automatically comput-
ing association rules and decision trees.

- a DMQL Front-end for the KDD engine, which should
provide the interface for the evaluation team in order
to pose queries (using the DMQL associated with the
KDD platform) to detect usability problem patterns
which will be given as an output of the KDD engine.
In our case, for every query made by the evaluation team
these patterns will be represented as a decision tree or as
a ranked list of association rules.
U
N

C
O

R
R

E

M (qualitative
usability evaluation 

methodology)

S1

S2

Sn

Sn+1

C (Context of Use)

1..n

1..n

S
am

pl
e

QUT Process for the systems S1..Sn

Ri (results
for Si) 

Ri (results
for Si) 

M’ (M adapted 
to test C)

URc (usability report for C)

usability
evaluation

of S

reph

Fig. 9. Schema of the proposed Qualitative Usability Evaluation
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- a visualization module (in most cases provided by the
KDD engine itself) which provides different alternative
graphical representations of the patterns found (e.g.
tree-like charts for decision trees as those provided by
WEKA [72] or 3-D representations for association rules
as provided by DBMiner [32]).

- a collection of usability problems patterns related with the
context of use C. Every pattern in this collection will be
either a decision tree or a ranked list of association rules.

As before, we will analyze next the steps related to
applying a QUTC process to a given context of use C:

(1) Planning the QUTC process. As in the QUT process
described in Section 2, the QUTC process will start with
the selection of a particular method M by the evaluation
team. A specialized method M 0 to focus M on C may be
required as already indicated in the Planning Step of the
traditional QUT process (see Section 2). This may required
the possible redefinition of the evaluation team on the basis
of M 0. Besides, if M 0 involves the use of specialized soft-
ware, the selection of a particular software platform should
be also included.

Clearly, the ideal QUTC process for the context of use C

should involve an exhaustive usability evaluation of all sys-
tems in C to ensure a complete vision of such context.
However, with the exception of some particular situations,
this evaluation is not practically feasible for two main rea-
sons. First, the cost associated with this exhaustive usabil-
ity evaluation becomes prohibitive if the context of use
includes several systems (e.g. it is practically impossible
to consider all the systems belonging to the context of
use of electronic banking). Second, in most cases the defini-
tion of a context of use is not static but rather dynamic, as
1..n DB

KDD
Engine

Queries
in DMQL 

Decision
Trees

DMQL
Front-end

R (set of 
ranked lists 

of ARs)

UPPc
(usability problem

patterns for C)

Visualization

Evaluation team 
analysis

rasing

(QUTC) Process for a context of use C of interactive systems.
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the context changes whenever new systems are developed
or existing ones are modified. Consequently, a sample
group of systems SC = {S1 . . .Sn} must be selected to repre-
sent the full context C. Choosing this sample group is not a
trivial task, and the use of a random-based criterion or
another selection criteria will depend on the nature of C.
Respecting how many systems must be included in SC to
ensure that they provide a representative sample of C, sev-
eral possible guidelines can be adopted, as those given in
[58].

Planning a QUTC process will also include the selection
of a particular software platform and the associated
DMQL to carry out the KDD process. As before, also
the conditions to perform M 0 (timetable, physical environ-
ment, equipment, etc.) should be clearly stated. Addition-
ally, the conditions to perform the KDD process
(software requirements, equipment, etc.) must be
considered.

(2) Collecting the QUTC data. The QUTC process relies
on different qualitative usability data collected during the
application of the same QUT process to SC. Thus, perform-
ing the method M 0 within all the elements in SC is a central
task. For the sake of simplicity, we are assuming that only
one evaluation team will carry out the usability evaluation
of every system in SC. However, probably more than one
evaluation team can be involved in such evaluation without
invalidating the methodology, as shown in [20]. As the
evaluation team carries out the usability evaluation of the
elements in SC, the obtained results (qualitative data) must
be collected in an information repository (a database, a
spreadsheet, a data warehouse, etc.). Note that this repos-
itory can be used later on to obtain statistical information
that could complement results coming from the QUTC pro-
cess as discussed in Section 1.

(3) Applying KDD techniques within the QUTC process.

Once the qualitative data related to usability problems
has been collected, the next step in the QUTC process will
consist in discovering patterns in that data by means of
KDD techniques. To do this it will be necessary to auto-
matically transform the data repository obtained in the
previous step in a transactional database [58]. The follow-
ing steps will be carried out, as described in Section 3:

- Preprocessing the qualitative usability data. As pointed
out in [58], there does not exist a fully automatic system
capable to preprocess the data to clean and integrate
them. In the case of the QUTC process cleaning and inte-
grating the data is worthwhile, as the result can be used
later on to obtain statistical information as explained in
the previous step (Collecting the data). Note that data
integration will be necessary only if more than one trans-
actional database is generated (i.e. in the case of multiple
teams performing M 0).

- Mining the data to obtain usability problem patterns.
Once the data has been treated as described before, the
evaluation team can use the selected KDD software plat-
form and the associated DMQL in order to pose queries
Please cite this article in press as: M.P. González et al., Enhancin
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using the DMQL Front-end. In our approach the evalu-
ation team can pose queries oriented towards obtaining
two kinds of models for patterns: association rules and
decision trees. Association rules will express (possibly
hidden) relationships among attributes present in the
qualitative information of DB, whereas decision trees
will represent a predictive usability pattern characteriz-
ing the qualitative usability behavior of the context of
use C.

In a first stage, the evaluation team will post a start-
ing query just to detect the most relevant relationships
(expressed as association rules) among the attributes in
the database DB on the basis of a threshold value for
support, confidence and a maximum number of rules
to be computed. As a result, a ranked list R1 of associ-
ation rules will be automatically obtained, containing the
most relevant information (with possibly hidden relation-
ships) that needed to be considered by the evaluation
team. By performing the next step (Visualizing and ana-

lyzing QUTC results) the evaluation team will be able
to observe and analyze the different attributes and rela-
tionships present in the association rules of R1. In the
case of decision trees, queries will include the target
value. By default, 2/3 of the available data in DB will
be randomly assigned to the training set, whereas the rest
of the data will be used as the test set. However, as
explained in the next step of the QUTC process, this pro-
portion can be modified by the evaluation team if
required. It must be remarked that, according to our
experiments, the computation of decision trees in this
first stage does not make much sense, as at the beginning
of the KDD process any of the attributes present in DB
has the same chance to be considered a target attribute.

Next, on the basis of information available in R1, the
evaluation team can pose more refined queries expressed
in a MSQL language by means of the DMQL Front-end.
This time the aim will be to deepen the analysis of the infor-
mation collected in the database DB. Thus, each new query
for mining association rules will produce additional and
more focused information, characterized as new ranked
lists R2, R3, . . ., Rk. Note that all these ranked lists are
available to the Evaluation Team. For example, given the
context of use of some electronic banking and a database
BANK_EVALUATION with the information about the
usability evaluation of the website of 50 banks, the follow-
ing query in MSQL language can be performed:

GetRules(BANK_EVALUATION) where
[Antecedent has{(profession=*)and. . . and age > 30}
and Consequent has{error_type=*}
and support >0.8 and confidence >0.9]

The outcome of this query will be a ranked list of usabil-
ity problem patterns showing relationships between the
profession of those users who are more than 30 years old
and the most common errors made by them when browsing
g usability testing through datamining techniques: ..., Inform.
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6 The Spanish-speaking countries are formed by Spain and all Spanish-
speaking countries in the Americas, including almost 35 million people
living in USA with Spanish-related cultural origins.

7 See www.aipo.es (webpage of the Asociación Interacción Persona
Ordenador – AIPO)

8 The Universia portal is a widely used official portal about universities
available for Spanish-speaking countries. See www.universia.es
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a bank website. In the same way, the following query in the
WEKA Command Line language:

java weka.classifiers.trees.ID3 -t BANK_EVALUATION.xls
-c 7 -d r.txt

will generate a decision tree (given as an output in the
file r.txt) using the ID3 algorithm, the file BANK_EVAL-
UATION.xls as the database DB, and the seventh attribute
in the file BANK_EVALUATION.xls (the attribute error_-
type) as the target attribute. This tree will allow the evalu-
ation team to characterize a usability problem for the
context of use of the electronic banking based on predicting
the behavior of the attribute error_type.

(4) Visualizing and Analyzing QUTC results. As in the
usual QUT process, an important part of the QUTC pro-
cess will involve the analysis of the usability problem pat-
terns obtained in the previous step. The use of the
visualization tools provided for most KDD platforms (such
as WEKA [72] or Orange [17]) can help members of the
evaluation team to observe different graphics and charts
representing the obtained patterns. For the elements in
ranked lists, results could be displayed as a sequence of
association rules (each of them with the format described
in Section 3.1). Additionally, a number of Cartesian charts
can be generated, each of them depicting relationships
between different attributes and their values present in
the input database. Decision trees are so expressive by
themselves that usually their tree-chart representation suf-
fices. Due to the possibly interdisciplinary nature of the
evaluation team, having different alternatives for visualiz-
ing the usability problem patterns detected above will pro-
mote a better understanding of them.

The goal of the evaluation team analysis will be to
decide whether every pattern found depicts a usability
problem of C. Indeed, each detected pattern will be dis-
cussed on the basis of its relevance and significance. For
example, the relative position of every association rule in
a ranked list expresses these features, jointly with its inter-
estingness (support and confidence). Note that the relative
position of an association rule with respect to the general
ranking obtained (i.e. its position in the ranked list) is
directly related to the prioritization of the usability prob-
lem pattern depicted by the rule. Moreover, metrics such
as support and confidence guarantee that only significant
patterns will be obtained, according to the criteria of the
usability evaluation team. For decision trees, the validation
process mentioned in Section 3.2 is used in the QUTC pro-
cess to determine whether a particular tree is valid or not.
Indeed, the members of the evaluation team can adopt a
minimal threshold value for accepting each decision tree
(e.g. taking into account only those trees with at least
80% of correct predictions). The selection of the minimal
threshold will depend both on the context of use under con-
sideration and the criteria adopted by members of the eval-
uation team. Those trees which are acceptable will be
included in the final usability report. In the case of a tree
Please cite this article in press as: M.P. González et al., Enhancin
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which is not accepted, members of the evaluation team
can come back to the previous step in the QUTC process
to redefine the criteria for building the training and test
set in the particular query used to generate the tree.

(5) Reporting QUTC conclusions. The QUTC process
returns as an output a set of justified usability problems
patterns detected for the current context of use C. It is
desirable to rephrase each pattern as a usability problem
expressed in some standard format similar to the one
shown in Fig. 4. If necessary, also the different visualiza-
tions of the usability problem patterns generated during
the QUTC process can be added to the final output using
this format.
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O5. Experimentation and discussion

In this Section, we will summarize the results obtained
after using the proposed approach to evaluate the usability
of the context of use formed by academic web sites in
Spanish-speaking countries.6 In what follows we will refer
to this context as CUsP. Note that CUsP involves hundreds
of millions of potential users (persons who speak Spanish
either natively or by adoption) whose cultural background
is primarily associated with the Spanish language and cul-
ture, regardless of ethnic and geographical differences. In
particular, the QUTC process was carried out by process-
ing qualitative information stored in 3450 records which
were collected by means of a Heuristic Evaluation (HE).
This experimentation was carried out within the Second
Stage of the UsabAIPO Project (UsP),7 a project focused
on usability research which involved the participation of
more than 15 university research groups specialized in
Human–Computer Interaction. In UsP four different cate-
gories were considered, namely Design Category,Content

Category, Navigation Category and Search Category.

Besides, during the First Stage of the UsP, the partners
of the project decided to consider the web sites of all uni-
versities listed in the Universia portal8 (69 universities in
total) as the sample which will represent CUsP in every
stage of UsP.

Concerning the Second Stage of UsP, the evaluation
team was formed by three usability experts and two Com-
puter Science advanced students with solid knowledge
about UE and usability. Two of the experts were university
professors and the other was a PhD student. All members
were also frequent users of academic web sites in Spanish-
speaking countries. First, as established within the UsP

Project, the web sites of the 69 universities listed in the Uni-

versia portal were considered as the sample of CUsP to be
g usability testing through datamining techniques: ..., Inform.
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used. Second, HE [49] was selected as the evaluation
method M to be applied. In order to define M 0 (a special-
ization of M), two general heuristic principles for each of
the above categories were defined on the basis of 300
answers corresponding to a poll carried among users
belonging to CUsP and results coming from the UsP First
Stage [42] (in which the usability of the homepages in CUsP

was assessed by means of a HE specialized for homepages).
Each general heuristic principle was decomposed in several
heuristic-related questions, all of them related to features
to be tested. As a result, 25 questions were defined (from
question #1 to question #25), (see Fig. 10). Ranges and
ideal values were defined for each possible heuristic-related
answer. As an example, Figs. 11 and 12 summarize the heu-
ristic-related questions corresponding to the Design
Category.

Since there was no suitable software package available
for the application of the method M 0 (which involves the
jointly HE of the 69 selected webpages on the basis of
the 25 heuristic-related questions mentioned before), we
developed a specialized software tool called UsabAIPO

Heuristic Management System (UHMS). Fig. 13 shows a
UHMS screenshot. This tool was mainly intended to sup-
port the usability evaluation of the 69 selected websites
on the basis of the 25 heuristic-related questions that were
defined. Indeed, the UHMS provides a simultaneous visu-
alization of the current website that is being evaluated, the
current heuristic-related question that needs to be answered
(including possible answers), its significance within the
website being considered and a pull-down menu to carry
out the evaluation. To do this, every heuristic-related ques-
tion was linked with an attribute in an output spreadsheet
called Usability_Universities, which stores the result of the
evaluation (as an example, see the correspondence between
heuristic-related questions concerning the Design category
and attributes in UHMS in Fig. 15). Every row in Usabil-

ity_Universities represents the whole usability evaluation of
a particular university. Besides, the tool provides a special
form (see Fig. 14) that allows the evaluator to add his/her
comments expressed in natural language, which will be
automatically stored as part of the answer. When a user
introduces some comment in UHMS, a pair of the form
<Attribute_Name: evaluator_comment> is added
to the last column of Usability_Universities in the row asso-
ciated with the university under evaluation. If necessary,
different comments related to different Heuristic-related
questions can be concatenated in the same row, separated
by a slash (‘‘/’’). In order to perform the KDD tasks
required for our experimentation the WEKA platform
[72] was chosen, as it provides the implementation of the
datamining techniques that are needed (induction of deci-
sion trees and mining of association rules) along with an
embedded Front-End with a very simple Command-line
interface for posing queries and a visualization module to
improve the interpretation of final results.

Next, the evaluation team was divided in two sub-teams
in order to carry out two independent usability evaluation
Please cite this article in press as: M.P. González et al., Enhancin
Softw. Technol. (2007), doi:10.1016/j.infsof.2007.06.001
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of the 69 websites considered by applying the method M 0

described before. The browsers MS Internet Explorer 6.0,
Mozilla Firefox 5.0 and Netscape 8.0.1 were used to visual-
ize the websites. The strategy used for each HE execution
included a first overview of the website under evaluation
for about 10 min, followed by an in-depth evaluation sup-
ported by the UHMS. As a result, each sub-team obtained
1725 qualitative answers (25 heuristic-related questions
applied to assess 69 websites). that were stored in two tem-
porary spreadsheets Usability_Universities_1 and Usabil-

ity_Universities_2. During the preprocessing of the data
stored in the two spreadsheets, each evaluation sub-team
controlled the data produced by the other sub-team. After-
wards both spreadsheets were condensed in a final spread-
sheet called Usability_Universities, which contained 3450
records automatically generated by the UHMS. As an
example, a partial view of the sheet corresponding to the
Design Category in Usability_Universities is shown in
Fig. 16. Except for the comment column, all the rest of
the spreadsheet was automatically transformed into the
Attribute-Relation File Format (arff)9 suitable for being
processed by WEKA. Note that with the usual QUT pro-
cess, a throughout analysis of all these answers from a
qualitative viewpoint is not a feasible task, and going
beyond the generation of some pie- or bar-charts is hardly
tractable for the evaluation team. At this stage of the
experimentation, the evaluation team was able to apply
the proposed approach to process and analyze the informa-
tion stored in Usability_Universities (the qualitative
answers coming form M 0).

Different kinds of queries were posted by the evaluation
team to mine the data stored in Usability_Universities.
First, a general ranked list of association rules for each cat-
egory of the UsabAIPO Project was computed using the
Apriori algorithm provided by WEKA (with a support of
60%, a confidence of 90% and by selecting the best fifteen
rules obtained). As an example, Fig. 17 shows the ranked
list L1 obtained corresponding to the Design Category.
Note that the rules in L1 provide a first guideline for iden-
tifying which attributes were involved in the discovered
patterns.

In order to focus the detection of usability problems pat-
terns within the context of use under evaluation, only those
association rules containing some attribute whose value
denoted a usability problem were considered. These attri-
butes were tagged as ‘‘problematic attributes’’. Besides asso-
ciation rules expressing similar usability problems were
jointly considered, taking into account the possibility of
involving one association rule in more than one usability
problem pattern group (if the rule had more than one attri-
bute with values denoting usability problems). For exam-
ple, the association rules #1, #2, #3, #5, #12 and #15 in
L1 showed that, according to the information stored in
the spreadsheet Usability_Universities, there exist usability
g usability testing through datamining techniques: ..., Inform.
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Fig. 10. Heuristic-related questions for the UsabAIPO Project (D, N, C and S corresponds to Design, Navigation, Content and Search Categories).
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Fig. 11. Heuristic-related questions concerning Graphical Design (Design Category).
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on the websites of the context of use under evaluation (i.e.
CUsP).

Note that the usability problem patterns in rules #1, #2,
#3, #5, #12 and #15 in L1 not only pointed out which are
the ‘‘problematic attributes’’ of Usability_Universities

related with the absence of a liquid design (considered as
a usability problem), but also allowed to detect the most
relevant relationships among them. This way, in the future
these patterns will provide valuable information for assess-
ing the usability of a particular system which is not
included on the Universia portal but belongs to the context
under consideration. Indeed, these usability problem pat-
terns highlighted (based on the correspondence shown in
Fig. 15) the most relevant heuristic-related questions that
should be considered when assessing the usability of S with
respect to its liquid design). Moreover, these patterns can
be used as guidelines when designing and developing a
novel system S within the context of use of academic web-
pages in Spanish-speaking countries, since they reflect crit-
ical interface elements that influence or are influenced by
Please cite this article in press as: M.P. González et al., Enhancin
Softw. Technol. (2007), doi:10.1016/j.infsof.2007.06.001
the liquid design in this particular environment. Addition-
ally, we want to remark that relationships on rules #1, #2,
#3, #5, #12 and #15 in L1 were non trivial and therefore
not easily detectable for the evaluation team from the avail-
able information. Thus, the results obtained follow from
the successful application of the KDD-based procedure
when performing the proposed method M 0.

On the basis of the ‘‘problematic attributes’’ present in
the association rules and the evaluators’ comments in nat-
ural language stored in the spreadsheet Usability_Universi-

ties, members of the evaluation team could post more
specific queries to mine the data in the spreadsheet. The
queries included different values for support and confidence
according to the criteria established by the members of the
evaluation team. As an example, the queries shown below
were basically intended to analyze some ‘‘problematic attri-
butes’’ present in the association rules of L1.

GetRules (Usability_Universities) where
[Antecedent has {FriendlyInterface=sometimes}
and support > 0.8 and confidence > 0.9]}
g usability testing through datamining techniques: ..., Inform.
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Fig. 12. Heuristic-related questions concerning Images (Design Category).
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Fig. 13. Interface of the UsabAIPO Heuristic Management System. Form for introducing results from usability evaluation.
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GetRules (Usability_Universities) where
Consequent has {(CleanInterface=no) or
(CleanInterface=sometimes)}
and support > 0.6 and confidence > 0.7]}
lease cite this article in press as: M.P. González et al., Enhancin
oftw. Technol. (2007), doi:10.1016/j.infsof.2007.06.001
Besides, using the attributes present in the the fifteen asso-
ciation rules in L1 as targets, the evaluation team was able to
post more specific queries to obtain decision trees which
helped to predict the behavior of the context of use under
g usability testing through datamining techniques: ..., Inform.
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Fig. 14. Interface of the UsabAIPO Heuristic Management System. Form for adding comments to the usability evaluation.

Fig. 15. Correspondence between heuristic-related questions concerning the Design category of UsabAIPO Project and attributes in UsabAIPO Heuristic

Management System.
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Cevaluation. In the case of this experimentation, 2/3 of the
available data in Usability_Universities were randomly cho-
sen by WEKA to be included in the training set, and the rest
of the data was used as the test set. The threshold value for
accepting decision trees was set in 70% of correctly classified
instances. As a result, different decision trees were obtained,
as the one shown in Fig. 18. This tree is the result of calculat-
ing the query shown below with the target FriendlyIn-
terface (attribute #1 in the Design Category of the UsP):

java weka.classifiers.trees.ID3 -t usability_universities.arff
-c 1 -d r.txt

Fig. 18 shows the text-based representation provided by
WEKA of the resulting decision tree for the target attribute
Please cite this article in press as: M.P. González et al., Enhancin
Softw. Technol. (2007), doi:10.1016/j.infsof.2007.06.001
FriendlyInterface. Every line of text shows the value
assignment for an inner node (attributes in the DB) with
the format ‘‘Attribute_Name=value’’, and every ‘‘j’’ corre-
sponds to a new level in the tree. Those lines including ‘‘:

class_value’’ indicate that the target attribute has been
assigned a particular class value. Note that every branch
in the tree can be read as an ‘‘if-then’’ rule (e.g. the branch
corresponding to the first three lines of the text in Fig. 18
stands for the rule ‘‘if (LabeledImages=yes) and
(ImageResolution=yes) and (LiquidDesign=no)
then (FriendlyInterface=no)’’).

Note that the decision tree in Fig. 18 showed that,
according to the information stored in the spreadsheet
Usability_Universities, the values stored in the attributes
LabeledImages and ImageResolution (attributes
g usability testing through datamining techniques: ..., Inform.
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Fig. 16. Partial view of the sheet Usability_Universities corresponding to the Design Category.

Fig. 17. Ranked list L1 related with the Design Category of the UsabAIPO Project (visualization provided by the WEKA platform).
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Project) were crucial to predict the value of the attribute
FriendlyInterface (as they are close to the root of
the decision tree in Fig. 18). On the contrary, the value
stored in the TextDesign attribute (attribute #3 con-
cerning the Design category) was not extremely relevant
when predicting the value for FriendlyInterface.
We want to remark that the information stored in this
decision tree was previously unknown for the evaluation
team, as it was not intuitive enough to be discovered by
means of statistics or simply by observation. Conse-
quently, for the evaluation team this tree represents
Please cite this article in press as: M.P. González et al., Enhancin
Softw. Technol. (2007), doi:10.1016/j.infsof.2007.06.001
new knowledge about usability problems concerning the
context of use under study.

At this stage the evaluation team was able to analyze the
results obtained using the WEKA visualization module.
On the one hand, ranked lists of association rules were visu-
alized as shown in Fig. 17. On the other hand, decision trees
were examined (as the one depicted in Fig. 18). Additionally,
the evaluation team generated different Cartesian charts
using the WEKA visualization facilities. Everyone of such
XY-charts represents the frequency of different possible val-
ues associated with an attribute AZ with respect to the values
of two other attributes AX and AY in Usability_Universities.
g usability testing through datamining techniques: ..., Inform.
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Fig. 18. Decision tree #4 (target attribute FriendlyInterface with possible
values {yes, no, sometimes, null}) corresponding to the Navigation
Category within the UsabAIPO Project (visualization provided by the
WEKA platform).
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Values on the axes X and Y correspond to the possible values
of AX and AY. A number of marks or symbols is use to denote
different possible values of the attribute AZ. The size of every
symbol used for representing values of AZ is related to its fre-
quency in Usability_Universities (the bigger the size is, the
more frequent that value occurs in Usability_Universities).
For example, Fig. 19 shows the relations among the attri-
butes CleanInterface, TextDesign and Friendly-

Interface present in the ranked list L1.
To give a formal account of the usability problem pat-

terns that were obtained, the evaluation team rephrased
them using a format similar to the one shown in Fig. 4
(see two examples related to the Design Category in
Fig. 20). A report describing the results was written [28].
As explained before, sometimes similar association rules
were grouped and jointly rephrased. The scope (global or
local) and severity degree of each usability problem pattern
were discarded as relevant features, as within this experi-
mentation they can be extrapolated from the values stored
in the pattern attributes. The scope was defined by which
data records were included in the database used as an input
for the datamining process. The severity was determined by
the KDD-metrics used for computing the patterns. Fre-
quency was also disregarded in the case of decision trees,
as it is not significant in a predictive tree-like chart. In
the case of association rules, the frequency of every pattern
was calculated on the basis of a weighted percentage which
represents the number of rules supporting the pattern
adjusted in function of the support and confidence of the
rule. The explanation was replaced by a list of alphanu-
meric characters identifying association rules, ranked lists
and decision trees supporting the usability problem pat-
tern. Also the corresponding comment of the evaluation
team (automatically stored by UHMS in the last column
of Usability_Universities) was included.
1035

1036

1037
6. Related work

To the best of our knowledge, there are no other
approaches to extend the traditional QUT process by
no
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Fig. 19. Relation between three attributes present in the association rule
#1 of the ranked list shown in Fig. 17 (visualization provided by the
WEKA platform).
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Fig. 20. A sample table reporting an usability problem pattern [19].
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Typical models for usability evaluation under Usability
Engineering [6,14,25,44,61,66,67] are defined for the evalu-
ation of particular interactive systems rather than for the
usability evaluation of a context of use as a whole. Several
recent articles discuss the state of the art of the existing
methodologies and methods for usability testing, and in
particular for qualitative usability evaluation
[4,8,10,21,23,34,37,43,54,61,62]. None of these survey
papers discusses the relationship between the usability eval-
uation process and the use of KDD techniques as a tool for
finding (possibly unknown) relevant patterns related to
usability problems.

There exist some approaches which include association
rule mining for assessing usability, but always oriented
towards the evaluation of a single interactive system. For
example, the AWUSA framework [68] presents an automatic
tool for evaluating the usability of a web site by combining
logging techniques and datamining, along with the static
structure of the web site. Association rules allow to detect
problematic patterns in the attributes of the resources
requested by users. Another approach where association
Please cite this article in press as: M.P. González et al., Enhancin
Softw. Technol. (2007), doi:10.1016/j.infsof.2007.06.001
rules are used to test the usability of a single system is
described in [2]. In this case, logging techniques are based
on browsing activities performed by users. Recommenda-
tion models are defined as sets of association rules which
allow to improve the usability of the system.

The potential application of decision trees as a tool for
improving usability evaluation has been analyzed in [22].
In this case, decision trees are used to model user profiles
using as an input the user interaction with the system, pre-
dicting interface features on the basis of such interaction.
However, such approach is not intended to test the usabil-
ity of a context of use as a whole. In [65] a similar approach
is presented. In this case decision trees are used as a meth-
odology to evaluate the interactive quality of a system
beyond the usability testing. The approach is based on
the notion of ‘‘user satisfaction’’, which is determined by
computing a decision tree representing a hierarchy of the
user’s expected benefits when using the system. Techniques
for statistical analysis (such as correlation) can also be
applied to find relationships in usability testing on the basis
of the available data. However, this kind of techniques are
more adequate for performing quantitative analysis than
g usability testing through datamining techniques: ..., Inform.
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for being used in proposals like the QUTC process pre-
sented in this paper, which focuses on a more qualitative
perspective. Besides, approaches to computing correlation
between two random variables are usually based on
numeric data rather than on purely categorical data (such
as those attributes involved in qualitative descriptions).
In addition, note that in our proposal the variables to be
analyzed do not need to be identified explicitly, as they
are found automatically by the association rule mining
algorithm.

With respect to the development of the specialized soft-
ware tool UHMS (see screenshots in Fig. 13), it must be
noted that a similar tool is available in the open source
uzReview sidebar of the Mozilla browser. This sidebar,
which was designed to facilitate HE by the logging of heu-
ristics used against an URL or a keyword (this one allow-
ing the review of processes or workflows), incorporates a
rich text editor to support drag and drop of content from
the browsed pages and the edition of user comments. How-
ever, in available versions of the uzReview sidebar it is not
possible to make the user vision of the interface that is
being currently evaluated independent from the uzReview
screenshots, making difficult the perception of this interface
as a whole. Indeed, the uzReview screenshots needed to be
displayed over the interface under evaluation in order to
capture its current usage. Even when this characteristic of
the uzReview sidebar can be considered as an advantage,
in the case of inspection methods like HE the closer to
the real user perception the usability evaluation is per-
formed, the more relevant will be the obtained results. It
must be remarked that other platforms similar to the
UHMS are intended to test only one interactive system
or are defined for specific contexts of use (different from
the one considered in the experimentation included in this
paper). For example, a preliminary study to develop a HE

tool for assessing the usability of Healthcare Information
Systems is discussed in [45]. In this case, the aim is to work
with clinical systems, without establishing clearly if the
final product will be able to perform the usability evalua-
tion of more than one system simultaneously or not.

7. Conclusions and future work

Identifying usability problem patterns in a given context
of use is a challenging problem nowadays, and providing
an appropriate solution for such a problem can be extre-
mely helpful for software development and Usability Engi-
neering (UE) in several respects. On the one hand, usability
experts can rely on those usability problem patterns
detected for a given context C in order to evaluate new
interfaces of software systems from the same context C.
On the other hand, the contextual knowledge about usabil-
ity problems can also help software developers to prevent
possible usability problems when novel interactive systems
are under development in that context C.

QUT methods provide a powerful tool for assessing the
usability of interactive software systems. However, as we
Please cite this article in press as: M.P. González et al., Enhancin
Softw. Technol. (2007), doi:10.1016/j.infsof.2007.06.001
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have discussed in this paper, these methods are rather lim-
ited when analyzing a context of use C as a whole on the
basis of the joint analysis of a large number of interactive
systems belonging to it. To cope with this problem we have
proposed the QUTC approach, a novel characterization of
the QUT process based on the integration of the traditional
UE methodologies and KDD techniques. Although the
QUTC process involves a more complex procedure, accord-
ing to our experiments the associated costs did not increase
significatively. In that respect, it must be noted that during
the traditional Evaluation Stage under UE different data
generated during the evaluation processes are usually com-
piled into databases (as such databases are required for the
statistical analysis performed during the quantitative
usability evaluation). The re-utilization of these databases
minimizes the cost associated with the generation of the
documentation needed to carry out the proposed
approach.

An additional advantage of the QUTC approach is
that the computation of KDD algorithms should be per-
formed only one time to achieve satisfactory results. This
computation should be performed either on the basis of
the previously decided parameters (values for support,
confidence or other metrics in the case of the association
rules; particular ‘‘target attributes’’ in the case of decision
trees) or on the basis of the queries posted by the evalu-
ation team. The high level of automatization in the KDD

stage within the QUTC process is also a highly desirable
feature [37]. Such automatization enhances the systemati-
zation and the predictability in the findings of this usabil-
ity evaluation, minimizing the bias of the evaluation team
when considering a large amount of qualitative data.
However, it must be noted that the evaluation team is
always in charge of controlling the QUTC process as a
whole. Even when the QUTC methodology improves the
decision making capabilities of the evaluation team, it
does not replace the final discussion within the team
about the results obtained after the usability testing of
a context of use.

From our experiments we can conclude that the integra-
tion of a KDD-based methodology for assessing qualitative
usability of a context of use C can be performed success-
fully as part of a real-world case (the assessment of usabil-
ity problem patterns in the Universia portal). One
important advantage of our proposal is that many intu-
itions that were informally stated by the evaluation team
during the QUT process can now be appropriately ana-
lyzed through KDD-based techniques. On the other hand,
the Evaluation Stage under UE can be enriched with the
detection of hidden relationships among qualitative data
that are detected and documented with a formal basis
(e.g. when there is a particular association rule supporting
a given relationship). Another interesting application of
our proposal is to detect the qualitative usability problems
of a prototype belonging to a particular context of use C by
focusing its usability evaluation on the critical patterns
obtained through the application of the QUTC process over
g usability testing through datamining techniques: ..., Inform.
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C. Detecting such situations at early stages can reduce con-
siderably software development efforts in time and money.
In summary, the integration of KDD-based techniques into
the traditional QUT process allows that QUT capabilities
go further than the testing of one individual system, mak-
ing possible the qualitative usability estimation of a context
of use as a whole.

Part of our future work will be focused on testing dif-
ferent ranking functions for association rules, evaluating
their applicability in the QUTC process. In particular, we
are interested in modeling rule prioritization by taking
into account the cost associated with software develop-
ment, as suggested in [13]. To achieve this, more power-
ful KDD software platforms will be required. In that
respect, recent research has been oriented towards the
integration of KDD and query languages for developing
higher level systems, as the one proposed in this paper.
In this context, the KDDML platform [60] integrates a
mixture of data access, data preprocessing, datamining
models extraction and deployment, providing a powerful
middleware mark up language for KDD. The language of
KDDML is XML-based, both for query syntax and
data/model representation. As stressed in [60], this kind
of platform can be seen as an evolution of KDD engines
like WEKA, on top of which higher abstraction levels or
final applications can be built. We think that through
such extended KDD platforms the modeling of alterna-
tive ranking functions can be better analyzed and
constrasted.

Another research line we are currently exploring is the
development of a usability evaluation module based in
the QUTC process capable to be integrated in a Usability

Evaluation Management System. This management system
should allow to carry out the usability evaluation of a con-
text of use by providing different alternatives for choosing
usability evaluation methods. In that respect, note that the
database required in the QUTC process to compute the
KDD-based steps could be used to calculate metrics or
other quantitative usability results. In particular, the inte-
gration of our proposal with SketchiXML [15] (a multi-
agent interactive application that enables designers and
end users to sketch user interfaces with different levels of
details and support for different contexts of use) is under
consideration. In this setting, the QUTC process could be
included as an additional feature of SketchiXML, helping
to identify relevant usability problem patterns for an inter-
face under design. Research in this direction is currently
being pursued.
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