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Abstract—Multiphase converters have become an attractive
alternative for high-current power converters due to their inher-
ent reduction of semiconductor stress. Additionally, total current
ripple frequency can be increased and its amplitude decreased
by the phases ripple interleaving. These converters require a dif-
ferent number of phases and control specifications depending on
the application. A wide range of applications imposes challeng-
ing requirements in the control algorithm and its implementation,
such as digital platforms and resources optimization. A previous
proposal presented a current control algorithm developed to pro-
vide a solution to the highly demanding constraints present in
high-power applications, where short settling times are required
when fast transients in the current reference or the load volt-
age are present. This work presents the implementation of the
above-mentioned algorithm and its optimizations, aimed to obtain
a modular and efficient design. The proposed implementation and
system scalability are evaluated by means of an experimental
setup.

Index Terms—Current control, current ripple, field pro-
grammable gate array (FPGA) implementation, interleaved power
converters, power conversion.

I. INTRODUCTION

I N THE FIELD of power current sources, such as in
grid-connected inverters, automotive applications, power

factor correction (PFC) converters, and voltage regulator mod-
ules (VRM) among others [1]–[6], multiphase buck converters
(Fig. 1) have become an attractive alternative to deliver high
currents. The use of N phases allows the distribution of high
current among different paths, thereby reducing the conduction
and commutation losses of switching devices. Additionally, the
control of these converters allows to interleave the phases ripple
so as to reduce the total ripple amplitude and increase its fre-
quency. This feature is depicted in Fig. 2 for a multiphase con-
verter operating in continuous conduction mode (CCM), where
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the relationship between the steady-state phase current ripple
and the total current ripple for a two-, three- and six-phase con-
verter is shown [7]. The number of phases in multiphase power
converters can then be selected according to each particular
application, in order to improve the output ripple characteris-
tics, reduce the stress of the semiconductor devices, or improve
fault tolerance by increasing the parallel stages [8]–[11].

The control of multiphase converters must ensure the even
distribution of the current among phases, and the correct inter-
leaving of the current ripple. Numerous control techniques
have been published. Peak current mode control (PCMC) and
its modifications provide intrinsic current protection, and are
simple to implement [12], [13]. On the other hand, average cur-
rent mode control (ACMC) and its modifications have good
stability, noise immunity, and fast response [14]–[16]. These
techniques are capable of correcting perturbations in the cur-
rent reference and disturbances in the load voltage along several
switching periods [17], [18].

In high power applications, such as high current-pulsed
power converters and the internal current-controlled loops of
high voltage power converters, the switching frequency is lim-
ited due to the semiconductor devices technological limitations
[18]–[20]. Additionally, in these applications, disturbances
such as major changes in the current reference and load voltage
are present. Load voltage perturbations, which are a conse-
quence of current reference or load variations, modify ripple
slopes and amplitude. The use of the aforementioned current
control techniques in the applications where the described dis-
turbances are present, produces nonacceptable transitory times.
In order to solve these settling-time limitations, Garcia Retegui
et al. [21] presented a current control based on synchronism ref-
erence signals in order to adjust the zero-crossing of the phase
current error. This algorithm is capable of recovering the inter-
leaving among phases with a reduced-transitory time and error.

Even though the calculations required by [21] are simple
and not highly demanding, requirements and system complex-
ity increase with the number of phases. These calculations may,
therefore, limit the maximum number of phases and switching
frequency for a given digital platform. Resources optimization
and digital platform selection are consequently important issues
that must be addressed for implementation.

Regarding the digital platform, different choices to perform
the algorithm computation are available, such as digital signal
processors (DSPs) or programmable logic devices (PLDs). The
main drawback of DSPs is the difficulty in taking advantage of
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Fig. 1. Parallel buck converter topology.

Fig. 2. Total ripple attenuation in CCM as a function of the duty cycle, for
different phase numbers.

the potential parallelism of the current control algorithm [22].
This drawback may limit the system flexibility when different
number of phases are required. On the other hand, the parallel
processing capabilities of programmable logic devices allow to
implement the control in a modular way, increasing the flexi-
bility and easing optimization. Particularly, field programmable
gate array (FPGA) is an attractive solution given its simplicity
and availability as a standard component. The use of this tech-
nology to develop and improve digital control systems has been
well documented and exemplified in the literature [23]–[26].

In this work, practical implementation aspects for the algo-
rithm proposed in [21] are presented. The optimizations
required for the efficient utilization of the available resources
are dealt with. These optimizations focus on algorithm imple-
mentation for converters with different number of phases,
without degrading the switching frequency. The optimizations
and practical implementation approaches described may be
extended to different control algorithms. The proposed con-
trol algorithm implementation and scalability are evaluated by
means of an experimental setup.

II. CURRENT CONTROL ALGORITHM

The current control algorithm proposed in [21] is based on
the independent control of each phase switching instants, for
converters operating in CCM. Switching instants are calculated
to match each phase current-error zero-crossings with a
synchronism signal, generated internally by the current control.

TABLE I
CURRENT CONTROL NOMENCLATURE

Fig. 3. Phase i control block diagram.

For the sake of clarity, Table I shows the nomenclature of
[21]. Additionally, in order to illustrate the current control
input signals, Fig. 3 shows the block diagram corresponding
to phase-i current control. Current error iei is generated by
substracting the phase current from the current reference, i.e.,
iei = iRef − ii. The zero-crossing instants of iei are detected
by the zero-crossing circuitry. Current control block uses this
zero-crossing information, and the acquired input and output
voltages Vind and V0d for the algorithm calculations. It is
worth noting that, by using the above-mentioned definitions,
steady-state total mean current is ĪT = NiRef .

The control algorithm calculates, for each phase, the time
that the switch must remain in its current state before com-
mutation, measured from ie zero-crossings. This time, defined
as switching time tsw, is calculated so as to adjust ie zero-
crossings with its corresponding synchronism signal, in such
a way that the steady-state switching period is equal to the syn-
chronism period TS = TSync. Additionally, in the synchronized
condition, the phase-shift between phases ripple is determined
by the phase-shift of the synchronism signals. As an example,
Fig. 4 shows the current error (ie1,2,3) and the corresponding
synchronism signals (Sync1, Sync2, Sync3) for a three-phase
converter operating in steady-state condition. It should be noted
that the synchronism signals are not only a time reference for
the ie zero-crossing instants, but also indicate the correct ie
slope sign in those instants.

Assuming that the time constant associated with the induc-
tors and their resistive component is much higher than the
switching period, the current ripple can be approximated by lin-
ear segments. Fig. 5 illustrates ie and the synchronism signal
for a single phase, where the instants (k − 1), (k), and (k + 1)
are defined at the same instants as the synchronism signal. As
it can be seen, at (k − 1), the zero-crossing with positive slope
occurs simultaneously with a positive synchronism signal, thus,
the synchronization error te(k − 1) = 0. At time (k), however,
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Fig. 4. (a) iei in ideal interleaved operation. (b) Synchronization signals.

Fig. 5. Switching time calculation for small ie perturbations.

due to a small perturbation in ie, the zero-crossing with nega-
tive slope occurs at a different instant than the corresponding
synchronism signal, i.e., te(k) �= 0. Then, the switching time,
which adjusts the zero-crossing at (k + 1), measured from the
negative-slope zero-crossing at (k), is calculated as

t−sw(k + 1) =
p+(k)

p+(k)− p−(k)
· thp(k + 1) (1)

where p+(k) and p−(k) are the positive and negative slopes,
and thp(k + 1) is the duration of the next semiperiod, defined as

thp(k + 1) =
TSync

2
− te(k). (2)

The synchronization error te(k) can be negative or positive
depending on whether the zero-crossing occurs before or after
the synchronism signal.

Assuming that the voltage drop in the semiconductor devices
and parasitic components is negligible with respect to the input
and output voltages, slopes p+(k), and p−(k) are approximated
as a function of the input and output voltages, measured in the
ie zero-crossing point, as

p+(k) =
Vin(k)− V0(k)

L1
(3)

p−(k) = −V0(k)

L1
(4)

Fig. 6. Current reference tracking.

Fig. 7. Interleaving recovery after major synchronization error.

then, (1) becomes

t−sw(k + 1) =

(
1− V0(k)

Vin(k)

)
· thp(k + 1). (5)

Analogously, the calculation of the switching time when
the ie zero-crossing occurs with positive slope t+sw(k + 1) is
calculated as

t+sw(k + 1) =
V0(k)

Vin(k)
· thp(k + 1). (6)

Expressions (5) and (6) allow to synchronize the ie zero-
crossings with the synchronism signals. Additionally, the con-
trol algorithm takes into account situations that may arise under
large iRef variations, or disturbances in the load voltage pro-
duced by said iRef modification, in order to determine the
correct action to: 1) ensure the iRef tracking; and 2) optimize
the recovery of the synchronism after transitory conditions.

These situations are illustrated in Fig. 6, where a negative
iRef step, which occurs immediately after the ie zero-crossing
with negative slope, is shown. As it can be seen, by using (5),
the system calculates the next commutation instant tx leading to
a commutation opposite to iRef tracking. These erroneous com-
mutations can be detected by checking the coincidence between
the slope of the current and the sign of the error, so as to inhibit
the commutation and repeat the calculation at (c).

At (c), however, the ie zero-crossing with negative slope
occurs close to a synchronism corresponding to the opposite
slope. By calculating the switching time using (5), the system
recovers the synchronized condition in the next positive syn-
chronism signal, as illustrated in Fig. 7 (Case 1). As it can
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Fig. 8. Current control implementation block diagram.

be seen, this condition generates a bigger transient amplitude
and setup time than Case 2, in which an anticipated commuta-
tion is performed in (c), and (6) is used for the computation
of the switching time. The anticipated commutation is per-
formed when te(k) > TSync/4, reducing the transient time and
amplitude.

III. DIGITAL IMPLEMENTATION

The advantage of implementing the current control algorithm
in a programmable logic device lies in the fact that it allows
the control tasks parallelization. Additionally, and given its for-
mulation, the current control algorithm implementation can be
designed for one phase and then easily replicated to an N -phase
system, providing modularity to the control system.

Fig. 8 shows a simplified-block diagram of the proposed
algorithm implementation. Each phase is composed of a com-
mutation unit, which commands the pulse width modulation
(PWM) signal as a function of the current state of the system;
and an arithmetic unit, which is controlled by the commuta-
tion unit to compute expressions (5) and (6). The commutation
and arithmetic units share information via internal control sig-
nals. The synchronism signal for each phase is generated by the
Sync signals generator block. Input and output voltages, Vind

and V0d, required for ie slope calculation, are provided by the
analog to digital converters (ADCs) control block.

A. Synchronism Signals Generation

The Sync. signals block generates N synchronism signals,
one for each phase. The time-shift between each signal is used
to interleave the steady-state phases ripples in order to obtain
optimal total ripple attenuation. Fig. 9 illustrates the generation
of phases 1 and i synchronism signals, Sync1 and Synci for an
N -phase system. As it can be seen, the synchronism signals are
generated by taking the most significant bit (MSB) of each
b-bits Ramp counter, which generates a square wave with
period TSync. The rising and falling edges of Sync signals repre-
sent the positive and negative synchronization signals, respec-
tively. The correct time-shift between the N binary counters,
therefore, the synchronism signals, is performed by loading an
initial value at system start-up

Rampi(0) = 2b
i− 1

N
(7)

Fig. 9. Synchronism signals generation.

where Rampi(0) is the phase-i Ramp counter initial value and
i is the phase number 1 < i < N .

It should be noted that in case the counter module is not
divisible by N , there exists an error in the phase shift between
the synchronism signals. In this case, the maximum phase shift
error eφ is the error corresponding to the least significant bit
relative to the counter module, as depicted in (8)

eφ = 2π
1

2b
. (8)

Rampi counters further provide the time-base reference for
all the computations required by the control of each phase. The
precision for the calculation of tsw, and therefore the PWMi

output, is then defined by the counter module. Additionally,
the steady-state switching frequency fS = 1/TS is determined
both by the counter module and clock frequency, as shown

fS =
fCLK

2b
(9)

Therefore, for a given switching frequency, if the precision is
to be increased, the clock frequency must be increased accord-
ingly, i.e., fCLK must be doubled for each additional bit in the
counters. In this way, as maximum fCLK is determined by the
efficiency of the design, maximum fS is directly affected by
the algorithm optimizations.

B. Arithmetic Unit

Equation (5) or (6) must be computed at every ie zero-
crossing for the determination of the next switching time.
Solving these equations requires one product, one division and
one additional subtraction in (5). The practical implementation,
however, must take into consideration the particular capabili-
ties of the digital platform in order to optimize the available
resources.

The algorithm computation can be modified to profit from
the parallelization capabilities of the FPGA. By analyzing (5)
and (6), a generic tsw calculation can be defined as

tsw(k + 1) =

(
K2(k)

Vind(k)

)
· thp(k + 1) (10)

where K2(k) is (Vind(k)− V0d(k)) or V0d(k) depending on ie
slope sign at the zero-crossing instant, and Vind(k) and V0d(k)
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are the input and output voltages provided by the ADCs control
block at every ie zero-crossing instant.

The computation of (10) can be performed by increasing tsw
in every clock pulse and comparing this variable with the right-
side terms of the equation. Variable tsw is then implemented by
means of a rising counter, tsw counter, which restarts at every
ie zero-crossing points. The instant at which tsw is equal to (or
greater than) the right side of (10) indicates that the state of the
PWMi output can be changed. It is worth noting that, as tsw
counters have the same module as Rampi counters, precision in
the PWMi output is also determined by the counters module 2b.

The computation can be further optimized for the imple-
mentation in programmable logic devices by avoiding the
quotient K2(k)/Vind(k) calculation. Rewriting (10) as (11),
and performing the procedure described, the quotient is trans-
formed into two multiplications. Since division is a very expen-
sive operation and most programmable logic devices include
embedded multipliers, this modification leads to resources
optimization

Vind(k) · tsw(k + 1) ≥ K2(k) · thp(k + 1). (11)

The computation of Vind(k) · tsw(k + 1) is performed at
each clock instant, and K2(k) · thp(k + 1) is calculated in each
ie zero-crossing. Vind(k) and V0d(k) are updated when the ie
zero-crossing points are detected. Voltage acquisition period
should be Tsample ≤ TSync/(2N), in order to provide updated
information for each phase zero-crossing points that span over
one synchronism period.

Equation (11) requires the thp value calculation when the
ie zero-crossing point is detected. This value is computed
using (2) and the time reference provided by Rampi counter.
Considering that te(k) can be positive or negative and the two
possible slope sign at the ie zero-crossing instant, four different
cases for the computation of thp(k + 1) arise.

1) Case 1: ie slope > 0, te > 0 ⇒ thp(k + 1) = M
2 − r1.

2) Case 2: ie slope > 0, te < 0 ⇒ thp(k + 1) = 3M
2 − r2.

3) Case 3: ie slope < 0, te < 0 ⇒ thp(k + 1) = M − r3.
4) Case 4: ie slope < 0, te > 0 ⇒ thp(k + 1) = M − r4.

where r1, r2, r3, and r4 are the values of the Rampi counter
when the ie zero-crossing is detected, for each case, and
M = 2b − 1 is the counter final count. These cases are illus-
trated in Fig. 10, where Ci is the zero-crossing signal of iei.
It can be noted that thp value is calculated by subtracting the
Rampi counter value from a constant, when ie zero-crossing is
detected.

Fig. 11 summarizes the arithmetic unit used to compute the
commutation instant for a single phase of the modulator. In this
figure, signals START_TSWi and END_TSWi are internal
control signals shared between the commutation and arithmetic
units, indicated as Int. Control in Fig 8. START_TSWi is
generated by the commutation unit to initiate the tsw counter,
and END_TSWi is generated by the arithmetic unit when (11)
is satisfied, which indicates the commutation instant.

C. Commutation Unit

The commutation unit is composed of two subunits: commu-
tation rules and commutation state machine.

Fig. 10. Possible combinations of te sign and ie slope sign for thp
computation.

Fig. 11. Phase-i arithmetic unit detailed block diagram.

1) Commutation Rules: Commutation rules provide infor-
mation about the optimal action that the control should perform
when the ie zero-crossing is detected, or when tsw has elapsed.

As shown in Fig. 6, the commutation is enabled only when
there is a coincidence between the sign and the slope of ie, in
order to ensure the correct iRef tracking. As the sign of the iei
slope is determined by the PWMi signal, and Ci signal indi-
cate the iei sign, they can be combined to determine whether
the commutation is enabled or not. The switching enable flag
for phase iSW_ENi is, therefore, implemented by perform-
ing the exclusive NOR (XNOR) function between PWMi and
Ci signals

SW_ENi = PWMi ⊕ Ci. (12)

SW_ENi is, therefore, used by the commutation state
machine to decide whether the PWMi state must be changed
or not when (11) is satisfied.

As previously stated, an anticipated commutation should
be performed in order to optimize the transient response if
the synchronization error te(k) > TSync/4. This condition can
be determined by performing the comparison between the syn-
chronization error and the constant TSync/4 by means of a
digital comparator, when a zero-crossing in ie is detected.

The detection of the aforementioned condition can be
optimized by avoiding the implementation of the digital
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Fig. 12. Determination of the anticipated commutation condition.

comparator. Rampi counter provides the synchronism signal
by taking its MSB bit, the next bit will, therefore, generate a
signal Sai

with half the period of Synci, as shown in Fig. 12.
As it can be seen, as Sai

level is constant at TSync/4 intervals,
it can be combined with Synci and PWMi signals in order
to determine whether the synchronization error is greater than
TSync/4. If this scenario is detected, ANT_COMMi = 1 indi-
cates that an anticipated commutation should be performed in
order to optimize the transient response. All possible combi-
nations among these three signals are summarized in Table II,
which is implemented as the three-input XNOR function shown
in (13). ANT_COMMi state is verified by the commutation
state machine at every ie zero-crossing, in order to determine if
the anticipated commutation must be performed.

This methodology allows to reduce the required resources
with respect to the implementation of a comparator and it is
independent from the counter module

ANT_COMMi = PWMi ⊕ Synci⊕ Sai
. (13)

2) Commutation State Machine: This block controls the
state of the PWMi output and starts the tsw computation when
necessary. Fig. 13 depicts the phase-i state machine model,
based on the following input signals.

1) X0 = END_TSWi: Indicates the instant in which (11) is
satisfied.

2) X1 = SW_ENi: Indicates if the PWMi switching is
enabled.

3) X2 = Ci: Sign of iei.
4) X3 = ANT_COMMi: Indicates if an anticipated com-

mutation is necessary when the iei zero-crossing is
detected.

Fig. 13 also depicts the phase-i state machine model, based
on the following outputs.

1) PWMi: Phase-i switch driving signal.
2) START_TSWi: Indicates to the arithmetic unit that tsw

calculation must be initiated.
The transition between the four states is determined by the

input signals and the current state. The state machine remains
in the states S0 and S2 until a change in the input X2 is detected,

TABLE II
ANT_COMMi TRUTH TABLE

Fig. 13. Phase-i commutation state machine diagram.

indicating a zero-crossing in ie. Once the zero-crossing is
detected, the state machine changes the state to S1 or S3,
depending on X3 input, which indicates if an anticipated com-
mutation is necessary. The state machine stays on S1 or S3

until the end of tsw, which is indicated by the input X0 = 1.
The system shifts to states S0 or S2 depending on whether the
switching is enabled or not (X1 input state). Table III lists the
state transitions corresponding to Fig. 13.

It should be noted that the phase control structure described
is independent of the control of the remaining phases, as no
information or resources are shared among them. By making
use of this characteristic and taking advantage of FPGA paral-
lelization capacity, it is possible to obtain a modular and scalar
multiphase control.

IV. DESIGN EVALUATION

In order to evaluate the control optimization, the design was
implemented on an Xilinx FPGA Spartan 3E XC3S1600E. This
device can run at synchronous system clock rates of up to
200 MHz and supports 14 752 slices. This FPGA contains ded-
icated resources such as 8 digital clock managers (DCMs) and
36 18-bit embedded multipliers.
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TABLE III
DESCRIPTION OF STATE TRANSITIONS

Fig. 14. Spartan 3E resources utilization with and without optimization.

The design evaluation consists of two experimental tests.
1) The design optimization is evaluated by comparing the

optimized and nonoptimized implementations.
2) The behavior of the optimized current control imple-

mentation is evaluated on a three-phase interleaved buck
converter.

The optimizations described in the several control tasks, such
as the optimization of (10) and the commutation rules depicted
in (12) and (13), were implemented and compared to the nonop-
timized version of the control implementation. Fig. 14 shows
the percentage of occupied slices, when different number of
phases are implemented with the original equation (10), and
the modified equation (11) using b = 10 bits for both cases. As
shown, by avoiding the implementation of the division in (10),
the device utilization is greatly improved. On the other hand, the
maximum clock frequency that meets the timing constraints is
approximately fCLKMAX = 60 MHz for both implementations.
This frequency can, nevertheless, be significantly increased by
switching to faster families of FPGAs. Xilinx Spartan 6, for
instance, yields a maximum clock frequency of fCLKMAX

=
250 MHz when the same project is implemented.

In order to evaluate the implemented algorithm behavior on
a practical buck converter, experimental tests were carried out
on a system whose main parameters are listed in Table IV. The
experimental tests are intended to verify the proposed current
control implementation.

TABLE IV
POWER CONVERTER AND IMPLEMENTATION CHARACTERISTICS

By using the parameters listed in Table IV, 669 out of
14 752 slices, 6 embedded multipliers, and 1 DCM are used.
Additionally, the phase shift error can be calculated for this
implementation using (7), as the counter module is not divisible
by N (14). This result should be added to the error produced
by turn-ON and turn-OFF delays in the switching devices and
zero-crossing detection delays

eφ = 2π
1

210
= 6.14× 10−3 = 0.35◦. (14)

Phase current is measured with LEM LA-25NP hall-effect
current transducers. Transducer output current is is sensed by
using Rs = 100 Ω shunt resistor. Voltage drop in the shunt
resistor Vs = isRs is measured with the AD8250 instrumen-
tation amplifier. This amplifier features high common-mode
voltage rejection up to high frequency, thus, reducing mod-
ules crosstalk and improving noise margin. Current error ie
is generated by substracting Vs from ViRef

, which represents
the current reference in the same units as Vs, using the same
type of instrumentation amplifier. Current error zero-crossing
detection is performed using analog voltage comparators. The
hysteresis band present in said comparators is small enough to
prevent unwanted switching, without adding significant delay
to the zero-crossing detection.

In order to evaluate the different commutation rules, gener-
ated in the commutation unit, and the state machine operation,
one phase current response to an iRef step is evaluated. Fig. 15
depicts the current evolution of phase 1, along with internal
control signals such as Sync, Sa, C, and the PWM output. As
it can be seen, before the iRef step, C and Sync signals are syn-
chronized. At time t0, the system calculates the next switching
time for instant t1 using (11). Equation (12) is not satisfied at
t1 as C �= PWM; the commutation is, therefore, disabled and
the system remains in the current state until the zero-crossing
at t2 is detected. As the zero-crossing at t2 occurs close to a
synchronism edge of opposite sign, which can be determined
by using (13), the system performs an anticipated commutation
in order to recover the synchronized condition at t3. The ripple
amplitude and duty cycle modification that can be noticed in
Fig. 15 are produced by the load voltage variation produced by
the iRef modification.

In order to verify the multiphase system performance, a
three-phase current control was implemented. This test is aimed
to evaluate the correct current control of each phase and its
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Fig. 15. Single-phase iRef step tracking. Phase current, iRef and digital control
signals.

Fig. 16. Three-phase ie transient response to iRef step change. Current errors,
zero-crossing and synchronism signals.

independence from the remaining phases. Additionally, a step
change in iRef is produced and the multiphase transient behav-
ior is evaluated. Fig. 16 shows the current errors ie1,2,3, the
synchronism and the zero-crossing signals for the converter
described. The phase current error is evaluated instead of the
phase current, since it provides better insight of the transient
error and recovery. It should be noted that, due to the operation
of the converter in current mode, iRef perturbation produces
variations in V0. Duty cycle and ripple amplitude change in
agreement with the output capacitance charge after the current
step is produced. As it can be seen, the commutation instants
of a given phase are close to the zero-crossing instants of
the remaining phases. The sense circuit, however, minimizes
crosstalk between phases, which avoids the commutation of
one phase to affect the zero-crossing detection of the remaining
ones.

With respect to the multiphase transient behavior, the
response of each phase current error to an iRef step is evaluated.
Initially, in Fig. 16, the edges of each phase ie zero-crossing
signals are synchronized with the edges of the corresponding
synchronization signal. This synchronized condition produces
the correct phase interleaving in order to obtain optimal total
ripple attenuation. After the iRef step change occurs, however,

the synchronized condition is temporarily lost. When the first
ie zero-crossing after the iRef step is detected, the control of
each phase determines whether an anticipated commutation is
needed. As it can be seen, phases 1 and 3 perform anticipated
commutation as ie1 and ie3 zero-crossing points are close to
the synchronism signal corresponding to the opposite sign. The
control of each phase recovers the synchronized condition in the
next zero-crossing point by calculating the switching time using
(10). As it can be seen, the small synchronization error, present
after the interleaved condition is recovered, is corrected in each
zero-crossing until the output capacitance is fully charged and
the voltage reaches the steady-state condition.

V. CONCLUSION

The digital control of power converters poses challeng-
ing issues when efficient implementations are required.
Particularly, the complexity of multiphase converters increases
with the number of required phases. Additionally, the wide
range of applications of this type of converters adds flexibility
requirements to the current control algorithm implementation.
This work presented the FPGA implementation of a previously
developed current control algorithm for multiphase convert-
ers. A modular approach with independent control for each
phase, easily applicable to a particular number of phases, was
developed with emphasis on the resource optimization of sev-
eral control tasks. Arithmetic operations were adapted to profit
from the FPGA architecture. Additionally, the implementation
of complex digital devices, such as magnitude comparators,
were avoided by performing different cases detection with logic
functions. Although designed for a particular control algorithm,
the proposed implementation and its optimizations could be
extended and applied to different control algorithms. The pro-
posed design and optimizations were validated on a three-phase
buck converter.
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