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A B S T R A C T

The Fifth Generation (5G) of mobile networks and beyond have emerged with ambitions to facilitate the
deployment and evolution of a wide spectrum of applications such as Industry 4.0 and 5.0 use cases. Despite
this trend of increasing importance to upgrade the networked applications to the next generation, the use of
5G and beyond technologies can be a prohibitive barrier for some business sectors due to the high deployment
costs that it can incur. To overcome this obstacle, more cost-effective approaches in networking are entailed.
In this work, an innovative approach coupling 5G and Wi-Fi mesh networking is proposed and developed as
a promising solution to extend 5G services to the indoor use case scenarios whilst being capable of keeping
the capital expenditure of the network infrastructure significantly lower. In order to empirically validate and
evaluate this new networking paradigm, a number of experiments have been performed over a testbed with a
demanding video application as a representative use case. The experimental results prove the gained benefits
from this new approach, especially, video users can be more than twice as far away without compromising
the quality of the video consumption experience. Specifically, the results show that users can be 29% further
away using a single router, and 100% further away if a second router is added.
. Introduction

The Fifth Generation (5G) of mobile communications is bringing
ith it a number of improvements for both individual users and in-
ustry [1]. The industrial sector will notice such improvement the
ost due to the desire to automate as many tasks as possible, making

ndustrialization processes more efficient than before. With 5G, the
mount of data that can be transmitted has grown significantly. Not
nly that, but the speed at which this information is transmitted is also
igher. These speeds are expected to be up to 10 Gbps with a minimum
uaranteed speed of 100 Mbps [2]. The improvement of these two
eatures has resulted in a decrease in latency enabling 5G technology to
ppear in various fields of research. An example of this can be found
n the use of this technology to bring tasks from user devices to the
dge of the network. In [3], it is demonstrated how bringing the task
f corrosion detection by an AI to the edge of the 5G network achieves
igh processing times. Conclusions like this help other authors test
ifferent AI platforms for their computationally expensive applications.
or example, Martinez et al. [4] could extend the use of 5G network
dge instead of the usage of constrained devices.

One obstacle to this new 5G network that may determine its limited
se in the industry is that coverage is not as great as other technologies
ecause of the fact that the frequency at which 5G communications
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work is relatively high. The 5G spectrum is divided into two parts. The
first one is the mmWave (millimetre wave) spectrum which has been
almost unused in the initial deployment of the 5G network. This region
ranges from 17 GHz to 100 GHz while the second part of the spectrum
is the sub-6 GHz region which ranges between 3–6 GHz [5]. Using such
high frequencies results in the coverage distance not being as large as
desired. Therefore, in order to solve this problem, the number of cells
must be increased to cover a larger working area.

Another issue facing 5G networks is the potential cost of deploy-
ing them. Generally, mobile networks are divided into two sections.
The first portion is the wireless zone where the user’s equipment is
connected, called the access network. The second part is the one that
connects the access network to the core, called the backhaul network.
This part is usually wired. Large amounts of traffic are handled in
this area and therefore, it is safer to be wired. Fibre optic cabling is
used in this area as it has been proven to support high traffic capac-
ity. Consequently, increasing the number of 5G cells leads to higher
deployment costs since the installation costs of the fibre optics behind
the 5G network are high [6]. Eventually, the rising cost means that the
deployment of 5G networks will not be as expected and therefore will
not reach everyone. This fact has led to Integrated Access and Backhaul
(IAB) networks being proposed as a solution.
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Table 1
Comparison of this research with the state of the art.

5G - IAB WI-FI Validation Software Analysis Protocol

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

[9] ✕ ✓ ✕ ✓ ✕ ✕ ✕ Analytical Unspecified ✕ ✕ ✕ ✕ Unspecified
[10] ✕ ✓ ✓ ✓ ✕ ✕ ✕ Analytical ✕ ✕ ✕ ✓ ✓ ✕ ✕ ✕

[11] ✕ ✓ ✕ ✓ ✕ ✕ ✕ Analytical ✕ ✕ ✕ ✕ ✕ ✕ ✕ ✕

[12] ✕ ✓ ✕ ✓ ✕ ✕ ✕ Analytical ✕ ✕ ✕ ✕ ✕ ✕ ✕ ✕

[13] ✕ ✓ ✓ ✓ ✕ ✕ ✕ Simulation NS-3 simulator ✕ ✓ ✓ ✕ UDP
[14] ✕ ✓ ✓ ✓ ✕ ✕ ✕ Simulation NS-3 simulator ✓ ✓ ✕ ✕ UDP & TCP
[15] ✕ ✓ ✕ ✓ ✕ ✓ ✕ Simulation MATLAB ✓ ✕ ✕ ✕ ✕

[16] ✓ ✓ ✓ ✓ ✕ ✕ ✕ Simulation MATLAB ✕ ✕ ✕ ✕ ✕

[17] ✕ ✓ ✓ ✓ ✕ ✕ ✕ Simulation NS-3 simulator ✓ ✓ ✕ ✕ UDP

Our ✕ ✕ ✕ ✕ ✓ ✓ ✓ Fieldwork Open Air Interface TP-LINK ✓ ✓ ✓ ✓ TCP
Table 2
Description of the columns.

Description

5G/6G - IAB

1 Multi-Donor Uses more than one IAB Donor
2 Single-Donor Uses 1 single IAB Donor
3 Multi-hop node Uses more than 1 IAB Nodes
4 Single-hop node Uses 1 single IAB node

WiFi

5 Mesh support Use of WIFI mesh
6 Single-hop Uses 1 single hop of WIFI mesh
7 Multi-hop Uses more than 1 hop of the WIFI

mesh

Validation 8 Type of empirical validation

Software
9 RAN Software for simulation or

emulation of the 5G network and
the IAB network

10 CORE
11 IAB

Analysis

12 Throughput Amount of data that can be
transmitted successfully

13 Latency The time it takes for information to
get from one point to another

14 Packet loss Number of packets that do not arrive
successfully at the destination

15 Jitter Variety of delays in the arrival of
packages

Protocol 16 Transport protocol

IAB networks have been first proposed for LTE technology by 3GPP
Third Generation Partnership Project) [7], but due to the limited valu-
ble spectrum of 4G, this technique did not succeed. With the increase
f spectrum in 5G networks, IAB networks have been re-positioned
s a transport backhaul solution. IAB networks have been proposed
y 3GPP [8] to reduce most of the fibre optic deployment. With this
echnique, different radio access networks (RAN) communicate with
ach other wirelessly using the same spectrum as the one being used
or UEs. Therefore, in this topology, there will be RAN connected to the
ore via fibre optics supporting other RAN wirelessly. This increases the
umber of RAN without increasing the costs due to fibre optics. Hence,
here would be two types of backhauling: one wired and the other
irelessly. Making part of the transport network wireless makes the
etwork more flexible and scalable, causing an increase in the distance
f coverage.

Integrated access and backhaul networks have been standardized
n [18] and the cost savings they produce have been demonstrated.

The challenge of testing whether it is possible to make a 5G network
each a greater distance is what motivated this research work. To
his end, it has been decided to create a Wi-Fi mesh network using
G network resources to increase network coverage. In order to test
he proposed network architecture as a suitable real-world networking
olution for applications, it has been decided to carry out experiments
ith video transmission and visualization since they are realistic and
emanding use cases. These use cases make it possible to experimen-
ally assess the behaviour of the network under heavy real-time traffic

cenarios. Video streaming requires low latency and high bandwidth to
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achieve satisfactory video quality and is, therefore, a good option for
testing the quality of service of the proposed architecture. Therefore,
the aim of this paper is to unify 5G networks with Wi-Fi mesh networks
in order to empirically emulate the operation of an integrated access
and backhaul network. Several network hops have been introduced to
study this type of network. And finally, to validate the operation of this
network in an empirical way.

According to these contributions, the following set of innovations
are provided with respect to the state of the art:

1. A set of new architectural components have been designed to
achieve the integration of Wi-Fi technology into the 5G.

2. A set of deployment strategies and scenarios to demonstrate the
benefits of the proposed new components.

3. Empirical Validation of the proposed architectural components
in a lab-based prototype to demonstrate the feasibility and per-
formance of the approach.

To describe the contribution of this work, the article has been
divided into the following sections. Section 2, provides information on
the state of the art related to different articles regarding simulated or
real IAB network research works. Section 3 contains a comparative
between Wi-Fi mesh networks and IAB networks indoors. Section 4
shows an overview of the proposed architecture to achieve the ob-
jective. Section 5 provides a vision of the testbed that is used in this
research work. Section 6 explains the experiments carried out to test the
network created. Section 7 provides the results obtained by studying
the operation of this architecture and finally, Section 8 concludes the
work and presents possible future work.

2. Related work

This section shows different journals where IAB networks and their
benefits are studied. In Table 1, a comparative summary of the different
papers is presented. The columns of Table 1 are labelled with a number
and Table 2 provides an explanation of the meaning of such number.

The research works found are divided into 2 categories. These
categories will be divided into two different sub-sections for easier
presentation.

2.1. Analytical related work

This first category is about papers where the work done is analytical.
In [9], the resource allocation and relay selection in a multi-hop IAB

network are investigated. Such work demonstrates how these parame-
ters can affect the mean of UE rates. When testing for numerical results,
assumptions are made about possible topologies of the network. Both
antenna positions and UE positions are assumed. Even the transmit
powers of the antenna and the UE are assumed to be a specific value.
A comparison of what the differences would be between adding an IAB
network to a 5G network and not is made. The conclusion of the authors
is that by adding an IAB network, the coverage and capacity may be

increased.



M. Khadmaoui-Bichouna, J.M. Alcaraz-Calero and Q. Wang Computer Communications 209 (2023) 429–443

p
i
o

t
T
t
f
t
t

d
(
a
w
a
a
b
f
e
n

2

o
e

a
a
I
a
d
w
s
b
c

w
b
W
t
a
p
a

a
3
d
d
M

c
t
t
c
c
p
a
t
c
u

h
c

Jaber et al. in [10] proposed a framework that can analyse the
erformance of a wireless backhaul. A backhaul network with 2 hops
s simulated. The Poisson Point Process is used to study how LOS (Loss
f signal) can affect the metrics of Throughput, latency, and resilience.

In [11], an analytical framework to study different bandwidth par-
itioning strategies for the backhaul of an IAB network is developed.
he first strategy is allocating the same bandwidth to all base stations,
hen the bandwidth is divided according to the instantaneous load and
inally, dividing the bandwidth among the base stations according to
he average load they have. The Monte Carlo method is used to perform
hese simulations.

The impact of traffic offloading and SBS (Small Cell Base Station)
ensity on data rate on a multi-tier IAB is studied in [12]. The MBSs
Macro Base Stations) are supposed to be the only components that
re connected to the fibre backhaul while the SBSs are connected
irelessly. Two strategies to divide the bandwidth are defined with this
rchitecture. In the first one the bandwidth is dynamically split between
ccess and backhaul and in the second one, there is a static split
etween these 2 parts. An analytical framework has been developed
or the study of these configurations. It has been concluded that the
xcessive user load on SBSs affects the performance of this type of
etwork due to the generation of bottlenecks.

.2. Simulated related work

The second category contains research works where simulations
f IAB networks are performed with software such as MATLAB or
mulated using NS-3 Emulator.

Fabian et al. [13] compare various topologies of a 5G network with
nd without IAB. The delay of transmissions and the rate of packet loss
re studied. The conclusion the researchers come to is that adding an
AB topology to a 5G network is beneficial and does not affect the
bove metrics to any great extent. In addition to this, the coverage
istance is increased by adding IABs where the 5G network operates,
ithout having to increase fibre optics for the deployment. For the

tudy of IAB networks, the NS-3 simulator is used. UDP packets have
een transmitted from the client to an Internet server for the tests at a
onstant bit rate.

Pagin et al. in [14], propose a new scheme for IAB networks
here the resource allocation it is defined by a partition on the links
etween backhaul and access. This scheme, based on MWM (Maximum
eighted Matching), receives measurements of L1 and/or L3 and lets

he nodes schedule the resources among the connected devices. To
chieve this, an algorithm that calculates which backhaul and access
artition can be optimal for a function has been developed. This
lgorithm is based on metrics such the throughput and latency.

In [15], Sahoo et al. consider a coexistence between an IAB network
nd a Wi-Fi network. The throughput of the downlink has been studied.
different scenarios where the access strategies change have been

eployed to study these metrics. A network topology using one IAB-
onor and several IAB nodes connected to it has been simulated.
ATLAB software has been used to carry out the tests and simulations.

In [16] Adare et al. study how modifications to power control
an improve the coverage range offered by IAB networks. To be able
o do this, a genetic algorithm that can maximize the coverage of
he uplink service of the network has been developed. The algorithm
onsists of selecting possible values that the transmit power can take,
alculating the received power for each case, the SINR and the coverage
robability. Once this has been done, the set of powers that have
chieved the most coverage is selected, the second set of 5 values close
o the first set is chosen and the algorithm is iterated once again. The
alculations carried out in this work have been done by simulation
sing MATLAB software.

In [17] the performance of an IAB network simulated with the
elp of the NS-3 simulator software has been studied. The analysis
onsisted of creating single-hop and multi-hop IAB networks to study
431
Fig. 1. IAB network Topology.

the throughput and latency that may be present in this type of network.
All this takes into account possible interferences that may occur in
this supposed network. After their work, it has been concluded that
IAB networks can be a very good solution to reduce latency between
communications and increase network performance.

In [19], an interesting work is proposed where IAB network and Re-
configurable Intelligent Surface (RIS) technologies are brought together
to study the advantages that can be achieved. They present a resource
management framework that seeks energy efficiency by considering
RIS parameters, system bandwidth and transmission powers. To this
end, they present a RIS-assisted IAB network and a UAV acting as an
IAB node with the objective of improving the overall energy efficiency
of the network in the wireless access and backhaul parts. To address
this problem, a distributed optimization process based on Stackelberg
games is proposed, according to which the network resources are
allocated in different stages.

To conclude, many studies have been carried out to corroborate
the performance of IAB networks and their benefits. They all come
to the same conclusion that the distance of coverage is increased and
thus makes it possible for more users to have access to the network
without increasing the costs due to the installation of fibre optics.
However, all the studies mentioned above perform simulations with
programs such as NS-3 or MATLAB to reach these conclusions. Others
perform analytical studies. This paper differs from them because it is a
field study combining Wi-Fi mesh and 5G technologies. In addition, to
corroborate the performance and emulation of these networks, a real
use case is presented where a streaming video transmission network is
deployed. With the latter, it is possible to give access to a Wi-Fi network
to several users using the resources of the 5G network for a single user.

3. Wi-Fi mesh and IAB networks comparison

As seen in the previous section, most of the research works focus
on the study of simulated IAB networks in order to achieve a large
coverage area. Pursuing the same objective in indoors, our approach is
to use a Wi-Fi mesh network instead of an IAB network. In this section,
a comparison between a Wi-Fi mesh network and an IAB network
is made and it is explained why the first one has been selected to
accomplish the objectives of this research work.

3.1. IAB architecture

Fig. 1 describes what an IAB network looks like. This IAB archi-
tecture has been developed to replace a high fraction of the optical
fibre that connects the antennas to the core in 5G networks. With
this topology, the number of antennas wired to the core is reduced.

Consequently, the deployment costs are reduced.
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Fig. 2. Protocol stack of an IAB network.
Fig. 3. Wi-Fi mesh network topology.
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In an IAB network, there are 2 types of antennas. The first type is the
onor antenna (IAB donor). This antenna is wired to the core of the 5G
etwork. This antenna has two types of communications, the first one
s with the UEs. This communication is done through a 5G radio access
etwork. The UEs connect to the network as a usual 5G network. The
ther type of communication is with the second type of antenna, called
AB nodes. The two antennas communicate with each other using the
ackhaul Adaptation Protocol (BAP). This protocol is specified by 3GPP

n [20]. With this protocol, network traffic is transmitted between the
xisting hop destinations in the network. This protocol is above the RLC
Radio Link Control) layer. Due to this backhaul adaptation protocol,
he IAB donor is able to give support to the other antennas.

With this configuration, a greater distance can be reached by having
ess antennas (IAB donors) connected to the core network. Therefore,
n IAB mesh network is created between the different antennas so that
greater number of users can connect to the network.

The protocol used to carry out this information exchange is de-
cribed visually in Fig. 2.

The figure shows the communication that exists in a multi-hop IAB
ode. The IAB donor is composed by two different components. The
irst one is the IAB-CU which refers to the Centralized Unit of a gNB.
his segment is connected to the core of the 5G network and the IAB
istributed unit (IAB-DU). To the last one is connected via the F1
nterface [21]. The IAB-CU functionalities are the same as the gNB-
U but adding some more to support the IAB network communications
etween antennas as defined in the technical specification 38.401. The

AB node is divided into two parts: a mobile termination (MT) and a t
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istributed Unit (DU). The mobile termination is used to communicate
he IAB node with the DU part of the other antennas, either the donor
ntenna or another node antenna. The DU part of the IAB node is
esponsible for providing service to user devices or communicating with
he MT of another IAB node. The MT part of the nodes behaves as if
hey have been mobile devices for other IAB nodes.

.2. Wi-Fi mesh architecture

Wi-Fi mesh networks are based on specific standards to enable
ntegration and operation of nodes. The primary standard is IEEE
02.11s [22]. IEEE 802.11s defines the protocols needed for creating
elf-organization mesh networks within the Wi-Fi ecosystem. To ensure
fficient routing, IEEE 802.11s incorporates the Hybrid Wireless Mesh
rotocol (HWMP). This protocol enables dynamic routing decisions
ased on the optimal paths for forwarding the network traffic. The
tandard also defines how node discovery and synchronization between
he nodes are managed. Furthermore, this standard works with other
tandards such as 802.11a/b/g/n/ac/ax to provide Wi-Fi service with
igher or lower quality of service.

In a Wi-Fi mesh network, several access points create a Wi-Fi net-
ork to increase the coverage radius. Each access point is called a node
nd all are connected to, at least, another one. The objective of using
his technology is to reduce the number of access points connected in
wired way and to reduce the cost of deployment. An example of a
i-Fi mesh topology is shown in Fig. 3.
The different nodes in the network use a backhaul Wi-Fi network
o communicate with each other. With this network, the traffic is
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Fig. 4. 5G Architecture.
Fig. 5. Proposed integrated 5G and Wi-Fi mesh network architecture.
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edirected until it reaches the final destination. An important feature
f this network is that there is a default organization so that traffic is
lways redirected along the best path. This ensures a high quality of
ervice for the user. As the network created between these nodes is the
ame Wi-Fi network, if a user have been to disconnect from one node, it
ould automatically reconnect to another one without losing the Wi-Fi

onnection.
Finally, this type of network allows great scalability since it would

nly be necessary to add more nodes to the network to be able to take
he coverage to other places and to be able to give service to more users.
otice in Fig. 3 how there is a node labelled as ‘‘Main Deco’’ which is

he one that is truly connected to the wired network.

.3. Wi-Fi mesh vs. IAB networks in indoors

Looking at the two architectures, it can be said that both offer great
dvantages for expanding coverage and offering service to more users.
owever, for Industry 4.0 and 5.0 where the intention is to bring 5G

echnology indoors, choosing Wi-Fi mesh over an IAB network would
ake sense as the former operates in lower frequencies than the latter

ne and thus it makes a significant difference in industrial scenarios
ith high electromagnetic interference.

The cost of deployment is much lower if a Wi-Fi mesh network is
hosen instead of an IAB network in indoors. This fact is because Wi-
i mesh only needs routers that support this technology whereas IAB
etworks requires more specialized hardware such expensive antennas
o transmit and receive signals in a specific bands. IAB networks utilize
illimeter-wave wireless links for backhaul connectivity, so the need

f these links is present. Other example of requirements is the power
nfrastructure needed to supply the hardware.
433
The ease of deployment is also greater. It would not be necessary
o develop anything to make these networks work since having the
outers, they configure themselves to create the network. However, an
AB network needs the maintenance of the BAP protocol and deeper
nowledge.

Last but not least, one of the most important features for choosing
i-Fi mesh network is the compatibility of the devices. There are many
ore devices equipped to work with Wi-Fi technology rather than
evices with 5G chips. This also influences the costs of deploying them
n industry.

. Proposed architectures

This section provides information to explain the architecture that
as been followed in order to amplify the network coverage. Two
igures will be used to explain the architecture followed in order to
chieve this. Fig. 4 depicts the 5G architecture. Fig. 5, additionally,
hows the topology of a Wi-Fi mesh network used in this research work.
ach part is explained in detail in the following subsections.

.1. 5G architecture

Fig. 4 shows all the necessary resources to be able to have a
G network properly deployed, either in physical resources or virtual
esources. For the description of this architecture, the rightmost com-
onents will be explained first and then move on to the left until the
art where the user devices are located. The first thing to be found
s the Internet part. The core is connected to this network via the
PF (User Plane Function) component. The core of the 5G network
ivides the data plane and the control plane. These two planes are
ifferentiated by the functionality carried in them. In a nutshell, the
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Fig. 6. The different scenarios that have been carried out to emulate an IAB network.
ontrol plane is responsible for defining how the data packets will
ehave, how they will be transmitted and the authentication of the
arious devices that can connect to the network. In contrast, the
ata plane transmits these packets between the user and the Internet.
he UPF is located in this plane. This component is responsible for
outing and forwarding the packets. After authenticating themselves on
he network, devices establish communication with this component to
btain internet connectivity.

On the other side, at the top of the figure, in the core, is the
ontrol plane. The components found in this plane are The Access and
obility Management function (AMF) in charge of the management of

he registers of the different devices, the connection with the device and
ts mobility. The Network Slice Selection Function (NSSF) is responsible
or the selection of the slices to serve the devices. The Session Man-
gement Function (SMF) is responsible for managing device sessions.
he Authentication Server Function (AUSF) is responsible for device
uthentication to maintain security in the 5G network. The Policy Con-
rol Function (PCF) component describes how the rules for enforcing
ontrol plane functions will be implemented. The Unified Data Manage-
ent (UDM) is responsible for credentials for user authentication. And

inally, there is the Application Function (AF) component responsible
or providing information about the existing session [23]. All these
omponents are described together with their functionalities in 3GPP.

The interfaces with which the core components communicate are
lso described in the figure.

The core of the 5G network is connected to the edge via the
ransport segment. The aim of this generation of telecommunication
s to bring some functionalities closer to the user. This makes the
etwork faster and therefore lower latency than previous generations.
s a result, the edge part has been developed. The fifth generation of
obile communications is the first to present the edge as a part of the
etwork. At the edge, there are two components: The Centralized Unit
CU) and the Distributed Unit (DU) [24]. For each Next-Generation
ode B (gNB) there is a CU and one or more DU. These components
re responsible for forwarding traffic and maintaining the connection
etween the antenna and the core. For each DU there is a radio unit
RU) in charge of creating wireless communication between the user
quipment (UE) and the 5G network.
434
4.2. 5G network and Wi-Fi mesh integration

Increasing the coverage of such wireless communication is what
this research work seeks. Therefore, to the architecture presented in
Fig. 4, an additional sector with Wi-Fi connectivity is added. The new
architecture is shown in Fig. 5. To the 5G antenna that is connected
to the DU of the 5G network, a device is connected that serves as a
gateway for the Wi-Fi technology. This bridge is a 5G router capable of
creating a Wi-Fi network. To this device, both end-devices (e.g. mobile
phones, IoT devices, laptops etc...) and other routers can be connected.
In this way, a Wi-Fi mesh network is developed with the resources of
a 5G network. The topology conceived has two Wi-Fi mesh routers,
where one of them is connected to the 5G network acting as 5G-UE.
The other router serves as another Wi-Fi access point to which devices
can connect. Its main function is to make the network reach further.

As a result of this new topology, both technologies can be used by
end users. This results in an increase in the number of end-users able to
connect to the network. Without the Wi-Fi mesh network sector, only
5G devices could connect. With it, all devices capable of connecting to
a Wi-Fi network are added.

5. Measurement setup

This section explains in detail the testbed used to conduct the
experiments that have been carried out to demonstrate how unifying
5G and Wi-Fi mesh can lead to greater reach. It is divided into several
subsections to a better description of the different parts of the testbed.

5.1. 5G network

Fig. 6 shows a visual depiction of the real scenario where the
experiments have been carried out.

The OpenAirInterface [25] open-source software has been used for
the deployment of the 5G network, having the software for the core and
the radio access network. The core and the RAN have been deployed
on the same host. This device is a Dell computer with an Intel Xeon(R)
CPU E5-2630 v4 @2.20 GHz x 10 processors and 32 GB of RAM. The
operating system running on this computer has been UBUNTU 20.04

with a 5.4.0-120-low-latency kernel.
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The 5G core designed by OpenAirInterface has been designed fol-
owing the definitions carried out by 3GPP definitions. It is composed
f the different components that form the 5G core, called Network
unctions (NFs). The separation between the control plane and the
ata plane also exists to provide access to greater scalability and
ndependence between the different components. It matches exactly the
rchitecture depicted in Fig. 4.

The OpenAirInterface 5G core supports 3 types of deployments. The
irst deployment uses virtual machines. For the second deployment,
ach NF is hosted in a Docker container and deployed with the Docker-
ompose utility. Finally, in the third one, cloud deployment can be
sed making use of OpenShift or Kubernetes. For this work, the second
eployment has been used where each component is a CNF (Cloud
ative Function) deployed in a Docker container.

For the RAN, OpenAirInterface software currently allows users to
eploy two types of 5G: 5G NSA and 5G SA. The main difference
etween these 2 types is the core behind the network. For 5G NSA,
4G core is needed. On the other hand, for 5G SA, a 5G core is used.

For this work, a real 5G network has been needed in order to make
t as similar as possible to a real scenario. This is why a 5G SA network
as been chosen. This 5G RAN is a VNF that is deployed on a host and
eeds a core to connect to in order to provide services to a device.

There are two ways to deploy the RAN. The first way is to split
t into 2 parts in order to have CU/DU functionalities and the second
ay is to deploy it in monolithic mode. With this last method, the 2

unctionalities are united in 1. Selecting this way, it is not possible to
ave more than one DU connected on the same edge. In our case, the
eployment has been done in monolithic mode.

For the radio unit (RU), a Universal Software Radio Peripheral
USRP) and an antenna operating on 5G frequencies is required. For
he USRP it has been decided to use the USRP B210 from Ettus. It is
dual-channel transmitter operating on the frequencies 70 MHz and
GHz. It provides a real-time bandwidth of up to 56 MHz. It is designed

o perform low-cost experiments and test different radio applications.
he connection of this device to the computer hosting the RAN is made
ia USB 3.0 in order to serve high data rates.

The antenna used is a BLUESPOT mini antenna. A directional an-
enna capable of working in the frequency range of 3400–3800 MHz.
he connection between the antenna and the USRP is made via SMA
SubMiniature version A) cables.

For the 5G signal, a configuration of 106 Physical Resource Blocks
PRB) has been used, giving a bandwidth of 40 MHz. Band 7 has been
sed, specifically the frequency 3650 MHz. This decision of using such
and is because the antenna used to develop this work supports the
requency range of band 7.

.2. Wi-Fi network

For the deployment of the Wi-Fi mesh network, a ZTE 5G CPE
C801 A router has been used. With this 5G mobile router, the 5G

etwork can be converted into a Wi-Fi network. With this router, it
s not possible to create a Wi-Fi mesh network. Then, what it has
een done is to disable the Wi-Fi capabilities provided by such ZTE
evice and use instead a wired cable to connect it to a Wi-Fi mesh
apable access point. This setup creates a logical component with 5G
onnectivity in one end and Wi-Fi mesh connectivity in the other end.
hus, two additional Wi-Fi mesh routers have been used. These are the
P-Link E4 routers. Based on the specifications of the manufacturer,
he Wi-Fi standards supported by these models of devices deployed
n the tests are the IEEE 802.11ac/n/a for the 5 GHz and the IEEE
02.11n/b/g for the 2.4 GHz band. This allows the development of
Wi-Fi 5 network with a maximum theoretical throughput of 1300
bps [26] . On the manufacturer’s website it does say that these devices

an reach peaks of 1167 Mbps, but in the 5 GHz band, the expected
peed is 867 Mbps [27] . The maximum rate obtained in the 5G network
f the testbed is 120 Mbps in downlink and 8 Mbps in uplink. The
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Wi-Fi technology is used to extend the resources of the 5G network.
The results obtained on network speeds will be discussed later in the
document.

TP-Link provides a mobile application to configure the Wi-Fi mesh
network created with their routers. With this application, a user can see
which devices are connected to which routers and therefore, be able to
monitor and ensure that a device is connected to a particular router.
This is important especially if experiments are wanted to be performed.
In addition, it is possible to track the throughput of a device in real-
time, block devices from connecting by specifying their MAC address,
create slices, etcetera.

One problem encountered during the configuration of the Wi-Fi
network has been that these devices do not allow modification of the
Wi-Fi channel to which the devices are connected. Therefore, selecting
channels based on the existing traffic has not been possible. However,
the experiments have been carried out with the devices connected to
the same channel. Even if it is not possible to choose the channel to
which they are connected, it has been tried that, at least, they are on
the same channel.

5.3. User equipment

Several UEs have been used to connect to the generated networks.
A 5G mobile router and a ONE PLUS 8T mobile phone has been used as
5G user equipment. For the Wi-Fi devices, 2 mobile phones have been
used: ONE PLUS 8T and POCO F3 and 2 laptops with WINDOWS 10 as
the operating system.

5.4. Application use case

The proposed architecture explained in Figs. 4 and 5 could bring the
5G technology indoors in industries 4.0 and 5.0. For the experiments
of this research work, a factory has been emulated. In such factory,
the processes have to be monitored by cameras. The videos recorded
by the cameras are published on a server located at the edge of the
network. On the other hand, such videos are consumed in real-time by
different devices around the factory for security purposes. The proposed
application use case revolves around an indoor industrial environment
where real-time video monitoring is essential for operational efficiency
and safety. Monitoring processes, equipment or even personnel through
a network of cameras during work can assure the working environment
in case of unexpected events and ensure that action can be taken
quickly. The aim is to leverage the benefits of integrating a 5G network
and a Wi-Fi mesh network to enhance video transmission, real-time
analytic, and decision-making within the industrial setting. For this
purpose, the metrics selected for study are related to video streaming
using the new hybrid network architecture created with 5G and Wi-
Fi mesh. The video transmission quality is one of the Key Performance
Indicators (KPI) chosen, studying the frame rate, resolution and latency.
Another KPI is the network reliability. With this, the evaluation of the
5G and Wi-Fi mesh networks are studied measuring the packet loss,
connection time, round-trip time and jitter. Finally the scalability is also
considered by adding users to the network. The different scenarios are
explained in the next subsection.

5.5. Video server deployment

The server deployed for the experiments consists of a docker de-
ployed in the edge of the 5G network. This docker contains a service
listening to petitions from users in different paths. Each path contains a
video. To be able to play the video, the user introduces the IP address of
the video server, the port at which the server is listening and the path
that contains the video desired. After that, the video will start playing
on the user device from the beginning. The type of video streaming
app chosen for the experiments was video on demand (VoD) because
it makes it easier to synchronize the users to play the videos and
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Fig. 7. Zones for the experiments.
thus makes the experiment last as long as possible for everyone. The
protocol used for video transmission was Real Time Streaming Protocol
(RTSP), using Transmission Control Protocol (TCP) as the transport
protocol. The selection of this protocol was due to the fact that TCP
dominates the Internet video streaming and brings facilities to calculate
the concerned metrics such as latency, packet retransmissions and so
on.

5.6. Integration and deployment scenarios for integrated access and back-
haul networking

Fig. 6 shows the three scenarios that have been carried out to
develop the experiments. There are several common elements in all 3
scenarios. The first one is the host where both the core and the RAN
of the 5G network are deployed. The NGINX server is also located as
a VNF in a docker outside the network core so it is at the network’s
edge. For experiments, everything has been installed in one place but
the core and the edge of the network could be installed on different
servers connected in some way. The host is connected via USB 3.0 to
the USRP B210, which generates the signal and transmits it to the 5G
antenna via SMA cables. On the other side, is the mobile device that
will receive this signal and communicate with the service to play the
video. In all 3 scenarios, we have these elements and the objective is
the same. What changes in every one of them is the signal to which the
mobile device is connected.

In scenario 1, the UE is a 5G-UE. This means it will connect to the
5G signal directly via the access network. This will emulate that the
device is connected to the IAB Donor. Fig. 5 shows what this connection
would look like in a simpler way. In scenario 2, the UE where the video
is received will be a Wi-Fi-UE. The signal to which the UE will connect
is the Wi-Fi network created by the 5G mobile router and the Wi-Fi
mesh main router. In this scenario, the 5G-UE is the 5G mobile router.
It contains a SIM to establish a wireless connection to the antenna.
Once connected it deploys a Wi-Fi or LAN (Local Area Network). For
these experiments, the desired network is the LAN network as we
want to connect the Wi-Fi mesh router so that it can create a Wi-Fi
mesh network. Therefore, this 5G mobile router and Wi-Fi mesh router
connection will act as an IAB Node. The access network for this scenario
will be Wi-Fi and the UE device will be connected to it in order to

display the video.
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In scenario 3, a second Wi-Fi mesh router is added to communicate
with the main router via the Wi-Fi network. The Wi-Fi-UE will be
connected to the second router. This is done to meet the objective of
this work, which is that a longer coverage distance can be reached with
the same resources as in scenario 1.

These three configurations present the different topologies that can
be implemented in a Wi-Fi mesh network. The device is first connected
to a 5G antenna, then the first Wi-Fi mesh router is added and finally,
a second Wi-Fi mesh router is connected to the first one.

Fig. 6 also shows the legend detailing all the elements necessary to
create these scenarios.

6. Experiments

This section explains the experiments carried out to test the net-
work, check its operation and prove the assumptions made in Section 1.
To run the experiments, a streaming video server has been deployed
with the help of an NGINX server. This server has been deployed at the
edge of the network. It had a video-on-demand which can be accessed
by any user for real-time reproduction. Thanks to this video streaming,
it has been possible to check the performance of the network and
therefore, to corroborate if the assumptions of the paper are correct.

The experiments have been divided into three parts which will be
detailed in more detail in the following subsections.

6.1. Study of the topology

The first experiment carried out consisted of finding out if the topol-
ogy that has been developed, where both Wi-Fi and 5G technologies are
combined, really increases the coverage distance. To do this, the final
network (Wi-Fi-5G), represented by scenario 3 has been deployed with
the 5G antenna, the 5G mobile router and the 2 Wi-Fi mesh routers.

Fig. 7 shows the real topology created with this architecture which
represents the BEYOND 5G HUB premises at the University of the
West of Scotland. Measurements of the offices, where the antennas
and routers are located, have been done to be able to obtain accurate
results. Three zones were used to perform the experiments. 5G antenna
and the principal Wi-Fi mesh router are located in zone 1. Zone 2 is
located at a distance of 16 m. Finally, zone 3 starts at a distance of

20 meters from zone 1. Between zone 1 and zone 3, a secondary Wi-Fi
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mesh router is located. This one is located at a distance of 13 meters
from zone 1. The reason to have a second Wi-Fi mesh router is to
create a second Wi-Fi point access. With this, users can have access
being in zone 3. The distance of each zone have been selected based on
the Wi-Fi mesh manufacturer guidance [27] . This is 2800 square feet
which is 260 square meters. Therefore, the distances had to be within
this imposed area. However, the distances selected for the experiments
were chosen based on the performance of the devices connected to the
network. Devices could be placed at longer distances than described
but their connectivity was not optimal for use. Therefore, a balance
was sought between connectivity and the distance suggested by the
manufacturer. So, the distances have been selected to be similar for
both technologies so that the experiments can be compared for fairness.

To make this selection, first, the throughput has been calculated
using only the 5G network and moving the mobile away until it lost
the signal and could not recover it. Once this has been done, the same
UE has been connected to the Wi-Fi signal and the same test has been
performed again. Finally, the tests have been carried out again but this
time connecting the UE to the second Wi-Fi mesh router. By doing these
tests, it has been possible to know the distance that can be reached
using both technologies. Once the distance that the network can reach
has been verified, video playback experiments have been possible to
start in order to test the network.

For this experiment, it has been not only taken into account whether
the device could connect to the network but also the RSRP parameter
(Reference signal Received Power). This parameter indicates the quality
with which the signal reaches its destination in a mobile LTE/5G
communication. With the OpenAirInterface software, it is possible to
take measurements of this value on the host where the RAN is hosted
to know how the signal sent by the UE arrives. In the user’s device
it is also possible to know the quality of the signal by looking at this
parameter, which is provided by the devices themselves. For a good
signal quality, this parameter should have a value higher than −80 dB.
A value lower than −100 dB indicates that the signal is not high-quality.
This means that the communication will not be good and therefore the
communication will not be optimal.

The experiments have been carried out by making the RSRP value
less than −100 dB. For the 5G-UE experiments, it has been taken into
account the value on the user’s device and on the edge itself. On
the other hand, when the device has been Wi-Fi-UE, this parameter
does not appear in the device because the connection is via Wi-Fi.
Nevertheless, it does appear in the 5G mobile router (5G-UE) and in
the RAN. In the scenarios where Wi-Fi has been used, the RSRP value
has been always maintained at values of approximately −75 dB as the
router has been always at the same distance from the 5G antenna.
Therefore, for these scenarios, only if there has been a connection
between the Wi-Fi-UE and the Wi-Fi mesh routers has been taken into
account.

The following 2 experiments has been carried out to test the perfor-
mance of the network. This required the NGINX server to be deployed
on the edge. They differ in the number of devices that have been
connected to the server and requested to watch the video.

6.2. Experiments with one UE

In the first part, a single UE has been used as a video receiver. First,
experiments have been carried out with the normal 5G network. The
device, connected to the 5G network, has been connected to the NGINX
server in order to receive the video. This procedure has been performed
in both zone 1 and zone 2 of Fig. 7. It could not be performed in zone 3
as the 5G signal has been unable to reach it. During the video playback,
the tshark tool has been running on the edge in order to capture the
transmitted and received packets that go through the network.

Once the experiments with the 5G network have been completed,
we proceeded to connect the 5G mobile router to the 5G network and
the Wi-Fi mesh router to this router in order to create the Wi-Fi mesh
network.
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With the Wi-Fi mesh network up, the same UE has been used and
the video has been replayed in zone 1, zone 2 and zone 3, collecting
the packets at the edge as before. In zone 1 and zone 2, the UE has been
connected to the main router located next to the 5G antenna in order
to compare the results obtained in the 2 scenarios equally. In zone 3,
the device has been connected to the secondary router.

6.3. Experiment with multiple UEs

The approach of these experiments has been as follows. First, only
two UEs have been connected to the main router located in zone 1
of Fig. 7. These UEs have been also located in zone 1. The two UEs
made the query to the NGINX server simultaneously so they received
the video at the same time. After these tests, a third UE located in zone
2 has been added. Again, the request to the server has been made at the
same time by all 3 UEs. All 3 have been connected to the main router.
Finally, a third UE has been added in zone 3, which has been connected
to the second router.

These experiments have been carried out in order to demonstrate
that the network created can support more than one UE connected at
the same time. It has been also wanted to prove that the video can be
played smoothly on all 4 devices.

6.4. Metrics

The metrics that have been studied to analyse network behaviour
are connection time, jitter, re-transmissions and round-trip time. These
metrics have been chosen because of the use case being emulated.
When a user wants to watch a video in real-time, the user usually looks
at two characteristics. The first one is the time it takes to start watching
the video. This feature is indicated by the connection time. As a second
characteristic, the user expects the video to be displayed smoothly with
no loss of information. This property can be studied with the jitter
and the number of re-transmissions that occur during the broadcast,
notice the directly relationship between re-transmissions and packet
loss. Finally, the latency that exists during video transmission between
the server and the client has also been studied.

6.4.1. Connection time
This metric is used to check how long the UE and the Edge took to

make the 3-way handshake to start transmitting the video. This time is
calculated as the time in which the ‘‘SYN’’ is transmitted and its ‘‘ACK’’
is transmitted. With this measurement, it is possible to estimate the
latency of the network.

6.4.2. Jitter
It is a phenomenon that is defined as the variance between the

delays experienced by different packets as they are transmitted. In
video transmissions, this metric is highly relevant as it is related to the
quality of the video received.

6.4.3. Retransmissions
By analysing the PCAP file generated with the video transmission

from the edge to the UE and because TCP is used as the communication
protocol, it is possible to analyse how many re-transmissions there have
been during the process. This metric has been selected as it can be used
to deduce the packets lost during the transmission.

6.4.4. Round-trip time
This parameter indicates the time it takes for a packet to go to

a location and return. In this research work, this metric has been
calculated as the time it takes to receive the ACK of a packet in the
edge. With this data it is possible to know the delay of the packets to
reach the client. Simply divide this parameter by 2.
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Table 3
Video information.

Video codec H.264
Width 1920
Height 1080
Display aspect radio 16:9
Pixel format yuv420p
Duration 634.53 s
Bitrate 4 001 453 bits
Number of frames 38 072

Table 4
Throughput measurements.

Technology DL throughput (Mbps) UL throughput (Mbps)

Zone 1 Wi-Fi mesh 120 8
5G 120 8

Zone 2 Wi-Fi mesh 70 3.5
5G 40 5.2

Zone 3 Wi-Fi mesh 40 2.5
5G – –

6.5. Video application

The video ‘‘Big Buck Bunny’’ with h.264 encoding and a resolution
of 1920 × 1080p has been used for the experiments. All the character-
istics of the streamed video are shown in the Table 3. This information
has been obtained with the ffmpeg tool.

7. Empirical results

This section will show the results obtained in the experiments
explained in the previous section. For all the results shown, a total of
10 tests have been performed. Then, the average of these results has
been obtained to show the trend of behaviour. It will be divided into
3 subsections: first, the coverage results are presented along with the
throughput achieved by the different UEs. Then, the network perfor-
mance results are exposed, which includes the results with one UE and
with multiple UEs.

7.1. Coverage results

To show the results the help of Fig. 7 will be used. The figure shows
the maximum distance at which the tests could be carried out without
connection problems. The yellow colour represents the coverage dis-
tance achieved using the 5G antenna alone. The blue colour represents
the coverage distance achieved using Wi-Fi mesh technology.

Table 4 shows the maximum speeds obtained in the different areas
where the measurements have been taken.

Using the IPerf3 tool and a mobile device, measurements have
been made in the different zones, increasing the distance. Table 5
shows the results obtained at the distance at which the highest speed
was obtained. In zone 1, the results obtained using only 5G and the
extension with Wi-Fi are similar because the users were at the same
distance and had the same resources. The signal was not affected by
external agents generating interference, so similar results were to be
expected. The main difference found in the results has been in zone 3.
In this zone, the UEs did not find the 5G signal and could not connect to
it. The limit found using this technology, with the hardware specified
in Section 5, has been about 17 m. Beyond this distance, the UEs used
have been unable to locate the signal. In contrast, using Wi-Fi mesh
technology, UEs have been able to connect even beyond 34 m. The limit
has been found at approximately 40 m when the UE is connected to the
secondary router. At this distance, the UEs have been able to see the
Wi-Fi signal but the stability was poor.

Connected to the main router, the UE was able to reach up to 22 m
with good network stability. See Table 4.
438
Table 5
Distance measurements.

Technology Distance

5G <17 m
Wi-Fi mesh (main router) <24 m
Wi-Fi mesh (Two routers) <40 m

In zone 2 the results obtained for both technologies differ in both
downlink and uplink. In downlink, the Wi-Fi mesh network provides
more rate while in uplink, the 5G network brings better results. this
may occur due to congestion on the Wi-Fi uplink channel. It should
be noted that with the Wi-Fi mesh devices used, it was not possible
to select the optimal Wi-Fi channel. This selection is done automati-
cally. Therefore, when performing the experiments, if there is a high
congestion in the channel, the results will be affected.

With these results, Wi-Fi mesh technology achieves a 29% improve-
ment in distance using a single router and a 100% improvement if a
second router is added.

7.2. Results with one UE

7.2.1. Connection time
Fig. 8 shows the connection time obtained by placing the UE in the

different areas studied and with the 2 different technologies. As men-
tioned before, The connection time has been determined by calculating
the time taken by the UE to send the ACK of the SYN packet sent in the
first instance.

The clearest difference is that, when Wi-Fi is used as the connection
technology, the connection time increases compared to 5G. The reason
for this is that, when the device is connected to the Wi-Fi mesh router,
there is an additional hop between the UE and the edge. As a result
of this hop, there is an added time which is the node processing time
of the packets. The time it takes for the router to receive the packet,
re-route and re-transmit it, causes an increase in the total time.

The results clearly show an increment of this measurement, to a
lesser extent, as the UE move away from the edge. The best results are
those where the 5G network is used directly, but it should not be for-
gotten that the aim of this work is to be able to have a greater coverage
distance using 5G resources. Hence, although a shorter connection time
is achieved by subtracting the hops added by the Wi-Fi mesh network,
the coverage distance is shorter.

Finally, the connection time has a variance of 4 ms between a zone
closer to the edge and the furthest one using the Wi-Fi mesh network.
This reaffirms that the additional time compared to 5G is due to the
added hops.

This metric has increased by 65% by adding Wi-Fi mesh to the 5G
topology, in exchange for reaching further distances.

7.2.2. Jitter
Ideally, this metric should be zero. This would mean that the

transmission time is always the same and does not vary. Therefore,
the lower the value of this parameter, the better. A high value would
indicate that the video is not being displayed smoothly because the
packets take a long time to arrive. Fig. 9 shows the jitter value obtained
in the different zones and with the different technologies. For video
streaming, the jitter value for smooth video playback has to be less
than 25 ms. In all the zones that have been studied for this work, the
jitter value does not exceed 2 ms. Between adding Wi-Fi mesh to the
infrastructure and not adding it there is only a 6% increase.

In zone 3, the results improve compared to zone 2, and this is due
to the fact that there is a second router that helps the network to be

more stable (see Fig. 9).
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Fig. 8. Connection time for 1 UE (in seconds).
Fig. 9. Jitter for 1 UE (in seconds).
.2.3. Retransmissions
The number of retransmissions calculated is relative to the number

f total packets that have been transmitted. In all tests performed,
he percentage of retransmissions obtained is less than 1%. Higher
etransmissions have been obtained in zone 2, both in Wi-Fi mesh and
G. This is due to the distance between the UE and the edge.

As mentioned above, with this metric, the amount of information
hat is lost during video transmission can be analysed. By using TCP
s a transport protocol, there will be no lost packets because these
ost packets can be retransmitted. Therefore, it is possible to know the
mount of information that does not reach the receiver when it should.
his phenomenon would lead to interruptions during video streaming.
he results show that the video streaming has been done correctly so
hat the user does not notice if packets have been lost.

In the zone where there have been most retransmissions (zone 2),
here has been an increase of 26% from 0.206% (total packets) to
.2614% (total packets). Even so, this increase does not bring the total
umber of retransmissions to 1% of the packets sent (see Fig. 10).
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7.2.4. Round-trip time
Fig. 11 shows the average time difference between sending a packet

and receiving its ACK. The round-trip time resulting from the experi-
ments with both technologies only differs by 6 ms. Using Wi-Fi mesh
technology there is a difference of fewer than 4 ms between zone 1 and
zone 3. In the scenario where only 5G technology is used, there is no
data in zone 3 because the devices did not connect.

With this metric, there is an 18% increase in zone 1 and an 11%
increase in zone 2 (see Fig. 11).

7.3. Results with multiple UEs

This subsection will show the results obtained by connecting sev-
eral UEs to the Wi-Fi mesh network generated with the architecture
proposed in this work. The parameters studied are the same as using a
single UE.

The figures presented here showing the results obtained contain the
results of the experiments with two, three and four UEs. In green are
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Fig. 10. Retransmissions for 1 UE.
Fig. 11. Round-Trip time for 1 UE (in seconds).
the results obtained when only two UEs are connected, in yellow when
there are three UEs and finally, in blue when there are four UEs in the
network receiving the video. These UEs have been differentiated using
the port with which the communication has been being established.

When conducting experiments with several devices, the bandwidth
allocated to each device was controlled by the Wi-Fi mesh network
itself. This allocation was made depending on the resources required
by each UE.

Fig. 12 shows the results of the connection time for each UE in the
different tests. The connection time obtained for each UE is practically
the same. In the test where four UEs have been connected, there is a
slight increase in this value because the traffic has been higher. But
it is still within the margins presented in the results with only one
UE. Therefore, increasing the number of UEs does not lead to a raise
in connection time, so it can be proved that the network has been
not congested. This indicates that the presented Wi-Fi mesh network
can support more than 4 devices connected at the same time handling
traffic.
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Once the time taken by the devices to receive the video has been
analysed, it will be shown how good the video looks with the jitter and
retransmission parameters.

First, jitter is shown. Fig. 13 shows the jitter results for each UE in
the 3 tests performed. The results show that the jitter obtained for the
UEs is practically the same. Approximately, it has a value of 3 ms so
that the packets arrive constant without being lost along the way. This
is also demonstrated by the number of retransmissions. The video flow
has therefore been good for all UEs, so that users can play the video
without any video smoothness problems.

Finally, Fig. 14 shows the results obtained for the retransmissions.
For all tests, the percentage of retransmitted packets is less than 1%.
This indicates that the amount of lost packets is practically non-existent
making the amount of information sent from the NGINX server almost
completely received by the user devices.

At last, Fig. 15 shows the round-trip time obtained when performing
the experiments with several UEs. Adding several devices to the net-
work makes the RTT go up. But the results show that this parameter
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Fig. 12. Connection time for different number of UEs (in seconds).
Fig. 13. Jitter for different number of UEs (in seconds).
varies around 50 ms. This, as mentioned before, results in a video
transmission delay of about 25 ms on average in the different scenarios
to get from the server to the end user.

8. Conclusions

This paper presents a solution to increase the coverage distance of
5G technology in industrial environments. It combines 5G and Wi-Fi
mesh technologies. For this reason, a real 5G infrastructure deployed
with OpenAirInterface software has been used together with a 5G
mobile router and Wi-Fi mesh routers to develop a Wi-Fi mesh net-
work. Once this new network topology has been obtained, several field
experiments have been carried out to test the operation of the network
and to check if the 5G network resources can really be taken further
wirelessly without having to deploy several cores. The experiments
have been based on a real-world use case emulating a video streaming
platform where the NGINX video server has been deployed at the edge
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of the network. Users, connected to this network, communicated with
this server and requested to play the video on their devices. The results
showed how the video could be played in more distant areas than when
using the 5G network alone. In particular, the results show that users
can be placed at a 100% greater distance using this new topology.
Also, results have been presented showing that the Wi-Fi mesh network
created is not impaired at any time. The total retransmissions and
jitter have been not affected, making the video playback smooth. The
increase in the percentage of retransmissions has been 26% in the worst
case. Even with this increase, the total number of retransmissions is not
even close to 1% of the total number of packages. So the user still did
not lose any information when watching the video. Regarding jitter, the
results were increased by 6%. But as in the previous case, the video still
plays perfectly. The connection time has increased in this network due
to the number of hops added to move from 5G to Wi-Fi. There was
a 65% increase. Finally, the use of Wi-Fi mesh technology causes an
increase in packet transmission delay but does not affect the service. A
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Fig. 14. Retransmissions for different number of UEs.
Fig. 15. Round-Trip time for different number of UEs (in seconds).
total of 18% at worst and 11% at best. But in return, more distance is
achieved. Future work will explore and evaluate ways to optimize this
network and improve the obtained results.
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