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Abstract 

The demand for capacity within existing mobile networks continues to increase as 

more subscribers and more devices communicate and as data-rich applications 

become more popular. The evolving 5G telecommunications standards aim to 

respond to such demand. A promising approach to increasing capacity and reliability 

within the context of 5G is Massive Multiple-Input Multiple-Output (MIMO) where 

many transmit antennas are used relative to the number of users, thus providing a 

greater opportunity to use the spatial characteristics of the channel for spatial 

diversity and multiplexing.  

This thesis presents an analysis of the propagation environments of Massive MIMO. 

Factors specific to Massive MIMO are investigated, including slow-fading across 

arrays and spherical wavefronts, as well as standard measures for wireless 

communications systems. A study of dynamic Massive MIMO channels is also 

presented, showing how channels vary in time within busy environments. A time-

series model based on the channel condition number is proposed for a statistics-

based simulation of the channel. The propagation studies described in this thesis 

inform the investigation of different practical applications of Massive MIMO 

technology. One such application is related to the synchronisation process within 5G 

systems, where synchronisation blocks consisting of the physical broadcast channel 

and synchronisation signals are sent by the base station to allow users to obtain 

synchronisation information when connecting to a network. Each block can be sent 

with a different beam configuration, the collection of which forms a grid of beams 

over the coverage area. The optimal grid of beams varies by coverage area, so this 

thesis presents a study to obtain such configurations through a combination of 

practical network data, propagation models and statistical distributions of users, 

creating a data set of user distributions with optimal beams.  

These data then form the basis for the development of a method to simplify the 

selection of beam configurations. The final chapter describes a study of the effects of 

beamforming on Massive MIMO performance, comparing beamforming systems with 

systems that are dependent only on the multipath propagation characteristics of the 

environment within which the system operates. The study is based on 3D ray-tracing 

propagation models of Bristol, built from open-source map data. The Marzetta 
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approach to Massive MIMO downlink transmission using different forms of linear 

processing, which makes no reference to specific beam configurations, is modelled 

and the performance analysed in relation to the Error Vector Magnitude, which 

provides an indication of modulation schemes that can be supported and therefore 

the expected throughput. The results are compared to similar systems with beams 

directed towards the mobile users, as well as other systems employing a 

beamforming strategy. 
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1: Introduction 
 

Throughout the history of electronic communication, the question of how to develop 

communications infrastructure that is able to meet the performance demands of its 

users and potential users has been a relevant concern, and one that has only 

increased up until the present day. The ability of a network to meet demand by 

providing a sufficient level of possible data throughput is known as its capacity, a key 

concept within telecommunications research. Related to this is the concept of 

spectral efficiency, which is discussed later in this thesis. 

At the dawn of the use of wireless systems to communicate electronically, early radio 

transmitters were greatly limited in terms of their available frequency range and, due 

to limitations in the circuitry of the time, because of their inability to occupy a narrow 

bandwidth within the available frequency range [1]. 

While such a situation may have been barely acceptable right at the start of the use 

of electronic communications, when the number of total users was very limited due 

to the cost and availability of equipment, it soon became apparent that such a 

situation would not be sustainable. Beginning in the 1910s, radio users that were not 

safety critical were required to occupy higher frequencies and to not cause 

interference with other stations on lower frequencies [2]. Research was conducted to 

attempt to cause existing types of transmitters to occupy less bandwidth and to 

display increased frequency stability; however, the increasing availability of 

thermionic valves greatly advanced this process [3]. Such components can be used 

to create circuits that provide continuous waves for transmission and modulation, 

with modulation being motivated by the requirement for audio transmission and 

broadcasting [4]. 

This serves to illustrate some crucial components in determining the capacity of a 

radio system. Although the notion of capacity would not be formalised for many 

years, it is already apparent that the capacity of a wireless telecommunications 

system is related to the bandwidth available to it and to the bandwidth demands of 

the mode or modulation scheme that it employs. It is also related to the demand, in 

terms of the number of telecommunication system users who wish to communicate, 

and the size of the messages that they wish to send and receive. 
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The advances in manufacturing for electronic components and in circuit design 

allowed for the use of higher frequencies, which provided both additional bandwidth, 

meaning that more users could occupy radio spectrum at the same time, and later 

the opportunity for transmission requiring wider bandwidth, as is the case, for 

example, in FM broadcasting. Both the increase in the number of users and the 

increase in the bandwidth requirements of transmission modes require a 

corresponding increase in capacity of the telecommunications. The re-use of 

spectrum is now of particular importance, as is the study of techniques can be 

developed to do this effectively. 

The bandwidth consumption of modulation schemes has long been of concern for 

designers of telecommunications systems, especially as the requirement for voice 

and other audio communications developed. The original form of audio modulation, 

Amplitude Modulation (AM), was based on mixing an audio signal with a carrier 

wave, creating a signal consisting of a carrier wave whose signal varied in a way that 

corresponded with the original audio signal, which could then be covered from the 

carrier by the receiver. It was discovered [5] that, while such signals were made up 

of a carrier wave and two sidebands, it was possible to recover the original audio 

from only one sideband. Such an insight was able to reduce the bandwidth 

requirements for voice transmission, with the drawback that more sophisticated and 

expensive receivers were required to recover the transmitted signal. Such advances 

in reducing bandwidth can be seen in other early examples of modulation schemes. 

Frequency Modulation (FM), for example, was developed as a way of reducing noise 

within transmissions by modulating a carrier by varying its frequency, rather than its 

amplitude [6]. While the form of modulation used for broadcasting required 

considerably more bandwidth compared with standard AM, it was discovered that it 

was possible to transmit lower fidelity signals could be transmitted using lower 

bandwidth by limiting the frequency deviation, considerably lowering the bandwidth 

requirements. 

Following World War II, a major advance in the understanding of telecommunications 

systems was initiated by the development of Information Theory, discussed in more 

detail in chapter 2 of this thesis. Information Theory describes communications in 

terms of statistical principles [7] and presents a formal definition of the information 

capacity of a communications channel. One of the major implications of this theory is 
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that there is an upper limit on the capacity of any communications channel, and that 

it is possible to express what this limit is according to certain assumptions about the 

channel. It formalised the notion that, when data symbols are transmitted as part of 

some code, that the symbol that is used should be related to the probability of such a 

symbol occurring, and that doing so could lead to more efficient use of the channel 

resources in a way that approached the capacity of the channel. 

The insights from Information Theory led to a large amount of research into the 

development of coding schemes that could achieve the greatest data rate possible 

for a given telecommunications system. However, it would not be for several 

decades that a coding scheme that reached the capacity limit predicted by 

information theory was discovered [8]. 

Following the development of information theory and the adoption of increased use 

of digital coding schemes, rather than modulated analogue audio signals, modulation 

schemes used within a digital context became more common [9]. For example, while 

quadrature amplitude modulation (QAM) had been used within analogue systems, 

such as phase alternate line (PAL) colour TV, it also become popular within digital 

mobile networks [10]. QAM makes use of two carrier signals that are separated by a 

90-degree phase shift. The phase angle within the complex plane can then be 

described by the relative differences in amplitude between the two carrier waves. In 

digital communications, the complex plane is divided into segments representing the 

digital symbol being transmitted. This increases the number of bits per carrier that 

can be transmitted, thus improving the capacity of systems employing such a 

modulation scheme. 

These considerations related to capacity formed an increasingly significant part of 

the development of mobile telecommunications networks. Early mobile telephone 

systems operated as extensions of the public telephone networks [11] and operated 

in a similar way to other private mobile radio networks, except that individual radio 

telephones could be called using a telephone number that was assigned to them, 

with the terminals acting as an extension of the telephone network with which they 

were associated. 

The next generations of mobile telephone communications systems, while marking 

the increase in frequency band usage, and hence available bandwidth, introduced 
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the notion of cellular communications [12]. Such an approach divides the coverage 

area of a network into cells, further divided into sectors, to which a user connects to 

access the network. Each cell would have its own limited coverage area, allowing for 

different cells to occupy the same frequency and bandwidth resources, a feature 

advantageous for the optimisation of the capacity of the network. Some cells in the 

network would overlap with one another, since mobile network operators (MNOs) 

would seek to provide network coverage across the service area, and it is not 

practical to create a precise boundary where one cells coverage ends and another 

begins. This overlap necessitates attention in the design process of the network, to 

reduce potential interference between cells, thus reducing network performance. It is 

also necessary to consider how users connect to the cells, and under what 

conditions they will change to a different cell. The introduction of cells to wireless 

communications networks is an example of how systems can be designed to re-use 

available radio spectrum. 

The Long-Term Evolution (LTE) standards, which began to be introduced to public 

networks around 2010, comprised several features that are relevant to the efficient 

use of what had become, by that time, an increasingly crowded radio spectrum [13]. 

The scheme for providing multiple-access to the network, in this case orthogonal 

frequency division multiple access (OFDMA) was introduced to the downlink of 

mobile networks to provide higher data rates than existing schemes, while a related 

scheme, single-carrier frequency division multiple access (SC-FDMA) provided a 

more efficient method for the uplink side, combined with improved power 

consumption performance. The LTE standards also allowed for flexibility in the 

modulation scheme used, with several possible options available in both the uplink 

and the downlink. This allows for the selection of a modulation scheme that is more 

appropriate for the channel conditions. Additionally, LTE provided more flexibility in 

specifying bandwidth usage and in subcarrier spacing, which allowed for greater 

optimisation depending on channel conditions and also the bandwidth requirements 

of the services, which by then had extended beyond only voice calls to other forms of 

multimedia data. Greater flexibility within application of the standards was also 

represented in LTE’s ability to support both time division duplexing (TDD) and 

frequency division duplexing (FDD), again allowing for the most efficient use of 

bandwidth resources. 
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One of the main characteristics within the LTE standards was the ability of mobile 

networks conforming to these standards to make use of multiple antennas to 

improve spectral efficiency, which describes the data throughput in terms of 

bandwidth resources. This represented the introduction of Multiple-Input Multiple-

Output (MIMO) technology within public cellular mobile networks. MIMO is described 

in more detail in the following chapter. MIMO, as introduced in LTE, consisted of a 

maximum of four transmit and four receive antennas. The presence of multiple 

antennas at the receive and transmit end of the link allows for the use of spatial 

diversity, where multipath propagation is used to reduce fading experienced within 

the system, and spatial multiplexing, which allows multiple users to occupy the same 

bandwidth and frequency resources. Such technology would continue to form part of 

developing mobile networks, and a greater increase in the possible number of 

receive and transmit antennas, in the form of Massive MIMO, became part of the 5G 

standards, and this technology forms a major part of the topic of research for this 

thesis. 

The necessity, from the perspective of the MNOs, for a continued increase in the 

capacity requirements of mobile networks originates from several sources. The 

number of mobile subscribers increased dramatically in the 2000s as more people 

obtained mobile telecommunications devices. However, since the end of that 

decade, the total number of subscribers has remained reasonably constant, 

suggesting that number of possible subscribers in the UK has reached its maximum 

value as a proportion of the total population. Indeed, the number of subscribers is 

now larger than the size of the population, indicating that many individuals subscribe 

more than once to the services of an MNO (Figure 1) [14]. 
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Figure 1: Mobile cellular subscriptions per 100 inhabitants in the United Kingdom (UK) from 2000 to 

2020 [14] 

 

Even though the total number of subscribers has remained fairly constant, the total 

consumption of data within mobile networks has not. In fact, the data demand on 

networks has increased greatly since 2010 (Figure 2) [15]. This increase in demand 

corresponds with increased usage of data rich applications within mobile networks, 

and the expectations of users to be able to access such applications. Consumption 

of digital video services and calls are a major contributing factor to the increase in 

data demand [15]. 
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Figure 2: Monthly mobile data traffic on mobile networks in the UK from 2011 to 2020 in million 

gigabytes [15] 

 

The data demand on networks is not expected to decrease in the coming years, and 

is actually expected to continue to accelerate. This is due not only to continued 

demand for data rich applications but is also influenced by the tendency for users to 

rely on the mobile network for services that, in the past, were more the domain of the 

fixed network [16]. Likewise, the increasing number of connected devices through 

the so-called Internet of Things (IoT) will further increase demand upon existing 

networks. Furthermore, 5G standards organisations anticipate a range of new and 

novel applications that will also affect demand being placed upon mobile networks. 

1.1 Aims 

The aim of this research is to identify important features within Massive MIMO 

channels and to apply these to create verified models that are useful for the design 

and deployment of networks that employ this technology. The contributions from this 

research are outlined below. 
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1.2 Research Contributions 

The use of Massive MIMO within 5G networks and beyond requires the availability 

and understanding of suitable propagation models. This requirement is discussed in 

more detail in the following chapters. The main research contributions of this thesis 

are as follows: 

• The verification of the effectiveness and importance of the use of spherical 

wave models when considering the design of Massive MIMO systems (section 

3.8). 

• The features of how Massive MIMO networks change within dynamic 

environments, along with how this affects the ability of the network to support 

multiple users (section 3.10). 

• The proposition of how these features can be modelled using statistical 

techniques (section 3.13). 

• A method for assigning broadcast beams from Massive MIMO arrays based 

on simple propagation models (section 4.6). 

• An algorithm that allows for the fast allocation of broadcast beams within 

networks, that avoids the need for exhaustive searches and that could be 

implemented in a variety of different contexts (section 4.9). 

• Information about how the concentration of a user distribution affects the 

allocation of the beams and the efficiency of the algorithms used (section 

4.10). 

• A proposal for how the relative performance of beamforming approaches with 

Massive MIMO can be compared with standard spatial multiplexing 

approaches (section 5.7.1). 

• Showing that, in some environments, large variations in user position can 

result in only small angular changes from the perspective of the base station 

(BS), therefore limiting the effectiveness of beamforming under some 

circumstances (section 5.7.3). 

1.3 Publications 

Patent: 
 
Enhanced Beam Selection for Synchronisation coverage optimisation within Mobile 
Networks. Filed 17 March 2023. Application numbers: EP23162563.3 
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GB2303906.8. 
 
Upcoming conference paper: 
 
Massive MIMO Beam Selection in 5G Networks using Simulated Annealing Methods. 
Submitted to IEEE Personal Indoor and Mobile Radio Communications (PIMRC) 
Conference 2023. 
 
Conference papers: 
Brice, H., Mellios, E. and Beach, M. “Analysis and Modelling of Massive MIMO 
Mobility Channels,” ICT, Saint-Malo, France, 2018. 
 
Harris, P, Hasan, WB, Brice, H, Chitambira, B, Beach, M, Mellios, E, Nix, A, Armour, 
S & Doufexi, A, 2017, ‘An Overview of Massive MIMO Research at the University of 
Bristol’. In: Radio Propagation and Technologies for 5G (2016). Institution of 
Engineering and Technology 
 
 
Other publications and presentations 
 
Brice, H., Mellios, E. and Beach, M. “Analysis and Modelling of Massive MIMO 
Channels.” Presentation at CDT Conference, Bristol, September 2018. 
 
Brice, H., Mellios, E. and Beach, M. “Analysis and Modelling of Massive MIMO 
Channels.” Poster presentation at Cambridge Wireless, Bristol, September 2018. 
 
Brice, H., Mellios, E. and Beach, M. “Models for Massive MIMO Mobility Scenarios.” 
Presentation at CDT Conference, Bristol, September 2017. 
 
Brice, H., Mellios, E. and Beach, M. “Models for Massive MIMO Mobility Scenarios” 
Presentation and Temporary Document at IRACON COST meeting, Graz, Austria, 
13-14 September 2017. 
 
Brice, H., “Massive MIMO Propagation Models.” Presentation and Temporary 
Document at IRACON COST meeting, Durham, UK, 4-6 October 2016. 
 
Brice, H., Mellios, E. and Beach, M. “Massive MIMO Propagation Models.” ‘Elevator 
Pitch’ presentation at CDT Conference, Bristol, September 2016. 
 
Brice, H., “Massive MIMO Propagation Models.” Presentation at UK URSI Festival of 
Radio Science, Manchester, UK, 16 December 2015. 
 

1.4 Thesis Structure 

This thesis begins with an overview of the relevant background research in chapter 

2, preceded by an explanation of MIMO technology and the types of system models 

that are typically used in its descriptions. This explanation provides the theoretical 

background required for the research presented within this thesis. The overview of 
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research begins with a review of the relevant propagation models that are often used 

in the analysis of Massive MIMO channels. Some known issues and limitations with 

these approaches are then presented to provide a motivation for the research 

presented in the thesis. A more general description of Massive MIMO research is 

then presented to illustrate the state of the art and to provide a broader context for 

the work that is presented. 

 

Chapter 3 presents an extensive review of Massive MIMO channels through the use 

of deterministic ray-tracing simulations. This includes an overview of standard 

parameters used to describe these channels and how the addition of more antennas 

(which are present within Massive MIMO technology) can affect these parameters, 

and how certain features such as large-scale fading become more significant with 

the introduction of larger arrays. The use of plane wave models is compared with the 

use of spherical wave models, and it is shown that a spherical wave approach can 

provide greater insight into the performance of Massive MIMO channels. The review 

of these Massive MIMO channels demonstrates how the structure of the channel can 

vary over time within urban environments and leads to the development of a time-

series model for describing this effect. 

 

One of the main features of Massive MIMO arrays is their ability to direct energy 

towards specific locations within a coverage area. This has implications for both the 

coverage of a mobile network and for the potential performance in terms of spectral 

efficiency. Chapter 4 discusses the implications in terms of coverage, presenting 

previous research in this area and presenting a method for effectively managing 

coverage within a network that employs Massive MIMO technology. 

 

Chapter 5 discusses the management of the Massive MIMO arrays in terms of 

throughput and related parameters, by considering how the use of beamforming can 

affect the network performance either positively or negatively. The description of a 

method for analysing this performance is presented along with results for different 

types of propagation environments. 
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2: Sub-6GHz Massive MIMO Technology  

The term Massive Multiple-Input Multiple-Output (Massive MIMO) is associated with 

several types of system in the research literature but, in the context of this research 

thesis, it signifies a MIMO wireless telecommunications system operating below 

6GHz and where there is a large number of antenna elements at the BS relative to 

the number of UEs. 

The development of accurate and efficient propagation models is essential for the 

design of mobile networks in order to provide a simulation of the electromagnetic 

environment. Several propagation models have been developed within the context of 

standard MIMO, including deterministic models such as ray-tracers and EM-solvers, 

Geometry based models and stochastic models that attempt to predict the 

performance of a system based on the statistical features of the channel. There are 

also hybrid models that combine the features of geometric and stochastic models. 

These propagation models can be further classified into physical models that attempt 

to approximate the features of the environment itself and analytic models that 

attempt to model the channel matrix directly without reference to any particular 

channel, a popular example being correlation-based methods. 

This chapter sets out to provide a background to the types of methods that have 

been used to model MIMO systems, along with their advantages and disadvantaged. 

An overview of some of the research related to later chapters of this thesis is also 

provided. 

2.1 MIMO 

In its most general sense, Multiple-Input Multiple-Output communications refer to the 

use of multi-path propagation to provide an enhanced channel capacity and/or 

enhanced reliability through the use of multiple antennas at both the input and the 

output of the channel [17]. 

The process of using multi-path to improve channel capacity is known a spatial 

multiplexing [18] and the process of improving reliability is known as spatial diversity 

[19]. The standard architecture for MIMO systems is different depending on whether 

the system is designed for multiplexing or diversity. 
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Spatial multiplexing involves a process where, following encoding and a serial-to-

parallel conversion process, the resulting separate bit streams are modulated before 

being sent to an individual antenna element. The aim is for the receiver to be able to 

correctly separate the transmitted signals, after they arrive at the receiver having 

followed different propagation paths. The received signals are sent through a spatial 

multiplexing decoder that enables each of the received signals from the different 

paths to be analysed separately. Each of the signals are then demodulated in 

parallel before being passed through a parallel-to-serial converter to obtain the 

original bit stream (that is likely to be contaminated with errors). This bit stream can 

then be decoding using error correction techniques in order to recover the desired 

information bits. A diagram of this process is shown in Figure 3. 

 

 

Figure 3: The process of spatial multiplexing. The upper part of the diagram shows the process for 

transmission and the lower part of the diagram shows the process for reception. An explanation of the 

various blocks is provided in the text [20] 

 

As with the architecture for spatial multiplexing, the process for spatial diversity 

begins with the encoding of information bits followed by these encoded bits being 
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passed through a serial-to-parallel converter. The parallel bit streams, which each 

contain the coded bit stream, are then modulated and the output symbols are sent to 

the separate antennas so that each of the modulated signals can be transmitted over 

a particular multipath component. These signals are then received at the antennas of 

the receiver, which then undergo space-time decoding. The recovered signal is then 

demodulated and finally decoded using standard techniques in order to recover the 

original information bits. This process is demonstrated in Figure 4. 

 

Figure 4: The process of spatial diversity. The upper part of the diagram shows the process for 

transmission and the lower part of the diagram shows the process for reception. An explanation of the 

various blocks is provided in the text [20] 

 

2.2 System Model 

The basic model for a MIMO system can be considered in terms of a channel matrix, 

which can be used to describe the mathematical relationship between each of the 

antennas present in the system [21]. The narrow-band channel (that is, where the 

bandwidth is below the correlation bandwidth) can be described by the mathematical 

expression [20]. 

𝑦𝑖 =∑ℎ𝑖𝑗𝑠𝑗 + 𝑧𝑖

𝑁𝑡

𝑗=1

 

(2.1) 
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For 𝑖 = 1, …, 𝑁𝑟 where 𝑁𝑟 refers to the number of receive antennas. In the above 

expression, 𝑦𝑖 refers to the received signal at the ith receive antenna, 𝑁𝑡 refers to the 

number of transmit antennas, ℎ𝑖𝑗 is the response between the ith and jth receive and 

transmit antennas respectively, 𝑠𝑗 refers to the symbols transmitted from the jth 

transmit antenna and 𝑧𝑖 refers to the noise signal at the ith receive antenna. In matrix 

form, this equation can be expressed as 

𝒚 = 𝑯𝒔 + 𝒛 

(2.2) 

Where 𝑯 is called the channel matrix and is of dimension 𝑁𝑡 × 𝑁𝑟 .  

The channel capacity for a MIMO channel, as for any channel, is defined as the 

maximum mutual information between the input and the output of the channel [22] 

 

(2.3) 

For the input distribution 𝑝(𝑥). Here X refers to the channel input and Y refers to the 

channel output with I(X:Y) being the mutual information between X and Y defined as 

 

(2.4) 

where the function H is defined as the Shannon entropy or average information 

 

(2.5) 

for the probability space Χ. An equivalent form for the mutual information is 

 

(2.6) 

where 𝐻(𝑋|𝑌) is the conditional entropy 
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(2.7) 

For the probability spaces Χ and Υ. 

The expression for channel capacity can be adapted to define the MIMO channel 

capacity more specifically as 

𝐶 = 𝑚𝑎𝑥𝑝𝑠𝐻(𝒚) − 𝐻(𝒚|𝒔) 

(2.8) 

Where the maximum mutual information is found for each possible distribution 

𝑝𝑠(𝑠1, … , 𝑠𝑁𝑡) of the input symbols 𝒔 for each of the 𝑁t transmit antennas. From the 

definition y = 𝑯𝒔 + 𝒛 it can be observed that 𝑯𝒔 is fixed for a given channel and that 

the noise term 𝒛 is responsible for random variations in 𝐻(y|𝒔), therefore the formula 

for the MIMO channel capacity can be simplified to 

𝐶 = 𝑚𝑎𝑥𝑝𝑠𝐻(𝒚) − 𝐻(𝒛). 

(2.9) 

The specific expression of the MIMO capacity formula for real valued signals and 

expressed in bits per second while assuming Gaussian noise (see [20] for the 

derivation) is found to be 

 

(2.10) 

For noise variance 𝜎. Here 𝑰 refers to the identity matrix and 𝑯T to the transpose 

matrix of 𝑯. The matrix 𝑹SS refers to the covariance matrix for the transmitters 

defined as the expected value 

 

(2.11) 

The development of accurate and efficient propagation models is essential for the 

design of mobile networks in order to provide a simulation of the electromagnetic 

environment from which the channel matrix can be obtained or to model the channel 

matrix directly. 
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2.3 Singular Value Decomposition 

Much of this thesis is focussed on the types of propagation effects that are likely to 

be relevant within practical Massive MIMO systems. However, to assess the 

usefulness of any propagation model within this type of practical system, it is 

necessary to understand how the system makes use of features of the propagation 

environment to obtain the desired increase in SE. The investigations described in 

chapter 5 of this thesis compare the use of standard beamforming methods for 

targeting different users from an array compared with a spatial multiplexing approach 

with the same type of array. When using a spatial multiplexing approach, it would be 

ideal for the number of data streams to equal the number of antennas on the BS 

array, but this is often not possible due to correlations between the different 

channels, which impair the ability of the BS to separate out the different spatial 

streams. In such a situation, it is necessary for the BS and UE to coordinate to allow 

for the use of the maximum number of possible spatial streams. According to Ren et 

al [23], this is usually achieved through the use of Singular Value Decomposition 

(SVD). This method of providing the maximum number of possible data streams has 

long been used within MIMO systems, however, as the number of BS antennas has 

gradually increased with the introduction of new standards for mobile networks, this 

process has also become more complex and thus there has been a large amount of 

research focussed on improving the efficiency of algorithms that apply the SVD 

method for precoding and decoding signals within multipath environments, and also 

in relation to other signal processing and non-telecommunications applications 

where the same method is used. See, for example, Abed-Meraim [24] for a 

description of an algorithm designed to address the problem of increased complexity. 

The optimisation of SVD is beyond the scope of this thesis, however SVD is used as 

part of the simulation of Massive MIMO channels and is therefore discussed here. 

An SVD method generates weights that are applied at the antenna ports for 

precoding at the transmit end and combining at the receive end of the link. In the 

singular value expression [25] 

 

(2.12) 
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The transmit precoding weights are described by matrix 𝑽, whose dimensions are 

defined by the number of transmit antennas 𝑁𝑡 × 𝑁𝑡, and the receive combining 

weights are described by matrix 𝑼, whose dimensions are defined by the number of 

receive antennas 𝑁𝑟 × 𝑁𝑟. The aim of the SVD method for precoding and combining 

is to obtain matrices 𝑼 and 𝑽 such that the channel can be described in terms of the 

singular value matrix 𝚺 instead of the usual channel matrix 𝑯.  

 

(2.13) 

 

The matrix 𝚺 has the same dimensions as the channel matrix 𝑯, but contains values 

only along its diagonal, the total number of which are equal to either the number of 

receive or transmit antennas, whichever is less. This allows the totality of the 

channels to be expressed as a single column vector, containing the gain of each of 

the spatial streams. The total capacity can then be calculated by obtaining the 

capacity for each data stream as though it were a standard SISO channel, with the 

total capacity obtained by finding the summation of the capacity values. 

 

2.4 Relevant Types of Propagation Models 

Several propagation models have been developed within the context of standard 

MIMO, including deterministic models such as ray-tracers and EM-solvers, Geometry 

based models and stochastic models that attempt to predict the performance of a 

system based on the statistical features of the channel. There are also hybrid models 

that combine the features of geometric and stochastic models. These propagation 

models can be further classified into physical models that attempt to approximate the 

features of the environment itself and analytic models that attempt to model the 

channel matrix directly without reference to any particular channel, a popular 

example being correlation-based methods. 

2.4.1 Ray-tracing for MIMO 

Ray-tracing is a useful type of deterministic physical model that considers the 

propagation channel in terms of a collection of individual rays within a well-defined 

geometric environment, corresponding to a real-world environment within which a 
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mobile network will be deployed [26]. The technique involves the modelling of each 

path between each mobile and BS antenna. Each path is represented by a ray, 

analogous to a ray of light following the laws and features of classical optics such as 

reflection and refraction. Ray-tracing systems that have been used to model outdoor 

MIMO channels include various characteristics such as “building reflection, building 

rooftop diffraction, building corner diffraction, building scattering, terrain scattering, 

and combinations of the above” [24]. The ray-tracing system, while providing an 

accurate model of the channel, is limited in terms of the computational expense 

required to model all the rays and to simulate a complex propagation environment. It 

is certainly possible to reduce the expense by reducing the number of rays modelled, 

reducing the complexity of the terrain or by reducing the number of simulated effects, 

but this can pose a significant problem for MIMO (and perhaps even more so for 

Massive MIMO) systems because of the contribution of many rays of often low 

power in comparison to the more prominent components. 

The University of Bristol is known for its expertise in the area of ray-tracing for mobile 

communications, having developed software that models individual rays in both 

indoor and outdoor environments using three-dimensional vector analysis with image 

generation in two-dimensions [27]. In addition to the optical properties of the rays 

such as reflection and diffraction, the ray-tracing system can also account for the 

effects of polarisation and antenna patterns. It is known that, due to the computation 

costs associated with ray-tracing, that optimisation techniques are necessary for 

viable ray-tracing methods when considering large numbers of antenna elements 

and associated rays such as in Massive MIMO systems. The University of Bristol has 

responded to such a requirement by developing models that combine ray-tracing 

with optimisation methods [28]. In addition to the already established features, this 

model also includes techniques for reducing path loss, the more accurate modelling 

of scattering effects from rough surfaces and for increasing the processing speed of 

rooftop diffraction effects. Various optimisation techniques are performed at the 

beginning of the algorithm during the data-base processing stage in order to 

accelerate the ray-path finding process without any loss of accuracy and several 

electromagnetic calculation techniques are applied to the rays once the trees have 

been generated. Outdoor measurements have been performed and an average 

path-loss error of 2 decibels (dB) was observed. 
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2.4.2 Geometry-Based Stochastic Models 

A geometry-based stochastic channel model (GSCM) is similar to a ray-tracing 

model in the sense that objects are located in space acting as scatters with which a 

path interacts according to the properties of the object (known as a Scatterer). 

However, unlike the ray-tracing model, which is deterministic as the objects are 

placed according to archived locations in a database that correspond with actual 

physical locations, a GSCM will place the scatterers randomly based on statistical 

distributions of the placement of objects according to known data corresponding 

with, for example, an inner-city or a rural environment. Such a model has the 

advantage of being able, at least some of the time, to model dynamic environments 

in an accurate way seeing as certain mobile objects such as cars and trains are 

distributed in a random fashion within a propagation environment [29]. GSCMs also 

have the advantage of having all the relevant information contained within the 

distribution of the scatterers, so that correlations between various outputs does not 

complicate the model. In addition, the movement of mobile stations (MS) can be 

incorporated into the model and the effects of slow fading and the disappearance of 

paths as a result of blocking by buildings or other large objects and their reappearing 

can be implemented in a relatively straightforward manner, which allows for the long-

term correlation of the channel to be implemented in straightforward way according 

to Molisch et al [30]. 

It is known that far-scattering effects (which is to say the scattering from distant 

objects such as buildings or geographical features) lead to increased temporal and 

angular dispersions and thus are significant for MIMO systems. These effects will 

continue to effect Massive MIMO systems and could perhaps be even more 

significant; however, to the author’s knowledge, it would seem that little practical 

work has been done to this effect at this time.  

The implementation of such a model with relevant statistical models has been 

proposed by Molisch et al [30].  The proposed configurations here are valid for BSs 

with several elements and include local scatters clustered around the MS and a 

cluster of far scatters located at a distance and directions according to the relevant 

statistical properties (Figure 5). Such a model can also incorporate the effects of 

moving MSs. 
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Figure 5: Propagation model incorporating local and far scatterers [29] 

 

2.4.3 Cluster Models for MIMO and Adaptations for Massive MIMO 

This subsection considers specific implementations of models that make use of the 

clusters containing scatterers for the modelling of MIMO channels. An example of 

such a model, which itself falls within the category of GSCM, is the COST2100 

model proposed in 2012 [31] that is an extension of earlier European Cooperation in 

Science and Technology (COST) models. A graphical representation of the 

operation of the COST2100 model is shown in Figure 6. 
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Figure 6: Graphical representation of the COST2100 Model [31] 

 

In COST2100, each cluster has an associated visibility region (VR). When an MS 

enters a VR, the associated cluster begins to become visible to the MS. The process 

of the cluster gradually becoming visible to the MS is associated with a so-called 

‘VR-gain’ associated with a number from 0 to 1. The cluster becomes completely 

visible to the MS as it moves further into the VR. Several types of clusters are 

defined in the model in order to simulate the various types of propagation associated 

with various objects in terms of their relation between the MS and BS that would be 

present within an environment. The authors of the paper that introduced this channel 

model describe its effectiveness to characterise stochastic environments in multi-link 

MIMO scenarios [31]. They also list a number of possible extensions but 

acknowledge drawbacks in terms of the current state of parameterisation and 

validation efforts as well as the need for more advanced channel estimation methods 

and more measurement campaigns, something that would seem to apply to Massive 

MIMO in particular. 

An extension to the COST2100 has been proposed to incorporate the effects 

observed within Massive MIMO channel measurement campaigns [32]. COST2100 

was extended in several ways although one of the main adaptations for Massive 

MIMO was the provision for the fact that, in these systems with very large BS arrays, 

different elements are likely to be within different VRs. In addition, elements within 
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the same VRs may have different VR gains so that any one element may ‘see’ the 

associated cluster to a greater or lesser extent. This provision is illustrated 

graphically in Figure 7. 

 

Figure 7: Provision for elements of large arrays occupying different VRs in COST2100 extension [32] 

 

The authors of the COST2100 extension for Massive MIMO [32] provide for an 

extension in three dimensions, which is identified as being especially important for 

Massive MIMO channels, particularly for scenarios involving large arrays where 

different elements are located at different heights (such as rectangular and 

cylindrical array) and where parts of the large array are located closer to surrounding 

objects.  

Polarisation is also considered within the extension because Massive MIMO arrays 

sometimes have the elements polarised in different directions in order to aid the 

separation of users. The COST2100 also introduces VR-gain functions for individual 

MPCs, which are often not visible in entire VRs in Massive MIMO systems. 
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2.4.4 The 3GPP Spatial Channel Model 

The 3GPP SCM is an important tool in MIMO research that contains both a 

Calibration Model and a System Simulation Model [33]. The calibration mode is not 

intended for propagation modelling of MIMO as such but rather provides a simplified 

model than can be used for the specific purpose of comparing the implementation of 

algorithms to determine whether they are equivalent by appealing to a ‘calibration 

channel.’ The Simulation Model, on the other hand, is a model that includes 

parameters that are supposed to model suburban macro, urban macro and urban 

micro cells and can be used to simulate actual MIMO systems. This is a type of 

GSCM that is based upon the parameters shown in Figure 8. 

 

Figure 8: Parameters for the 3GPP model [33] 

 

The MSs are placed randomly within a given cell and the movements (including 

speed and direction) and the orientations of the arrays are also determined 

randomly. The path loss components are determined from the parameters given in 

the COST models. The standard 3GPP SCM only supports bandwidths of 5MHz, has 

a limited range of applicable frequencies and, although an extended version exists 

that supports wider bandwidths, neither the original nor extended model contains an 

indoor scenario [34]. 

In the year 2020, following a series of meetings, the 3GPP consortium agreed to 

extend the existing approved channel model so that it is applicable to more 

broadband systems. In practice, this means that the 3GPP channel model should be 
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applicable to systems operating anywhere between 500MHz and 100GHz. The 

development of this model has proceeded such that the new channel models are 

broadly aligned with previous models designed to apply below 6GHz whilst also 

taking into account the findings of recent measurement campaigns. The general 

features of this updated channel model are described in this section. The 

requirements for this standard model, in a general sense, include the support of all of 

the typical scenarios that are currently considered by MNOs in the design of the 

RAN, namely: urban microcell street canyon, urban macrocell, indoor office, rural 

macrocell, and indoor factory environments. Bandwidth is required to be supported 

up to 10% of the centre frequency of 2GHz, whichever value is lower. Mobility is also 

required to be supported at both ends of the link as well as large arrays based on a 

far field assumption and also that the channel is stationary over the size of the array, 

an assumption that may not be accurate within Massive MIMO channels within 

dynamic environments, if the array is large enough such that the channel statistics 

vary across different elements. 

The model in general features elements that can be divided into two sections, the 

first of which deals with the fundamental elements of a radio propagation system and 

the second of which addresses additional features and anomalies that may be 

present within a system and that may need to be considered to obtain sufficient 

accuracy of the calculated outputs. The second section consists of a series of 

channel models taking into account the effects of phenomena such as doppler shift, 

user rotation, ground reflections and interference sources and a series of models 

that can be used for link-level evaluations. The first section describes the antenna 

modelling, path-loss models and the fast-fading model, the latter of which is of 

particular interest to the research in this thesis, which focusses largely on 

propagation effects in relation to the H-matrix, which describes the response 

between BS and UE terminals and can be generated from a fading model. 3GPP 

also describes the parameters that are assumed in each of the different types of 

deployment scenarios for the MNOs, such as the BS antenna height and, for indoor 

environments, the room layout. 

The BS antenna is always described in the 3GPP standards in terms of a cross-

polarised panel array as shown in Figure 9, where each element can be either single 

or dual polarised. 
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Figure 9: The standard description of the MIMO antenna array within the current 3GPP wideband channel model.  

 

The path loss between BS and UE elements is described according to a set of 

formulas that correspond to the set of deployment scenarios. Additionally, formulas 

are provided for the probability that an LoS link occurs within each of these 

scenarios. 

The process for developing the channel coefficients within the H-matrix is defined by 

the process shown in Figure 10 (XPR refers to the cross-polarisation ratio). 
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Figure 10: The general process for obtaining the channel coefficients for a MIMO channel according 

to the current 3GPP wideband channel model [35] 

 

Formulas are provided for the generation of the H-matrix for both LoS and NLoS 

links. 

 

2.4.5 WINNER-II Channel Models 

The WINNER-II model, which developed out of the WINNER model (which, in turn, 

was developed from the 3GPP SCM followed by its extended version) with extended 

features, provides two types of propagation models. These are the generic model 

and a simplified clustered delay line model [36]. The model itself has been 

developed thanks to an extensive collaboration effort including several measurement 

campaigns throughout Europe. The result is a full GSCM model based on real-world 

data that is used to determine channel parameters stochastically for a range of 

scenarios while antenna geometries and field patterns can be selected manually by 

the user [37]. The model makes use of a ray-tracing approach where the rays are 

summed along with SSPs including delay and power level to resolve the channel.  
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Clusters are considered as collections of rays (Figure 11) and it has been noted that 

the dependence on angles between antennas and objects could be a specific 

problem for Massive MIMO, as these angles can change across large antenna 

arrays. 

 

Figure 11: Overview of the WINNER-II Channel Model [37] 

 

2.4.6 IEEE Models 

Several models that can be used for MIMO systems have been included within IEEE 

Standards [38]. These include the TGn model of IEEE 802.11, which can be used for 

indoor environments with an operational frequency of 2GHz or 5GHz. IEEE 802. 

Standard 16a contains channel models for fixed macrocelluar mobile networks, 

where the MS antenna is installed on a rooftop, operating at 2.5GHz with a 

bandwidth of between 2 and 20MHz.  

2.4.7 Correlation Models 

The class of propagation models known as ‘correlative models’ do not attempt to 

model the features of the channel itself but rather attempt to model the correlation 

between transmit and receive antennas according to statistical properties, thereby 
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making these models further examples of stochastic models, but without a geometric 

component. A standard approach to the modelling of mobile channels is the 

independent and identically distributed (iid) Rayleigh model whereby a series of 

random variables with Gaussian distributions are used to model the effects of 

channel fading, which is assumed to be roughly uniform throughout the channel. 

Measurement campaigns have shown that such a model is not sufficient for the 

modelling of Massive MIMO channels [39]. 

A possible extension to the iid model that has become very popular in the research 

literature is the Kronecker model [39]. The channel (H) is defined in terms of the 

correlation matrices for both the transmit and receive end of the link as 

 

(2.14) 

Where 𝑅T𝑋 = 𝐸{𝐻𝑇𝐻∗}is the transmit side correlation matrix with 𝐻𝑇 as the transpose 

channel matrix and 𝐻∗ as the conjugate channel matrix. 𝑅𝑅𝑋 = 𝐸{𝐻𝐻𝐻} is the 

correlation channel matrix the receive side and G is the iid random fading matrix of 

circularly symmetric complex Gaussian identities with zero mean and unity variance. 

Although this is a popular method, it is known to underestimate MIMO channel 

capacity and is thus likely to be problematic for the modelling of Massive MIMO 

channels [40]. 

The Weischelberger model is a further extension that introduces the notion of 

coupling between link ends. The channel matrix is given by 

 

(2.15) 

where Ω̃ is the element-wise square root of the power coupling matrix Ω and ∘ refers 

to a Schur-Hadamard multiplication. 𝑈𝑅𝑋 and 𝑈𝑇𝑋 are the eigenbases from 

eigenvalue decompositions of 𝑅𝑇𝑋 and 𝑅𝑅𝑋. Ω specifies the coupled energy between 

eigenvectors of each side of the link and is defined as 
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(2.16) 

This approach is more accurate than the Kronecker model but requires the 

availability of additional information obtained from measurement campaigns or a full 

correlation matrix of the channel. 

2.4.8 Extended Saleh-Valenzuela model 

The Extended Saleh-Valenzuela model occupies a class of physical channel models 

where each of the physical parameters (such as time of arrival (ToA), angle of arrival 

(AoA), and angle of departure (AoD)) are determined entirely by reference to 

statistical parameters without reference to any particular geometry associated with a 

propagation environment [41]. This model was developed for MIMO and extended 

the original SV model by adding AoA parameters, whereby it was shown that the 

capacity probability density functions (pdfs) and pairwise element pdfs from 

measured channel data could be matched. This model has further been extended to 

incorporate some of the characteristics of Massive MIMO, something which is 

discussed in more detail later in this report. It should be noted that SV models are 

characterised by their treatment of MPCs as clusters. 

2.4.8 Zwick Models 

The Zwick model [42] was proposed as a response to the observation that, while 

clustering effects tend to occur within MPCs in rural and outdoor urban 

environments, these are generally not observed, at least to not such a strong extent, 

within indoor environments. Since the SV model operates by clustering together 

MPCs, a new model is proposed that, like the SV model, determines physical 

parameters based entirely on statistical parameters without any reference to any 

specific geometry. Like the SV model, it determines departure and arrival angles in a 

stochastic manner. The Zwick model considers each MPC individually and uses a 

Stochastic Process to determine their appearance and disappearance within the 

propagation environment. 

2.4.9 Finite-Scatter Model 

The finite-scatter model is an example of an analytic propagation-based model 

whereby the channel matrix is modelled in terms of the propagation parameters 

rather than through correlations between transmit and receive elements as is the 

case with correlation-based models [43]. The finite-scatter model uses the concept of 



 

 

 

51 

multi-path propagation to model individual rays within a propagation environment. 

Unlike standard ray-tracing however, these rays are defined for the propagation 

environment without any reference to particular antenna elements or array 

geometries, thus allowing the model to describe the propagation between any pair of 

elements, allowing for single and multiple-bounce propagation. 

2.4.10 Maximum Entropy Model 

The maximum entropy model is an information theoretic model that serves to provide 

guidance with regard to the construction of a MIMO model based on system 

parameters that happen to be available at the time [44]. The process is founded on 

the principle of maximum entropy and the consistency criteria, which requires that, 

given two channel models with the same state of knowledge regarding the channel, 

the same result should be obtained. 

2.4.11 Virtual Channel Representations 

Virtual channel representations of MIMO channels have also been investigated [45]. 

These representations form an ‘intermediate’ virtual model between the idealised 

statistical representations and the geometric representations of other models and 

capture “the essence of physical modelling and provides a simple geometric 

interpretation of the scattering environment.” The obtained virtual channel matrix 

serves as the channels uncorrelated spectral representation and, via various 

techniques, key parameters and channel statistics such as diversity and capacity can 

be characterised. 

2.5 Known Issues 

Some of the types of models described in the previous section were developed for 

MIMO, rather than Massive MIMO, systems but can, at least in theory, be extended 

to Massive MIMO channels. However, there are several known issues that are 

specific to Massive MIMO and do not apply to standard MIMO channels. Thus, the 

use of these models for Massive MIMO are likely to give results that are not useful. 

In the next section, a review of recent attempts to address these issues through the 

development of models that are specific to Massive MIMO. This section discusses 

some of the issues themselves that should be addressed in relation to developing 

such models. It should be noted that, especially due to the lack of Massive MIMO 

measurement campaigns, this section may not provide an exhaustive list of all the 
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significant features of Massive MIMO channels that would be relevant from the 

perspective of propagation models and that the recent attempts to develop Massive 

MIMO models may not adequately address each of these features. It should be 

noted that the features mentioned here apply to the physical channel of Massive 

MIMO systems in general and do not represent specific issues inherent in certain 

models (such as the observation of different BS elements occupying different VRs 

within the COST2100 model, as discussed earlier). 

2.5.1 Slow Fading Across Large Arrays 

The BS arrays for Massive MIMO are potentially very large. Thus, a situation may 

arise, for example, where part of the array is in the shadow of a nearby object such 

as a building and part of it has a clear LoS link with a MS. Current MIMO models 

tend to view the BS array as a point and thus do not consider the slow fading across 

the array. There have been some attempts to investigate this effect so that it can be 

incorporated into physical propagation models. For example, in Aulin, 2015 [46], it 

was shown, via an evaluation of cell spectral efficiency using a derived closed-form 

expression for the downlink received signal to interference ratio (SIR) assuming such 

large-scale fading, that a higher cell spectral efficiency can be obtained in 

comparison with what would be expected from conventional MIMO models. Further 

theoretical analysis has been provided [47] on the effect of large-scale fading within 

Massive MIMO systems. In particular, this paper analysed the ergodic achievable 

rate for an uplink Massive MIMO system and showed that the achievable rate is 

largely determined by the large-scale fading for both perfect and imperfect CSI within 

an urban environment. There amount of work that has been done in this area is 

limited and the development of models that provide for the effects of large-scale 

fading is a particularly important area for further research. 

2.5.2 Spherical/Plane Wave Assumptions 

It has been shown [48] already that certain types of standard MIMO systems 

operating over short range are not well characterised using standard MIMO models 

relying on an assumption of a plane wave-front from the BS array as these models 

tend to underestimate the channel capacity by failing to model accurately the 

relatively strong line of sight (LoS) component within short-range LoS links. Thus, 

spherical wave alternatives [49] have been proposed in order to increase the 
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accuracy of models at the expense of added computational complexity. In response 

to these observations, theoretical work was conducted to determine analytically the 

distance from the BS at which a plane-wave assumption can be made, considering 

that the spherical wave model converges towards a plane wave model with 

increased distance [50]. 

The spherical-wave model assumption has been incorporated into various Massive 

MIMO specific models that have been published in the academic literatures and 

which are discussed in the next section of the literature review. In addition, a 

theoretical analysis of the spherical wave-model has been provided [50]. As with the 

case of large-scale fading across large arrays, it has been shown that a spherical 

wave front (Figure 12), while seeming problematic at first, can actually provide 

advantages for telecommunications systems. An advantage to the spherical wave 

front is that spatial separation between closely spaced MSs becomes possible in 

situations that would be challenging if a plane-wavefront were present. 

 

Figure 12: Principle of a spherical wave model [50] 
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2.5.3 Multi-Path Components (MPCs) at BS 

Due to the potentially large dimensions of the BS array, it cannot be assumed that 

the MPCs will arrive at the same angle at each of the elements [38]. In addition, and 

in particular for the case of 3D arrays, the elevation angles of the MPCs needs to be 

incorporated into any model that wishes to provide an accurate view of the Massive 

MIMO channel. Gao’s extension to the COST2100 model includes these three-

dimensional considerations [32].  

2.5.4 Underestimation of channel capacity in correlation models 

It has been generally acknowledged that correlation-based models (such as the 

Kronecker Model) are characterised by a tendency to significantly underestimate 

channel capacity in Massive MIMO channels, especially in those with strong LoS 

components [51]. Although extensions of existing correlation models have been 

proposed, such as the Weichselberger model, these tend to require a lot of 

information about the channel (that may not be available) and are also 

computationally costly. Thus, further research into viable correlation-based 

propagation models is important. 

2.5.5 Viability of some MIMO models has not been applied to Massive MIMO 

Some of the models for standard MIMO models may, with significant modifications, 

be applicable to the simulation of Massive MIMO channels. Some of MIMO models 

have already been extended in this way, for example, there has been interest in 

extending the Extended Saleh-Valenzuela model for outdoor Massive MIMO 

scenarios [52] but, to the author’s knowledge, no extension has been provided for 

this model’s indoor equivalent (the Zwick model).  

2.5.6 Lack of measurement campaigns 

There is a widely accepted dearth of Massive MIMO measurement campaigns, 

which is a problem when attempting to verify Massive MIMO propagation models. 

For example, the authors of the original COST2100 model state this as a specific 

limitation of the theoretical and computational work [31]. There has also been 

practically no work in the obtaining of dynamic Massive MIMO channels with moving 

objects such as cars and pedestrians, largely because measurement campaigns 

(see the relevant section of this review) have been conducted using ‘virtual arrays’ 

that may, for example, consist of one element moving along a track, thus requiring 
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that the environment remain static during the campaign. Other aspects of the 

channel that should be investigated include the effect of far scatterers such as 

mountains and distant buildings on the channel. 

2.6 Development of Models specifically for Massive MIMO 

The development of models specifically for Massive MIMO has become an area of 

interest for the academic literature only within approximately the past two years. This 

section reviews some attempt to develop channel models that are specifically 

intended to work for Massive MIMO channels, even though a lack of measurement 

campaigns may make their effectiveness difficult to determine. 

There have been some attempts to develop correlation-based models for Massive 

MIMO. For example, a novel Kronecker based model [53] has been proposed to 

incorporate a stochastic process that models the scatterer sets on the array axis. 

This is significant because, as shown in Figure 13, not all elements see the same 

scatterers as the others. 

 

Figure 13: Representation of how different scatterers are seen by different antenna elements [53] 
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Following research in standard MIMO channel models, there has been interest in 

hybrid models that incorporate features from both geometric and stochastic model. 

Such GSCMs include a multi-confocal ellipse two-dimensional channel model that 

incorporates a spherical wave assumption with a stochastic process to model the 

evolution of the scatters on the antenna axis [53] Another example of such a model 

is a proposed three-dimension 3D two-cylinder regular-shaped geometry-based 

stochastic model for non-ionospheric Massive MIMO scattering channels. This model 

incorporates non-stationary properties stochastically and places all scatters on the 

surface of a cylinder [54]. 

There has been some ray-tracing work conducted within the context of statistical ray-

based models. These include a comparison of a measurement campaign with a 

raylaunched simulation incorporating a spherical wave assumption [55] and an 

investigation of the effectiveness of ray-based models has been conducted [56]. 

Both of these investigations suggested that ray-tracing based methods are 

particularly useful for the modelling of indoor environments. 

Theoretical work has included sum-rate analysis for Massive MIMO in urban 

environments [57] as well as investigations into finite scatterer, Mutual Information 

effects on information capacity in Massive MIMO [58,59]. 

2.7 Summary of Experiments with Large Arrays 

Even though there is a generally acknowledged lack of data from measurement 

campaigns for Massive MIMO channels, there have been several relevant 

campaigns conducted, some using virtual Massive MIMO arrays. This section 

provides a summary of recent propagation studies involving practical experiments 

with large arrays, although such studies have largely been limited to static 

environments. The studies are listed by the locations of the research groups that 

conducted them. All of the systems mentioned here were used to conduct 

experiments below 6GHz in order to correspond with the interest of this PhD project. 

2.7.1 Bell Labs, Germany 

Bell Labs have used a type of rotating system to simulate a cylindrical array [60]. In 

Figure 14, the figure on the left shows the system from the side and the figure on the 

right shows the system from the top. 
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Figure 14: Bell Labs’ Virtual Array [60] 

 

The system contains a rotating section and a fixed section. In the experiments, 

seven antennas are attached to the rotating section and one antenna is attached to 

the fixed section. The single fixed antenna is placed at a sufficient distance from the 

other antennas so that reflections are avoided and can be used to calculate carrier 

phase offset between different measurements. The rotating section is moved 

between 16 positions in order to simulate a 112-element cylindrical array. 

Measurements were conducted in an outdoor environment using two single antenna 

receivers placed two metres apart on top of a car and with the transmit array located 

on top of a building. 

2.7.2 Beijing Jiaotong University, China 

The Institute of Broadband Wireless Mobile Communications has used a mechanical 

system to simulate a linear Massive MIMO array that involves running a bi-conical 

along a track [61]. Figure 15 shows the array (top-left). 
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Figure 15: Beijing Jiaotong University’s propagation environment [61]. Clockwise from top left: 

transmitter, stadium environment, location of users within stadium. 

 

A measurement campaign was conducted within a stadium environment as shown in 

the other parts of the figure. The red dots in the lower part indicate the location of 

receive bi-conical antennas. The environment was kept fairly static due to the time 

required to move the transmit antenna across the track. An R&S SMBV100A signal 

generator was used as a transmitter with an appropriately synchronised receiver. 

2.7.3 Aalborg University, Denmark 

In terms of the setup of the users and the BS array, the measurement campaign at 

Aalborg University [62] seems to be somewhat more similar to our measurement 
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campaign conducted with 112 antennas attached to a wooden block. The 

measurement campaign involves the use of many monopole antennas at the 

transmit array (64 in this case) and eight users with handset type transceivers each 

with two antennas. The users are arranged within an indoor environment (including a 

staircase) for several types of scenario (including both LoS and non-line-sight 

configurations). The measurements themselves were conducted using a correlation-

based channel sounder. 

The 64 monopole antennas are divided into eight sets of eight antennas. The 

antennas in each set are placed in a line with half-wavelength spaces and with two 

dummy elements placed at each end to provide balanced properties among the 

active elements. There were three configurations for these sets of elements that can 

be seen in the Figure 16. The first involves the sets of antennas being placed along 

a two-metre plank, the second involves the sets of antennas being placed further 

apart along an eight-metre plank and the third involves the sets of antennas being 

placed parallel to one another to form a square array. 

 

 

Figure 16: Aalborg University: indoor measurements using array configurations. Clockwise from top: 

large linear array, compact array, very large linear array [62] 
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2.7.4 University of Stuttgart, Germany 

Measurement campaigns have been conducted in both indoor laboratory 

environments and outdoor environments using an adaptable array of 64 patch 

antennas [63]. The patch antennas are collected in groups of eight and can be 

connected to form either a linear array or an 8x8 rectangular array with half 

wavelength spacing in both configurations. The antenna and its configurations are 

represented in Figure 17. 

 

Figure 17: University of Stuttgart patch arrays [63] 

 

The base-station antenna is driven by eight parallel FPGA based radio frequency 

(RF) front ends. According to the referenced paper, these RF front ends are 

proprietary and were all packaged in a single in-house remote radio head. The 

receiver is composed of two ground-plane antennas with an R&S TSMW Universal 

Radio Network Analyser. 
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2.7.5 University of Southern California, USA 

A group from the University of Southern California [64] have conducted a 

measurement campaign in Cologne in Germany using a virtual spherical array that is 

similar to the one used by Bell Labs. A MIMO MEDAV RUSK channel sounder was 

used to obtain the channel measurements and a stacked polarimetric uniform 

circular patch array attached to a vehicle was used for the MS. 

2.7.6 Lund University 

Several measurement campaigns have been conducted to investigate propagation 

scenarios involving large arrays at Lund University. The measurement campaigns 

have been enabled by a MIMO Channel sounder produced by MEDAV [65] shown in 

Figure 18.  

 

 

Figure 18: Lund University channel sounder [66] 

 

The purpose of the channel sounder is to obtain the impulse response of MIMO 

channels and can be used (according to medav.de) to perform real-time channel 

sounding and propagation analysis. Direction of arrival (DoA), direction of departure 

(DoD), Doppler spread data and other parameters can be estimated in high 
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resolution during measurement campaigns. The channel sounder used by Lund 

University is capable of operating within a bandwidth of up to 240MHz in the 

300MHz, 2GHz and 5GHz bands. 

The measurement campaigns at Lund University have used different types of arrays 

designed to operate at 2.6GHz, including a uniform cylindrical array and a uniform 

linear array as shown in Figure 19 [67]. 

 

 

Figure 19: Lund University arrays [67] 

 

The Uniform Cylindrical Array (UCA) is a compact Massive MIMO antenna that 

consists of four stacked circles of 16 dual-polarised patch antenna arrays. 

Researchers at Lund have noted some drawbacks with using a compact design, 

namely higher antenna correlation and poorer angular resolution. However, the UCA 

has the advantage of being able to resolve incoming waves in two dimensions. The 

uniform linear array (ULA) consists of a ‘virtual’ 128 element array that is simulated 

by moving a vertically polarised omnidirectional antenna across a rail in 128 

equidistant positions. The ULA is known to provide superior angular resolution in 

comparison with the more compact array. 

During a recent measurement campaign, the MEDAV channel sounder was used 

with the UCA and an HP 8720C Vector Network Analyser was used with the ULA. A 
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mobile omnidirectional antenna was moved around an outdoor campus environment 

to represent MSs. The arrays were placed on a roof and several measurement sites 

were used to represent LoS and non-LoS scenarios with users placed closely 

together and scenarios where the users are placed far apart. 

More recently, collaborative research was conducted with the University of Bristol 

using a 4x25 Massive MIMO array [68]. 

2.7.7 Georgia Institute of Technology, USA 

The following example of a measurement campaign is less recent and uses fewer 

antenna elements than the previous examples. Nevertheless, it may still be of 

interest both for the type of setup that was used and for its relevance to spherical 

and plane-wave model comparisons. 

The Smart Antenna Research Laboratory has a system like the one shown in Figure 

20 for simulating Massive MIMO arrays [48]. 

 

 

Figure 20: Smart Antenna Research Laboratory virtual arrays and measurement system [48] 

 

A single antenna for the receiver and transmitter is attached to a mechanical system 

that moves the antenna according to pre-defined spacing in order to simulate a 
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linear, rectangular or cubical array. The HP85301B antenna pattern measurement 

system is used to capture the frequency response of the channel. Experiments have 

been conducted for LoS indoor environments where both the parameter estimations 

and capacity measurements were captured. These experiments have shown that 

plane wave models tend to underestimate channel capacity. 

2.8 Current Work in Massive MIMO 

2.8.1 Overview of Massive MIMO Research 

Massive MIMO presents a large number of possible research direction so, as part of 

a literature review, the key areas of research interest are discussed here. The 

discussion will begin with a general overview of various areas of research, as 

presented by Lu et al [69] and will be followed by a discussion of some of the 

Information Theory topics that have been explored in the literature, some of which 

may be very relevant to research into channel modelling due to the profound links 

with concepts such as channel capacity (where one of the main purposes of Massive 

MIMO is to increase capacity). 

Massive MIMO systems rely in a very fundamental way on multi-path propagation 

and thus on the understanding of the state of a channel in order for the system to 

know how to make use of the multi-path environment. This knowledge of the channel 

is known as the Channel State Information (CSI) and is required to be present at the 

BS. As would be expected, there has been much interest in the investigation of 

methods for obtaining this information and several methods have been proposed to 

this effect. The general strategy tends to involve the use of a pilot sequences to 

understand the CSI but this process is complicated if different frequencies are used 

for the uplink and downlink. Jose et al [70] have proposed a TDD based method 

where channel reciprocity is assumed and thus only information about the uplink is 

required to determine the relevant information. FDD remains an area for 

investigations, but there are some problems associated with the issue of obtaining 

CSI data for both the uplink and the downlink. Minimum Mean Squared Error 

(MMSE) approaches are also popular approaches for obtaining the CSI data and 

have shown to be able to obtain near-optimum performance [69]. Nguyen [59] has 

also proposed a compressive sensing approach to obtaining the CSI data.  
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The issue of signal detection is a vast subject that is beyond the scope of this report 

but there has been a strong interest in the research community into the investigation 

of the types of receivers that could be used within Massive MIMO systems and 

Hoydis [71] has provided some comparisons of different detection techniques for 

Massive MIMO channels. 

The issue of pilot contamination is another significant challenge with regard to 

Massive MIMO. As mentioned earlier, the obtaining of CSI data normally 

necessitates the use of the sending of pilot sequences to the MSs in order to obtain 

relevant information about the channel. Ideally the ‘pilot channels’ associated with 

each cell of the network would be orthogonal to each other but, due to the limited 

amount of available bandwidth, the large number of users and the large number of 

transmit antennas, this cannot always be assumed. There is therefore a problem in 

obtaining accurate CSI data because the associated channel vectors of users with 

different (but nonorthogonal) pilot channels become correlated. There has been 

much research interest in the development of techniques to mitigate the effects of 

pilot contamination [72]. For example, Jose et al [70] have proposed a method for 

reducing the effect of pilot contamination through the use of a MMSE precoding 

technique based on a joint-cell approach that was shown through numerical results 

to outperform a single cell approach. Appaiah et al [73] proposed an approach that 

involved changing the time frame in which each pilot signal occurred for each cell, so 

that pilot sequences in neighbouring cells did not occur within the same time frame. 

There are issues related to energy use that are significant to Massive MIMO. The 

use of cheaper and less power-consuming components is seen as a general 

advantage of Massive MIMO although there is still research to be done with regard 

to power trade-offs and comparisons with other types of communications systems 

[69]. 

2.8.2 Information Theory Research 

Much of the current work related to Massive MIMO channels tends to take a more 

theoretical and Information Theory centred approach. Some of the basics relating to 

the Information Theory approach to MIMO (such as channel capacity) have been 

previously discussed; however, for a more detailed discussion of Information Theory 

topics, the reader is directed towards the paper by Rusek et al [74].  
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There was a significant amount of theoretical groundwork that led to the increased 

interest in Massive MIMO as a way of resolving challenges to the next generation of 

mobile networks. Already in 1998, Foschini and Gans [75] provided a theoretical 

demonstration of how multiple antennas at both the transmitter and the receiver can 

increase channel capacity for a single user case with narrow bandwidth, which is to 

say less than the coherence bandwidth. This theoretical proof underlies much of the 

motivation for the development in massive MIMO since the numbers of antennas at 

both ends of the channel were shown to be highly significant. Some numerical 

computations of these early results are available in the 1999 paper by Telatar [25]. 

There has been a long-standing interest in multiple-access channels for multi-user 

networks and there is a large body of work with regard to algorithms that can 

approach channel capacity for this configurations. An example of this is the algorithm 

proposed by Wei Yu et al [76], which takes an approach based on the classic ‘water-

filling’ problem. It was shown that, through this method, it was possible to allocated 

power to each of the mobile users in such a way that capacity was attained. 

There is still an open question regarding the MIMO broadcast channel and the actual 

theoretical capacity associated with it (even though algorithms exist that are shown 

to achieve performance within the region of the expected channel capacity). The 

2003 paper by Caire and Shamai [77] is often cited as a main foundation for 

research into achievable rates through broadcast channels. The 2005 paper by 

Sharif and Hassibi [78] also provides an overview of the various approaches that 

have been taken towards the MIMO broadcast channel. In addition, Caire discusses 

the ‘sum rate capacity’ (which is the total transmission rate of all users) of the MIMO 

broadcast channel and how this is achievable through the use of so called ‘dirty 

paper coding,’ which is a type of non-linear precoding that has proved very popular 

with MIMO communications in general even though, with the increase in antennas in 

Massive MIMO systems, non-linear methods are often preferred due to their reduced 

complexity [70]. Vishwanath [76] provides a more computationally efficient method 

for achieving the ‘dirty paper’ achievable capacity region and Weingarten showed in 

2006 [80], through the application of the ‘dirty paper coding’ technique to the 

Gaussian MIMO broadcast channel that the capacity region is indeed reached. 

Various non-optimal pre-coding schemes are also available such as an extension of 

the Tomlinson-Harashima precoding technique [81]. A ‘nesting lattice’ approach for 
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an interference channel is also discussed by Zamir et al [82]. Another coding 

technique based on the long established ‘channel inversion’ technique is presented 

by Peel [83]. 

A very significant result from the theoretical work by Foschini and Telatar is that it is 

possible to increase the capacity of a channel (whilst not necessarily reaching its 

capacity) even when the CSI data are not known at the transmitter. This was shown 

theoretically by Zheng, Tse and Medard [84] who demonstrated that the capacity of 

the channel can be scaled as long as the channel coherence interval is not too short 

without any knowledge of the CSI at both the transmitter and the receiver. 

There had been a lot of early interest in the use of scheduling algorithms with 

relation to the MIMO broadcast channel: however, in 2004, Hochwald et al [85] 

showed that the throughput gain as a result of the use of such algorithms actually 

decreases as the number of antennas increase. 

2.8.3 Massive MIMO Detection 

Massive MIMO systems present some specific challenges related to the detection of 

signals at the receiver. More specifically, different sequences of transmitted symbols 

may be arriving at a receiver at different angles due to multi-path propagation. The 

task is to recover a vector 𝒔, representing a sequence of transmitted symbols, from 

the received signal 

𝒚 = 𝑯𝒔 + 𝒛 

(2.17) 

Where 𝑯 is the channel matrix, defined as an 𝑚 × 𝑛 matrix (with 𝑚 and 𝑛 being the 

number of transmit and receive antenna elements) (see Figure 21, [86]). The vector 

z is a random noise term. 
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Figure 21: Basic Massive MIMO architecture showing composition of channel matrix [86] 

 

Some common detection methods: 

2.8.4 Maximum likelihood 

The problem, for elements of 𝒔 belonging to a finite alphabet S is 

 

(2.18) 

This is expressed in the form of a maximum likelihood problem. The channel matrix 

𝑯 can be decomposed (using QL decomposition) to 𝑸𝑳 where the matrix 𝑳 is lower 

triangular. Doing so enables the problem to be re-expressed as 

 

(2.919) 

Where 

 

(2.20) 

 

While noting that 𝒚̃ ≈ 𝑸𝑇𝒚. 

This can be visualised in the following tree diagram1 (Figure 22) [87]. 
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Figure 22: Tree diagram showing maximum likelihood decoding [87] 

 

The idea is to select arbitrary values for the received symbol 𝑠𝑘 at each edge along 

with the value of the function 𝑓𝑘. Each node is assigned the cumulative value for 

each of the preceding values of 𝑓𝑘 and the most likely transmitted vector is the one 

that corresponds to the overall lowest cumulative value. Following this process will 

return the transmitted symbol vector with a low error dependent upon the accuracy of 

our knowledge of 𝑯 and the noise characteristics. 

The question now is how this problem can be solved more efficiently, given that it 

would be extremely computationally complex to solve all of the values in the tree and 

then simply select the lowest value when a large number of antennas are present in 

the system. Several common approaches have been used to solve this problem in 

practical environments with lower complexity, which are discussed briefly in this 

document. One problem with these methods is that, even though they can provide 

computationally efficient solutions, they are more prone to error than maximum 

likelihood estimation. Machine learning (ML) techniques have been applied to 

attempt to increase detection efficiency while retaining computational efficiency. 

2.8.5 Zero-Forcing (ZF) 

Standard Zero-Forcing (ZF) detection begins by framing the detection problem in a 

similar way to maximum likelihood detection [87]. However, unlike in maximum 

likelihood detection when the receive vector was assumed to belong to a defined 

finite alphabet, ZF detection requires only that the receive vector 𝒔 ∈ 𝑅𝑛. The 
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minimisation problem is thus expressed as 

 

 

(2.21) 

where L is a lower triangular matrix. Once the minimisation process has been 

completed, the resultant vector is projected onto the space of possible vectors from 

the library, and the final estimation obtained by: 

 

(2.22) 

ZF provides a more efficient form of detection than that offered by MaxL detection, 

however it is less accurate and can only be regarded as reliable under certain types 

of channel conditions, namely when the channel matrix is well conditioned (i.e. near 

to full rank). 

2.8.6 Minimum Mean Squared Error (MMSE) 

The reason that ZF performs poorly in the cases where the channel matrix is not well 

condition is because the detection process, when projecting the calculated receive 

values onto the constellation of possible values, fails to take into account the noise 

correlations within the received symbols. A standard alternative method for detection 

when ZF is not viable is MMSE detection, which reformulates the problem to take 

account of the noise correlations: 

 

(2.23) 

Where 𝑁𝑡 is the number of transmit antennas and 𝜎 is a suitably calculated noise 

term. The effect of this is to find the expected value 𝐸(𝒔|𝒚), which is then projected 

onto the constellation of possible transmit symbols. 

Other detection methods not discussed here include ZF with Decision Feedback and 

Sphere Detection. 
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2.8.8 Spherical Wavefront Research for Massive MIMO 

A number of papers have been published relating specifically to the issue of 

spherical wavefronts in the modelling of Massive MIMO channels. The channel 

model proposed by Jianzhi Li et al [88] is based upon a consideration of spherical 

wavefronts following analysis of results of an indoor measurement campaign 

involving omni-directional dipole antennas for both receive and transmit. As with 

other campaigns, a virtual array was used to simulate the configuration of a Massive 

MIMO array by moving the transmit antenna mechanically over several minutes to 

obtain the CSI as though a full-size array were used. 

As discussed in other sections of this thesis, it is common to consider a geometric 

channel model as the links between transmit and receive antennas with one or more 

scatters located at some point between the two antennas. It is noted by Jianzhi Li et 

al [88] that the plane wave model can be considered valid when the distance 

between an antenna and a scatter is less than the Rayleigh distance 

DRayleigh =
2L2

λ
 

(2.24) 

Where L is the largest distance between two antenna elements in the array and λ is 

the carrier wavelength. It was noted, from this assumption, that the indoor 

environments considered could lead to the situation where some of the users are in 

a position such that the plane wave assumption could be considered valid and some 

were not and therefore it was necessary to consider a model that always assumes 

the spherical wavefront. An approach to the question of when spherical wavefront 

assumptions are necessary is presented in this section of the thesis, thus helping to 

refine the decision-making process for when a plane-wave model would be 

appropriate, although this is often determined exclusively from the definition of the 

Rayleigh distance. 

It was observed that, for the indoor environment, it is possible, by considering 

elevation and azimuth angles of arrival, to determine the presence of a spherical 

wavefront. A plane wavefront is observed when there is a clear and uniform angular 

offset to the array and a spherical wavefront where this is absent and the MPCs 

arrive in a more seemingly random fashion. The array that contained a greater 
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number of horizontal elements showed a greater presence of spherical wavefronts 

within the azimuth plane and the array containing a greater number of vertical 

components showed a greater presence of these wavefronts in the elevation plane. 

The observations of the presence of spherical wavefronts leads to the development 

of an extension of a standard cluster based Massive MIMO channel model to include 

3D spherical wavefronts, which is described in the paper. 

Some direct comparisons between the capacity resulting from a channel matrix 

obtained by a spherical wavefront assumption and a channel matrix obtained from a 

plane wavefront assumption have been presented. This includes Tamaddondar and 

Noori [89] where channel matrices are obtained for spherical and plane wave 

assumptions and capacity results compared. It is noted that non uniform distances 

between antenna elements could be applied in such a way that obtaining 

orthogonality between the sub-channels is still possible, even when some users are 

within the Rayleigh distance. 

The research presented is concerned with non-uniform linear arrays, as these are 

the types of arrays that are likely to experience the largest change between the two 

elements at the each of the far ends of the arrays. The plane wave example shows a 

number of mobile users placed in parallel to a non-uniform linear array between the 

two end elements but at a variety of different distances from the array. It is not clear 

what the distances are and therefore whether the users are within the Rayleigh 

distance or not. The plane wave channel matrix is then obtained for the described 

scenario. 

A similar scenario is then described but with the channel matrix obtained using a 

spherical wave assumption. The capacity of the channel is then determined using 

the standard Shannon formula and the results show that, on average, there is a 

significant different between the capacity calculated using a plane wave model 

compared with the capacity calculated using a spherical wave model, with the plane 

wave model underestimating the capacity compared with the spherical wave model 

when users are placed close to the BS (and are thus more likely to be located within 

the near field). It is observed that, when the mobile users move further away from the 

BS array, the spherical and plane wave models begin to converge until they predict 

approximately the same channel capacity. 
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The same format of results is presented for non-uniform linear arrays with different 

numbers of elements. These results show that, when the array consists of fewer 

elements, the difference between the two types of model is less; however it is still 

observed that the spherical wave model predicts greater capacity than the plane 

wave model and that the capacity predicted by the models converges as the users 

move further away from the BS array. This convergence occurs more quickly for 

arrays with a greater number of elements. It is also observed that the initial different 

in capacity between the two models is greater as the number of BS elements 

increases. 

A similar convergence occurs when the number of users is varied. In the previous 

examples, the number of mobile users was 10. However, when the number of users 

is increased, the difference in capacity predicted by the two types of models is 

increased (with the spherical wave model still predicting higher capacity). As before, 

the capacity predicted by the two types of model converges as the users move 

further away, with this occurring much more quickly with the smaller number of users 

(Figure 23). 

 

Figure 23: Capacity estimated by spherical and plane wave models [89] 
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A parabolic approximation of spherical wavefronts has been investigated by Lopez, 

Wang and Feng [90]. It was identified by the authors, as with others, that the plane 

wavefront assumption may not be valid for Massive MIMO arrays because of both 

near-field and environmental effects. The authors refer to the near filed effects as 

being those that occur when a user is located within the Rayleigh distance of the 

array, leading to effects such as variations in angles of arrival across the array that 

make the spherical wavefront assumption invalid. The environment effects refer to 

the large-scale parameters that affect large arrays, such as the shadowing that can 

occur that varies across the array, something that has also been investigated as part 

of this thesis. 

The model proposed by the authors is intended to address the issue of the variation 

of AoA variation across the array, an effect observed through measurement 

campaigns. Crucially, they also mention the high level of complexity required for a 

spherical wave model, as this requires the simulation of all of the paths between the 

transmitter and receiver. The paths may be modelled deterministically using a ray-

tracing system with map data or geometrically and stochastically by modelling the 

appearances of clusters within a model. The use of a parabolic approximation is 

intended to reduce the complexity and a stochastic method is proposed to more 

accurately simulate the appearance of clusters. 

Jiang et al [91] have discussed the impact of a spherical wavefront assumption on 

both LoS and non-LoS propagation scenarios. This is in the context of vehicle-to-

vehicle communications using Massive MIMO, for which the authors propose a novel 

channel model. This model, incorporating the spherical wavefront assumption, is 

proposed to address what the authors describe as the changeable vehicle shapes in 

3D space and the failure of other methods to take account of the impact of spherical 

wavefront assumptions on channel statistics. The changeable vehicle shapes must 

be taken into account, according to the authors, to account for the changing 

geometry of the arrays required to achieve Massive MIMO communications in purely 

vehicular environments. Furthermore, it is noted that the use of a plane wavefront 

assumption is unable to take account properly of the 3D geometry of the types of 

arrays that would be used in vehicular communications. 

The authors have identified a lack of comparisons in the research literature of the 

performance of different areas of the 5G mmWave spectrum. They have attempted 
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to address this lack by conducting measurement campaigns that obtain the same 

types of measurement for the same types of environments and configurations at 

several different mmWave frequencies bands, names at 11, 16, 28 and 38GHz. The 

measurements were taken within an indoor office environment and comparisons are 

provided for the power delay, power azimuth and power elevation profile. The power 

azimuth profile described the power arriving at an antenna as a function of the 

azimuth angle and the power elevation profile provides the same power metric but as 

a function of the elevation angle instead of the azimuth angle. The measures 

investigated at different frequencies also include the root mean square (RMS) delay 

spread, the azimuth angular spread and the elevation angular spread. These final 

two measures refer to the spread of the MPCs at the receive antenna and, as they 

give a sense of the multi-path richness of the environment, are important in 

determining the suitability of the channel provided by the configuration for spatial 

multiplexing with Massive MIMO. 

Even though the research described is concerned with mmWave Massive MIMO, 

which is generally outside of the scope of this thesis, it investigates some of the so-

called ‘new Massive MIMO properties’ as part of the analysis, including the effects of 

spherical wavefronts. The analysis also includes an investigation of the cluster birth-

death property and the non-stationarity property. The clusters seen from the 

perspective of a Massive MIMO array, which are responsible for the scattering of 

MPCs, may not be visible from each of the antenna elements within the array, 

especially in propagation scenarios involving large arrays or complex spatial 

environments. This spatial property can be modelled as a markov process, 

describing the appearance and disappearance of clusters across the array. The non-

stationarity property refers to the fact that, for large arrays, the wide sense stationary 

assumptions for the array may not be valid. The implication of this is that certain 

properties that could ordinarily assumed to be the same across the entire array, such 

as LoS receive power, may not be valid for the Massive MIMO scenarios. The 

research describes the change of received power for the LoS received power across 

the array and the change in azimuth AoA. In each case, the property is seen to vary 

significantly across the array. However, the functions describing the power and 

azimuth angles relative to the antenna element of the array are significantly different 

depending on the chosen frequency band, even though the propagation environment 
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is the same for each time measurements were taken. The following graph (Figure 

24) shows an example of how the received power varied across the array: 

 

 

Figure 24: Variation of received power for antenna elements across array at different frequencies 

 

The SAGE algorithm, which assumes a plane wavefront, was used by the 

researchers to obtain various properties investigated as part of this research. The 

researchers were, however, still able to use the algorithm to investigate the spherical 

wavefront effect by dividing the array into several sections and obtaining results, with 

the sections each small enough to ensure that the transmit antennas were beyond 

the Rayleigh distance and that it was possible to make a comparison of the spherical 

wavefront properties across the elements of the antenna when comparing the results 

obtained within different sections. The comparison is obtained by using a sliding 

window to obtain the gradual changes that occur across the array. The spherical 

wavefront properties relate to the MPCs arriving at each antenna element of the 
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array and the researchers show the variations of the azimuth angles of the 

components vary from one end of the array to the other and the variations of the 

elevation angles of the components. The analysis of each of these spherical 

wavefront properties demonstrate the importance of assuming spherical wavefronts, 

as the variations were seen to vary sometimes by about twenty degrees from one 

end of the array to the other. 

It is notable that, even though algorithms such as SAGE and RiMAX that assume 

planar wavefronts are often used to estimate the properties of MPCs within a 

channel, there have been attempts to obtain algorithms that are based on spherical 

wavefronts. These algorithms have proposed for estimating the properties of the 

MPCs within Massive MIMO channels, where a spherical wavefront may be required, 

and as an alternative to obtaining properties based on the spherical wavefront 

assumptions by using the method described previously using a sliding window with a 

plane wavefront assumption. One such example of a spherical wavefront-based 

method for channel estimation is proposed by Chen et al (2016), who discuss the 

use of this approach with regard to the localisation of clusters [92]. 

The performance of the spherical wavefront approach to localisation was discussed 

and the results of simulation presented by the researchers. Firstly, the root-mean-

squared estimation error was presented by considering a path with a set elevation 

angle-of-arrival and then determining the error of the estimated path for different 

azimuth angles of arrival. It is shown that the error is greatest for all elevation angles-

of-arrival when the transmit antenna is located in the same plane as the array (that is 

at zero and 180 degrees). The error decreases to its lowest value at an azimuth 

angle of around 90 degrees, at which point it begins to increase again. Higher 

elevation angles lead to greater error but, for elevation angles lower than 20 degrees 

and azimuth angles between 20 and 160 degrees, the error is less than two percent 

and even less for low signal to noise ratio (SNR) scenarios. 

The evaluation of the spherical wavefront approach to channel estimation and 

localisation was aided by data from an outdoor measurement campaign that, as with 

the comparisons of the properties of mmWave band for Massive MIMO, were 

conducted at mmWave frequencies. While these frequencies are outside of the 

scope of this thesis, the analysis of spherical wavefronts is relevant. The researchers 

present results from the original power spectrum with delay compared with the AoA. 
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The published paper does not provide a detailed comparison of the SAGE algorithm 

against the algorithm with the spherical wavefront assumption, how it does mention 

that the plane wavefront assumption tend to underestimate the power spectrum by 

about 30dB whereas the spherical wavefront assumption underestimates it by about 

10dB, therefore offering an improvement. A more detailed comparison of spherical 

and plane wavefront assumptions in the estimation of multi-path properties would be 

an area for further investigation. The researchers also present a summary of the 

results of the location of scatterers using a spherical wavefront assumption. They 

identify that scatterers are successfully located, which is to say that they correspond 

with the physical location of objects on the rooftop where the measurement 

campaign was conducted. However, they also show that sometimes the images of 

the scatters are located instead of the scatterers themselves, which is still useful for 

understanding the contribution of the scatterers but not useful for accurately locating 

the physical objects responsible for scattering within a Massive MIMO propagation 

environment. A more detailed comparison of spherical wavefront and plane 

wavefront approaches in identifying the location of scatterers, and the tendency of 

each approach to select the images of scatters instead of the scatters themselves, is 

not presented and would be an area for further research. Figure 25 shows the 

localisation of scatters (or the images of scatterers) using the spherical wavefront 

model: 

 

Figure 25: The localisation of scatters or their images using the spherical wavefront model 
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Much of the interest in spherical wavefront approaches to Massive MIMO can be 

traced back, if one considers citations in more recent papers, to the development of 

a two-dimensional channel model by Wu [93] that assumes a spherical wavefront 

instead of the more usual plane wavefront in order to address the address the 

observation that scatterers for Massive MIMO arrays can often not be assumed to be 

within the Rayleigh distance. As well as proposing a channel model for Massive 

MIMO, the authors also conducted a comparison of plane and spherical wavefronts 

within such channels. The proposed model is an ellipse model and the effects of the 

spherical wavefront assumption on LoS and non-LoS links. The authors also 

introduce an algorithm to model the appearance and disappearance of clusters. This 

algorithm includes a model of the changes that can be observed spatially across the 

antenna array, where some antenna elements can see certain clusters while others 

can see other clusters. It also includes incorporates a model of how clusters appear 

and disappear over time. Various statistical properties of the proposed Massive 

MIMO model are also presented. 

One of the key results in terms of spherical wavefronts presented by the authors is 

the change in angles of arrival that occurs gradually from one end of the array to the 

other. This is explained as part of the effect of the spherical wavefront due to the 

transmit and receive elements or, more commonly in non-LoS channels, the clusters 

not being outside of the Rayleigh distance. This raises the question of whether there 

is a certain class of Massive MIMO channel where the clusters can be assumed to 

be in a position where the assumption of elements being outside of the Rayleigh 

distance can be maintained. The authors also discuss the received power difference 

from one end of the array to the other and how this would appear to be 

approximately proportional to the correlation between elements. 

Figure 26 shows an example of the power spectrum for angles of arrival across the 

array: 
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Figure 26: An example of the power spectrum for angles of arrival across the array 

 

2.9 Conclusion 
 

This literature review has provided an overview of propagation models for Massive 

MIMO, a key enabling technology for the future 5G telecommunications systems. 

Following an explanation of the general background theory that will be relevant for 

the considering of Massive MIMO, the concept of MIMO communications was 

introduced in terms of both single and multi-user contexts. The understanding of 

standard MIMO is important because it forms the foundation of much of the ideas 

related to Massive MIMO, such as spatial multiplexing and spatial diversity, even 

though Massive MIMO represents new challenges of its own from a channel point of 

view that are not present in Massive MIMO due to the much greater quantity of 

transmit and receive antennas. 

The introduction to standard MIMO systems led into an explanation of the Channel 

matrix in terms of its mathematical expression. The channel matrix represents the 

response between each of the antennas within a MIMO system and will be crucial for 
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the modelling of a MIMO channel. The general mathematical explanation was 

followed by a review of some of the general approaches that are used for the 

numerical modelling of the channel matrix, beginning with models that are purely 

deterministic through the consideration of the geometry of the specific environment 

in question, proceeding to models that use a statistical understanding of the 

propagation environment combined with a geometrical interpretation (thus providing 

useful information about the channel within certain standard types of environments, 

such as offices, city centres and suburban scenarios). Models based only on a 

statistical understanding of the propagation scenario without any geometrical 

considerations were also discussed briefly. 

The discussion of the general approaches to the modelling of the channel matrix 

were followed by a more detailed explanation of some of the main channel models 

that are used to model MIMO systems, specifically the WINNER-II model and the 

3GPP spatial channel model. The angular parameters of the models were presented 

along with information about the specific scenarios that the channels can model from 

a statistical perspective. The need for verified propagation models that can be used 

for the design of Massive MIMO systems was also discussed. 

An overview of current research interests in Massive MIMO was provided followed 

by a more detailed explanation of current theoretical research related to the Massive 

MIMO channel. It was seen that much of the current work is of a theoretical 

(specifically Information Theory related) nature and that this is likely to prove of 

importance to the research project due to a strong interest in increasing channel 

capacity and spectral efficiency. 
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3: Ray-Tracing for Massive MIMO Channels 

The purpose of this chapter is to introduce the deterministic methods for the 

modelling of Massive MIMO channels that are used throughout the research 

described within this thesis. These methods are introduced partly through the 

illustration of various examples that are especially representative of the kinds of 

phenomena that are expected to be present within many Massive MIMO channels. In 

particular, the use of antenna arrays that are much larger than antenna systems 

typical of mobile networks is considered as an important element in the modelling of 

these channels. This consideration leads to the requirement for any realistic Massive 

MIMO based propagation model to account for the changes in how the channel 

appears from the perspective of different points on the antenna array. Such changes 

that occur across the array can be associated with certain observations. For 

example, slow fading across the array is potentially highly significant within Massive 

MIMO channels involving large arrays when compared with smaller arrays, where 

these kinds of effects may often be negligible. This large-scale fading may occur 

when, for example, a large array is orientated towards a particular service area but 

where this is some obstruction blocking the LoS path from the array to the users. 

Because of the dimensions of the array, it is possible that such an obstruction blocks 

only the LoS paths from some of the elements of the array, but not all of the 

elements, thus potentially leading to a situation where the channel characteristics 

look very different from the perspective of one end of the array when compared to 

the other. 

The observations of the changing channel conditions as seen across large arrays 

leads to the question of the appropriateness of planar wavefronts when considering 

the propagation models used for Massive MIMO based networks. It may be 

necessary, for example, to favour a spherical wavefront-based model, where the 

propagation paths between each antenna are considered on an individual basis, 

rather than assuming an arriving wavefront where the differences between array 

elements are represented only by phase shifts. Essentially, the ray-tracing described 

in this chapter provides such a spherical model, though at higher computational 

expense than may be suitable for some applications. 
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A significant implication of the research presented in this chapter is in relation to 

mobility scenarios, where the users follow routes around the cell area. Here, such 

mobility is modelled through the use of discrete time steps where the user 

equipments (UEs) occupy a neighbouring location on the time-step after the current 

step close to the current position. Mobility in terms of handover is not considered in 

this chapter, however it is observed that very significant changes can occur in the 

propagation channel within the cell. This then affects how well the channel can 

support multiple spatial streams though the lack of rank-deficiency within the channel 

correlation matrix (since the ideal propagation scenario would involve a full-rank 

correlation matrix). The relative ability of the channel to support the separate streams 

can be considered as a one-dimensions channel condition time-series. This time-

series is discussed within this chapter, and it is shown that such a series is 

amenable to modelling using well-established statistical methods. Correlation can be 

due, at least in part, to mutual coupling between the antenna elements, as illustrated 

by Lu, Hui and Bialkowski in 2008 [94]. This thesis, however, does not consider this 

as a separate effect. 

3.1 Theoretical background of ray-tracing 

The research described in this thesis is largely based on two separate ray-tracing 

engines, the first of which is an in-house ray-tracing system developed within the 

University of Bristol. The second system is a third-party system developed by Recom 

software. The first system became unavailable after a system upgrade and a 

modified version was found to contain inconsistencies within the generated data. 

Ray-tracing is a general technique for simulating optical effects that is based on 

notions with geometrical optics (GO). GO is a well-established area of physics that 

involves the study of the behaviour of light according to certain simplifying 

assumptions. The simplification allows for the obtaining of useful predictions 

regarding how light would be expected to propagate within a medium, whilst not 

requiring, in many situations, the finding of solutions to Maxwell’s Equations, which 

describe the laws of electrodynamics governing the propagation of light in a classical 

sense, or the use of quantum electrodynamics, which describes the interaction of 

light with materials by describing the dynamics of photons [95]. 
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GO, in the context in which the ray-tracing is applied within this thesis, achieves the 

simplification of the dynamics of light by developing an abstraction known as a ‘ray.’ 

In the case of a narrow beam of light or laser beam, it is intuitive to understand how 

light could be described as a ray, however GO and ray-tracing can be used to create 

predictions about all forms of light, and indeed for electromagnetic energy 

propagating at other frequencies and within a wide variety of conditions. This is often 

achieved by using several rays as contributing to the dynamic of the electromagnetic 

energy. 

Each ray is subject to certain principles that make up GO. These include reflections 

from surfaces, where the angle between the incident and reflected ray is determined 

by the arrival angle and the geometry of the surface. Refractions are also 

considered, which involve a change in direction of the ray as it is seen to pass from 

one material to another, each with a different refraction coefficient. The refraction is 

modelled according to Snell’s Law 

 

(3.1) 

Where 𝑛1 and 𝑛2 are the indices of refraction and 𝜃1 and 𝜃2 are the angles between 

the normal to the surface and the incident and refracted rays. 

While ray-tracing is based primarily on the principles of GO, it also incorporates 

some other elements to its calculations of the dynamics of electromagnetic element 

that do not form part of GO. For example, ray-tracing engines often provide the 

option to consider diffraction as part of the computations, which allows for the 

consideration of rays moving around buildings and other structures as well as for the 

effects of scattering within certain types of environments. 

The ray-tracing engine at the University of Bristol dates back to the year 2000 [96] 

and was part of an effort within research to address the requirements of propagation 

models for small cell networks, which, at the time, were gaining increased attention 

as a possible way to address the growing demands being placed upon existing 

mobile networks through the increased use and popularity of cellular telephones. 

Around this time, it was common to use empirical propagation models for the design 

of mobile networks. These models were developed from data obtained through 



 

 

 

85 

measurement campaigns, where measurements would be taken at various locations 

within an environment that represented the type of scenario. Statistical methods 

such as regression analysis were then used to obtains reasonably simple ‘inverse 

square’ type rules that would provide an approximation of field strength as the 

distance from the BS antenna increased. While these types of methods are still used 

in mobile network planning, in combination with other methods, it was observed at 

the time that these methods did not provide sufficient accuracy for small cell 

networks. MNOs had previously emphasised the importance of maximising 

coverage, and this priority was reflected in the types of propagation models that were 

employed and the emphasis place on large ‘macrocells,’ with BSs often placed at the 

highest locations possible. The use of small cells would require a much more 

thorough understanding of the propagation environment, due to the need to focus 

more on the complexities of the coverage area and the presence of many cells that 

would potentially be overlapping. In addition, there was a gradual shift in emphasis 

by MNOs away from coverage and towards capacity, and this would need to be 

considered within the process of designing the RAN. 

The goal of the University of Bristol ray-tracing system, as with other ray-tracing 

systems, is to use the described methods to obtain the ‘complex impulse response’ 

of the received signal 

 

(3.2) 

Where the CIR, ℎ(𝑡), is made up of a summation of amplitudes,𝐴𝑛 corresponding to 

a phase angle 𝜗𝑛 at arrival time 𝜏𝑛.The ray-tracer functions according to a method 

based on the ‘method of images,’ whereby an image table is generated of each 

location of the image of the BS. This is achieved by considering all surfaces present 

as possible reflectors. It is possible to create this image table by considering every 

possible combination of reflection, transmission and diffraction to create a path 

through each reflector and then obtaining a location for the BS from the perspective 

of the UE. Once these locations have been obtained, it is possible to find the paths 

between each UE and each BS image. The computation is made more rapid by 
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introducing the concept of an ‘illumination zone,’ which is the area for which a certain 

order of reflection can give a valid path (Figure 27). 

 

Figure 27: Illumination zones from base station (BS) images [97] 

 

The specific method used by the proprietary Remcom software is described within 

the documentation [98] and includes the use of a ‘shooting and bouncing ray 

method’ to initially trace the paths without reference to specific field points, followed 

by an ‘eigenray’ method, which constructs the ray paths between the transmitters 

and receivers. However, many ray-tracing systems are based fundamentally on a 

‘ray launching’ algorithm, where rays are sent out from the UE at a series of angles 

with their paths traced. A ray is accepted if a certain power threshold is reached. 

There are ways of making this process faster, such as the one described relating to 

the University of Bristol ray-tracing system. 

3.2 Discussion of ray-tracing system used in this research  

The ray-tracing system used by the University of Bristol, which forms the basis for 

much of the research presented in this chapter is based on light detection and 

ranging (lidar) data representations of outdoor locations. Lidar data refers to a 

technique of using reflected energy passed over land to determine the distance of 
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the objects on the ground, with the time taken for pulses to return indicating the 

location. Such data are available for regions around the city centre of Bristol and is 

used to provide a representation of the environment, including buildings and foliage. 

The lidar data are translated into a representation for the system that approximates 

the layout of the land. This representation for the ray-tracer is only approximate and 

is based on a series of squares containing the information regarding the height of the 

feature of the land, which is not defined in the system, but which could include a tree, 

for example, or a building. To illustrate this, consider the two photos in Figures 28 

and 29. The first shows an area of land in the centre of Bristol from a satellite 

photograph. The second shows how the ray-tracer ‘sees’ this terrain, in other words 

how the ray-tracing system interprets these terrain data. As can be seen, the ray-

tracer has only a general block interpretation of the terrain, with the colours in the 

image indicating height. This representation, however, does mean that simulated 

ray-trace results do correspond approximately to a realistic interpretation of the 

Bristol urban environment. It should be noted that the shapes here, in addition to the 

height information, include horizontal and vertical edges that are used to model 

diffraction with the centre of tiles used for scattering and the shapes themselves 

used for reflection [28]. 

The process of ray-tracing includes “building reflection, building rooftop diffraction, 

building corner diffraction, building scattering, terrain scattering, and combinations of 

the above” [28] and supports three dimensions. Firstly, the lidar data are pre-

processed, after which the ray-finding process is used to identify all possible paths 

between transmit and receive antennas. An electromagnetic calculation process is 

then applied to each ray, which uses several electromagnetic propagation models 

including hybrid scattering models and foliage loss models. 

Functioning of the ray-tracer system 

The ray-tracer allows the user to specify a point at which an antenna element would 

be located. This point is associated with a function describing the antenna pattern 

which is used for calculating the gains associated with each ray. The following 

example demonstrates this principle.   

A portion of Bristol city centre is selected to provide an example of a dynamic urban 

environment (Figure 28). The area chosen is Cabot Circus, located to the east of the 
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inner-city area, known as an area with a large amount of traffic and potential for 

congestion. The transmit antenna is placed on a large building near the main road. In 

order to show the effect of the rays rather than the gains at the antenna, an isotropic 

radiation pattern (with unity gain in each direction) is chosen to provide an 

impression of the environment, although specific simulated and measured antenna 

patterns (obtained through an anechoic chamber) can also be used in the system. 

The location of the antenna is indicated by a dot and arrow on the map, with the 

arrow indicating the reference direction for the antenna, although this is not relevant 

for a pattern with equal gain in each direction, such as is used here. 

 

 

Figure 28: Aerial image of Cabot Circus, Bristol (located at grid co-ordinates: 51.4585° N, 2.5853° W). 

Figure shows an area approximately 1200m x 640m. The white rectangle indicates the area that is 

represented by Figure 29 

 

A high-quality satellite image of the region can be used to provide a detailed 

impression of the terrain, although it should be noted that the lidar data used within 

the ray tracer are based on terrain data that were collected several years ago and 

thus are not completely accurate, due the changes to the urban environment that 

have occurred since then. Most of the buildings, however, remain the same and it is 

reasonable to assume that the terrain has not changed significantly. Therefore it is 
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possible to gain an impression of the propagation characteristics within this type of 

environment. If a more precise model is required, it would be necessary to 

investigate the extent to which any new buildings had altered the propagation 

environment. The area in this example includes a large and popular shopping centre, 

that was still under construction but was substantially complete, when the lidar data 

were assembled. The terrain, as seen by the ray-tracer comprises a series of blocks, 

as shown in Figure 29, which approximately correspond with the features of the 

terrain shown in the satellite image. In the ‘block representation,’ the blue squares 

represent buildings with the lighter shades representing higher building levels and 

the darker squares representing buildings of lower height. Foliage is represented by 

yellow squares with the shade representing the density. Note that the representation 

of a ‘high street’ shopping area is shown on the left, comprising mainly buildings that 

vary in height with a walking area that forms a cross, the centre of which 

corresponds with the centre of the high street area. This walking area appears as 

empty space in the default dark blue colour within the representation. There are also 

various gaps between the shop building and where vehicle parking areas are 

located, also represented by the same colour. Several city trees are present in this 

area, represented by the yellow/green blocks. To the south of this is a park area, 

represented by an increase in foliage with the yellow/green blocks and to the east is 

a mixed residential and commercial area, with a combination of foliage and building 

data. The area between these east and west regions is a large main road, shown in 

dark blue in this representation. 
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Figure 29: Satellite image of Cabot Circus, Bristol as represented by lidar data used in the ray tracing 

system. The blue shades represent buildings with the lighter shades showing greater height. Orange 

and yellow represent tall foliage, while green indicates low foliage. The white cross represented the 

location of the BS, orientated so that zero degrees is towards the east (which is towards the right-

hand side in this image). 

 

3.3 Plane Wave Models 

The plane wave model is derived from an analytical investigation of the geometrical 

properties of an idealised linear array in a purely LoS environment. As such, it has 

often been assumed that this model represents an accurate representation of 

Massive MIMO systems in environments that are generally LoS (i.e. with few 

reflectors). It is likely that this observation is more relevant to mmWave above 6GHz 

because such frequencies generally only work well in LoS environments. Multipath 

components may be more relevant to lower frequency Massive MIMO even when the 

system is LoS. The model is developed by considering a linear array of equally 

spaced antenna elements from the perspective of a single point source antenna. 
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Here (following Tse and Viswanath, 2005 [99]) the impulse response for antenna 

element i is 

hi = exp (
−j2πdi
λ𝑐

) 

(3.3) 

Where 𝑑𝑖 is the distance in metres between the source and array antenna and λ𝑐 is 

the carrier wavelength in free space. This expression for the response assumes that 

𝑑𝑖/𝑐 ≪ 1/𝑊 where 𝑊 is the carrier bandwidth. 

The channel response is given in the usual way by combining the channel vector 

with the transmit symbol (of which there is just one value in this case) and adding to 

a noise term. The distances 𝑑𝑖 between transmit and receive antennas are given by 

𝑑𝑖 = 𝑑 + (𝑖 − 1)Δ𝑡λ𝑐𝑐𝑜𝑠 Φ 

(3.4) 

With 𝑑 being the distance from the transmit to the first (that is the nearest) antenna in 

the array and Δ𝑡 being the normalised separation of the antenna elements 

normalised to the carrier wavelength. In this expression Φ is the angle of incidence 

of the incoming wave. So, on this assumption, the first channel response for the 

antenna element closest to the transmit source is 

h1 = exp (
−j2πd

λ𝑐
) 

(3.5) 

and the remaining responses for 𝑁 = 2 …𝑁, where 𝑁 is the number of antenna 

elements in the array, is 

hn = h1 exp (−j2 πΔt(𝑛 − 1) cos Φ). 

(3.6) 

Noting that the spacing between the antenna elements is fixed in the described 

scenario. The implication of these plane wave assumptions is that any capacity gain 

is due only to signal gain and not to any spatial multiplexing. The individual 

responses can be combined into the signal vector h and the capacity given as 

follows, showing the form of capacity gain that is obtained 
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𝐶 = 𝑙𝑜𝑔 (1 +
𝑃‖h‖2

𝑁0
) 

(3.7) 

Where 𝑃 is the transmit power and 𝑁0 is the noise term. 

3.4 Spherical Wave Model 

In two dimensions, considering again the point source transmit antenna with the 

linear array of receive elements, the wavefront should be considered in a spherical 

form to capture more precisely the geometry of the propagation environment. The 

wavefront would be considered as propagating in all directions with a simple 

example of an isotropic source, although radiation patterns should be considered for 

more realistic scenarios. Effectively, the spherical wave model, rather than assuming 

a uniform phase shift across the receive array, would consider the arrival of the 

wavefront from all possible paths with the distances defined between the transmit 

element and the receive element in question. In a complex propagation environment, 

that is one involving reflectors instead of just a LoS link, these distances may vary 

even though the paths arrive at the same antenna element. 

A way of applying the spherical wavefront model is to model the paths using a ray-

tracing system. There are several possible approaches to ray-tracing, where paths 

between transmit and receive antennas are calculated and various propagation 

models applied to take account of path loss, diffractions, reflections and how these 

relate to certain types of environmental features such as foliage and buildings. The 

approach used by the system at the University of Bristol works by creating an 

‘imaging table’ for each of the transmissions by considering all possible permutations 

of wall reflections, transmission and diffractions [100] which is then stored to 

compute the channel characteristics at each location. The incoming rays at each 

location are then combined to provide the impulse response of the received signal. 

The implementation of the model includes taking account of wall conductivity, 

permittivity, and thickness in order to improve the accuracy of the model. Using this 

technique allows for the comparison of spherical and plane wave models by creating 

a scenario and obtaining the channel response under a spherical wave assumption. 

This response can then be compared with a directly computed implementation of the 

plane wave model. It should be noted that the plane wave model by itself is best 
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compared with an implementation of the model taking place in an open space 

without many reflectors. In the presence of many reflectors, it would be expected that 

the plane wave model would create inferior results compared with the spherical wave 

model, but that this could possibly be improved by the inclusion of reflectors within 

the plane wave model. 

3.5 Plane Wave Models with Reflectors 

As discussed elsewhere in this thesis, part of the aim in the development of Massive 

MIMO is to be able to use the effects of multipath propagation to obtain a degree of 

freedom gain through the ability to separate the signals obtained from the transmit 

and receive antenna arrays. The plane wave model described in a previous section 

can be extended to take account of reflectors that are used to provide a 

representation of multipath propagation. In practical scenarios, reflections occur 

thanks to the presence of various objects, such as buildings, trees and vehicles, and 

reflectors in a plane wave model provide an abstraction of these effects. 

The extension to a plane wave model with reflectors can be visualised by 

considering a scenario in two dimensions with transmit and receive arrays placed in 

parallel with each other at a significant distance apart with a reflector placed at right 

angles at some point between the two and either above or below the arrays (in two 

dimensions) (Figure 30). The reflector is considered as a straight line of a certain 

length. For each element of the transmit array, a mirror image can be considered 

that is located in the same plane as the array and at a distance double that of the 

distance to the plane of the reflector (and in the same direction). It is then possible to 

consider a second transmission source by the receive array at the mirror image of 

the first transmission source. Considering a straight line drawn directly between the 

transmit and receive elements, this second mirror image source is taken into account 

only when the line passes between the two ends of the reflector. 

The plane wave model is extended in the example described in the previous 

paragraph by considering wavefronts arriving from the two sources in the same way 

as in the example with no reflectors. The received response at the antenna is 

obtained by adding the responses formed by each wavefront, in other words 

determining the superposition of the wavefronts. 
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Here are some results from some MATLAB experiments where plane wave models 

are compared with spherical wave models for a linear 128x8 Massive MIMO LoS link 

operating at 3.5GHz with the following parameters [49]: 

 

Figure 30: Co-ordinate system for transmit and receive arrays [49] 

Where the specific parameters are defined as follows: 

θt 0.5236rad 

Θr 0.7854rad 

Φr 0.1745rad 

dt 0.043m (half wavelength spacing) 

dr 0.043m 

 

The distance R is not defined for the plane wave model and is varied in the spherical 

wave model to investigate how distance affects the accuracy of the plane wave 

model in comparison with the spherical wave model. 

We begin by considering the plane wave model where, extending Bohagen’s 2x2 

MIMO scenario, the spatial signature for the receiver is 

𝒂𝒓 = [1 𝑒𝑗
2𝜋
𝜆
𝑑𝑟 cos𝛼𝑟

𝑒2𝑗
2𝜋
𝜆
𝑑𝑟 cos𝛼𝑟

… 𝑒𝑀𝑗
2𝜋
𝜆
𝑑𝑟 cos𝛼𝑟]

𝑇

 

(3.8) 
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Where M is the number of receive antennas. The spatial signature for the transmitter 

𝒂𝒕 is defined in the same way but where M is replaced with N, the number of transmit 

antennas. The H-matrix is then obtained from the spatial signatures as 

𝑯 = 𝒂𝑟𝒂𝑡
𝑇 

(3.9) 

Unlike in the case of the plane wave model, the spherical wave model requires us to 

consider the distance between each of the transmit antenna elements and each of 

the receive antenna elements: 

𝑯𝒎,𝒏 = 𝑒
𝑗
2𝜋
𝜆
𝑑𝑚,𝑛 

(3.10) 

The matrix representing the distances between each antenna element is defined in a 

supplementary text by Bohagen [101] as: 

𝑑𝑚,𝑛 = ‖𝑎𝑚
𝑟 − 𝑎𝑛

𝑡 ‖

= [(𝑅 +𝑚𝑑𝑟𝑠𝑖𝑛𝜃𝑟𝑐𝑜𝑠𝜙𝑟 − 𝑛𝑑𝑡𝑠𝑖𝑛𝜃𝑡)
2 + (𝑚𝑑𝑟𝑠𝑖𝑛𝜃𝑟𝑠𝑖𝑛𝜙𝑟)

2

+ (𝑚𝑑𝑟𝑐𝑜𝑠𝜃𝑟 − 𝑛𝑑𝑡𝑐𝑜𝑠𝜃𝑡)
2]
1
2⁄  

(3.11) 

Plots of the mean-squared error for the imaginary part of the H-matrix from 1 to 100 

and from 0.1 to 1 are shown in Figures 31 and 32: 
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Figure 31: Mean-squared error for the imaginary part of the H-matrix from 1 to 100 m 

 

Figure 32: Mean-squared error for the imaginary part of the H-matrix from 0.1 to 1 m 

3.6 Analysis of large arrays 

The BS arrays for Massive MIMO are potentially very large. Thus, a situation may 

arise, for example, where part of the array is in the shadow of a nearby object such 

as a building and part of it has a clear LoS link with a MS. An example of a situation 
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where slow fading across an array contributes in a highly significant way to the 

performance on the channel is shown in Figure 33. Here, a linear array operating at 

3.51GHz with half wavelength spacing with total distance between the first and last 

element of 5.3975 metres is located near a tower of Bristol Cathedral. A MS is 

located near to the north edge of College Green such that part of the linear array is 

visible and part of it is concealed by the tower. 

 

Figure 33: Array based at Bristol Cathedral serving College Green (51.4517° N, 2.6006° W). The area 

shown is approximately 120 m north to south and 180 m east to west. 

 

The power delay profile for the link between the MS and the end element of the 

antenna at the side that is visible and provides a strong LoS link is shown in Figure 

34. The multipath environment is shown in Figure 35.
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Figure 34: The power delay profile for the link between the MS and the end element of the antenna at 

30 dBm (decibels relative to one milliwatt) with isotropic transmitters and receivers. 

 

 

Figure 35: Multi Path Environment for first element of array. Area shown is College Green (51.4517° 

N, 2.6006° W). The area shown is approximately 120 m north to south and 180 m east to west. 
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The results shown in Figure 34 can be contrasted with those for the link between the 

MS and the end element of the array that is not visible. The associated rays indicate 

a much richer multipath environment for this case, as illustrated in Figures 36 and 

37. 

 

Figure 36: Power delay profile for array antenna elements obscured by tower. Transmit power 30 

dBm. 
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Figure 37: Multipath components between UE and element of BS obscured by tower. Area shown is 

College Green (51.4517° N, 2.6006° W). The area shown is approximately 120 m north to south and 

180 m east to west. The white line indicates the principal component with the darker shades 

representing the less significant components. 

 

3.7 MPCs at BS Array 

Due to the potentially large dimensions of the BS array, it cannot be assumed that 

the MPCs will arrive at the same angle at each of the elements. In addition, and in 

particular for the case of 3D arrays, the elevation angles of the MPCs needs to be 

incorporated into any model that wishes to provide an accurate view of the Massive 

MIMO channel. A more specific example of this effect can be demonstrated by 

considering the same linear array placed near the Cathedral tower but with the 

position of the MS and the antenna changed slightly so that no part of the array is 

visible via a LoS link to the MS (Figure 38). The rays to the first element are shown 
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in Figure 39 and the rays to the final element are shown in Figure 40 in order to 

represent the differences. 

 

Figure 38: Position of UE in the shadow of Bristol Cathedral. (51.4517° N, 2.6006° W). The area 

shown is approximately 50 m x 100 m. 

 

 

Figure 39: MPCs to first element of BS array 
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Figure 40: MPCs to last element of BS array 

 

The elevation and azimuth angles for the first element (Figure 41) and the last 

element (Figure 42) illustrate that there is a difference in these angles across the 

array, which should be considered in propagation models. 

 

Figure 41: Elevation and azimuth angles for the first element. The scaling shows normalised power 

with the outer circle representing the maximum receive power. 
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Figure 42: Elevation and azimuth angles for the last element. The scaling shows normalised power 

with the outer circle representing the maximum receive power. 

 

3.7.1 Example of variations across a Massive MIMO Array 

The following plots show how the RMS Delay Spread and Average Power vary 

across a linear 128 Massive MIMO array at 3.5GHz as seen from a MS in a non-LoS 

environment (Figure 43). This configuration is represented as follows: 
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Figure 43: Location of BS near Bristol University Campus. Area shown is approximately 275 m from 

north to south and, from east to west, 300 m (51.4563 N, 2.6042 W) 

 

The RMS delay spread (in nanoseconds) as seen by the MS from BS antenna 1 

(furthest left) and antenna 128 (furthest right) is shown in the following graph (Figure 

44). 
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Figure 44: RMS delay spread (in nanoseconds) as seen by the MS from BS antenna 1 and antenna 

128 

 

The average power (in dBm) from BS 1 to 128 is presented in the following graph 

(Figure 45): 

 

Figure 45: Average power (in dBm) from BS 1 to 128 

 

3.8 Other parameters 

3.8.1 Derivation of channel condition 

In addition to parameters that are often used within the context of propagation 

models (such as delay spread, coherence bandwidth and k-factor) there are also 
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some more insightful metrics that can be used to describe both channel and 

correlation matrices within the context of Massive MIMO. Examples of such 

parameters include various types of condition numbers, which are investigated in 

later chapters as part of this project but will be discussed here from a general and 

theoretical standpoint. 

3.8.2 Condition Numbers 

The Condition Number of a matrix is a way of describing the ‘rank deficiency’ of that 

matrix. In other words, it can be considered as a measure of how far a matrix is from 

being ‘full rank’ where each of the column vectors are orthogonal to each of the 

others. The aim of defining a Condition Number is to express this feature of a matrix 

using one single-dimensional parameter. Each definition is limited in some way and it 

would seem a non-trivial problem to capture rank deficiency in an economical way. 

3.8.3 Standard Condition Number 

The Standard Condition Number (SCN) definition of the Condition Number has been 

discussed extensively within the context of Massive MIMO, such as in Ngo, Larsson 

and Marzetta [102]. The criteria for what is described as ‘favourable propagation’ is 

obtained when all the channel vectors (the columns ℎ of the channel matrix) are 

pairwise orthogonal, which is to say that the quantity ℎ𝑖
𝐻ℎ𝑗 is zeros when 𝑖 ≠ 𝑗 and 

the square of the norm of ℎ𝑘 with 𝑖 = 𝑗 = 𝑘 = 1,…𝐾 where 𝐾is the number of single 

antenna terminals. Thus, ideally, the channel correlation matrix 𝐻𝐻𝐻 is a diagonal 

matrix with elements being the square of the norm of the channel going from 1 to K 

across the diagonal of the matrix. The eigenvalues of 𝐻𝐻𝐻 can be arranged in 

descending order such that 𝜆1 ≥ 𝜆2 ≥,… , 𝜆𝑆. The SCN is defined as 

𝑆𝐶𝑁 =
𝜆1
𝜆𝑠

 

(3.12) 

The value of the SCN is seen to be one in the ideal ‘favourable propagation’ 

condition described above. However, this ideal scenario that cannot be reached in 

practice due to the limitations of practical equipment. Thus, the SCN can be 

considered as providing an indication of how far away the system is from the ideal 
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scenario, in other words, the further away from one the value of the SCN, the further 

away from the ideal scenario the system is from a propagation perspective. 

From a practical perspective, however, the SCN has some very significant 

limitations, as assumptions are implied that are unlikely to be reached in practical 

settings. The main limitation is that, in the ideal propagation scenario, the value of 

the SCN will only be 1 if each of the channel vectors shares the same norm. As this 

will likely not be the case, the SCN will be limited in its accuracy. In particular, its 

efficacity in describing the state of the channel and the correlation matrix will be 

limited because it will not be clear which SCN value represents the ideal and what 

the step changes in the value actually mean in a concrete sense. It is also based 

only on two eigenvalues and thus the possible significance of the other values will be 

lost. For example, it may be the case that an unfavourable condition of the channel is 

present (with two or more channel vectors not being orthogonal) but where the 

channel is still perfectly useable because of the presence of other orthogonal 

channels. 

Ngo, Larsson and Marzetta [102] have proposed a related channel parameter based 

on the distance from the ideal form of ‘favourable propagation’ that is somewhat 

similar to the SCN, however it is not clear that this would provide a great advantage 

or Massive MIMO analysis due to the complexity of the systems required. In 

particular, Massive MIMO systems require knowledge of the CSI, with the SNR 

dependent upon this knowledge, and thus assuming perfect CSI would be 

unreasonable. 

The SCN may still be useful in giving an indication of the change in the system (see 

later sections on Massive MIMO mobility) and has also found a use in various 

practical applications related to Massive MIMO that are discussed in the following 

sections. 

3.8.4 Demmel Condition Number (DCN) 

The SCN forms part of a series of measures based on the spread of the eigenvalues 

of a matrix. Another example of such a measure is the Demmel Condition Number 

(DCN), which, although initially represented in relation to numerical analysis, has 

found various applications within MIMO based wireless communications, including 

Massive MIMO [103]. These applications are discussed in the following sections. 
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The DCN is possibly advantages over the SCN in the sense that it is a 

representation based on all of the Eigenvalues within a matrix, rather than just the 

two extremities of the Eigenvalue spread. The definition of the DCN is 

𝐷𝐶𝑁 =
∑ 𝜆𝑛
𝑁
𝑛=1

𝜆1
 

(3.13) 

Where 𝑁 is the total number of eigenvalues of the matrix (not unique eigenvalues, 

two or more may be equal) and 𝜆1 is the smallest eigenvalue. 

3.8.5 Applications within Massive MIMO and Related Research of Condition 

Numbers 

3.8.5.1 Standard Condition Number 

One of a number of applications of the SCN within the context of MIMO 

communications can be found in the design of channel detection schemes [104].  

Detection schemes form an important part of MIMO communications, as reliable 

detection is necessary to be able to make use of the potential gain from the spatial 

diversity within the channel. Maximum Likelihood (MaxL) methods are often used as 

a way of making full use of the diversity of the channel, however schemes are 

considered computationally expensive. The performance of sub-optimal schemes 

has been shown to be dependent on the condition of the channel, where schemes 

tend to perform better with channels with a lower condition (i.e. closer to full-rank and 

therefore optimal) than with a high condition, and thus the SCN has proved useful 

when designing and optimising sub-optimal schemes, providing a useful metric to 

describe an input channel matrix during testing and thus facilitating the optimisation 

of detection schemes for ‘bad channels’ (i.e. those with high correlation between 

channel vectors). 

The SCN has also been used in the context of Spectrum Sensing, a series of 

techniques often used to detect a Primary User (PU) within a MIMO system [105]. 

The SCN finds its use in this area thanks to the interest in eigen-value based 

techniques within Spectrum Sensing, techniques that an important within the context 

of MIMO communications because they do not require prior knowledge of the PU 

signal, something that will mostly not be present to the receiving equipment in MIMO 

systems. It transpires that the SCN can provide the threshold value for making the 
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decision as to whether a PU is present. This threshold value is obtained by 

considering the SCN of both the noise covariance matrix and the received signal 

covariance matrix. If the latter is greater than the former, then a PU is determined to 

be present. 

3.8.5.2 Demmel Condition Number 

Heath, Sandhu and Paulraj [106] have shown that the DCN is directly related to the 

suitability of channel for spatial multiplexing (as opposed to diversity) operation, with 

these two modes representing the available techniques for obtaining greater capacity 

and reliability through MIMO. This observation allows for the design of systems that 

switch between the two modes rather than, more traditionally, limiting the design to 

only one mode. This observation was extended through the proposition of a specific 

technique to perform the switching between the two modes based on the 

instantaneous channel state [107]. It was shown that a BER advantage can be 

achieved over single-mode systems. The paper is significant from the point of view 

of the DCN because it was shown that the DCN is related to a sufficient condition for 

multiplexing to be more advantageous than diversity, whereas this is not the case for 

the SCN. 

Another example of an application of DCN is in the link adaptation for Worldwide 

Interoperability for Microwave Access (WiMax) [103,108]. Specifically, the WiMax 

standards contain specifications for Modulation Rate Adaptation, where the 

modulation scheme is altered depending on the channel condition. The DCN was 

chosen as a measure for the channel condition within this paper. 

The DCN has also been applied experimentally, for example within standard MIMO 

indoor measurement campaigns [109]. It was shown from these experiments that the 

DCN varies dependent upon the locations of the transmit and receive antennas, and 

different forms of channels were described in terms of the distribution functions of 

the DCN. These observations are taken further within this thesis by applying them to 

Massive MIMO mobility scenarios and suggesting models based on these 

observations. The analysis is concerned, as in other cities, with the suitability of a 

MIMO channel for either Spatial Multiplexing or Spatial Diversity, and the decision 

process regarding which should be used [109]. 
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More recently, the DCN has been used as a verification measure for the design of 

GSCM for mm wave MIMO (mm wave being outside of the scope of this thesis but 

mentioned here for completeness) [110]. The mm wave analysis was intended, 

according to the paper, to expand upon the standard channel models, which have 

not been parameterised at such high frequencies. The model is based on 

parameterisations from practical measurement campaigns and the DCN analysis 

was used alongside the channel capacity. 

Mlayeh et al have investigated several implementations of a switching algorithm for 

Spatial Diversity and Spatial Multiplexing based on using the DCN as the selection 

criteria and ones that use knowledge of the SNR as the criteria [111]. The BER 

performance was used as the measure for choosing the best implementation 

technique. 

3.9 Time evolution of channel condition 

The purpose of this section is to demonstrate an observation regarding how channel 

conditions change within a mobility scenario, and to provide a general indication of 

how these changes progress within different types of scenarios, such as those that 

are generally more LoS in nature, or those that are more non-LoS. 

Council Building BS Mostly LoS Scenario 

The BS array is placed on the top of the council building and the six mobile users 

move around roughly within the area indicated by the yellow border (Figure 46). The 

transmit power is 1W. 
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Figure 46: Route of UE around College Green, Bristol, shown by yellow line (total length of route 

approx. 300 m) 

The DCN at each of the first 1000 time steps (representing a standard distance 

moved by the UEs) is shown in Figure 48. Here it can be observed that the condition 

of the channel seems to progress through various stages, some of which are marked 

by increasingly volatile changes in the channel condition. There are also stages 

where the channel condition is fairly stable for longer amounts of time. 
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Figure 47: DCN at each of the first 1000 time steps with power at 1W 

 

Mostly non-LoS link 

The next link is a mostly non-LoS scenario with the same transmit array (but with 

power turned up to an unrealistic 10kW in order to reduce the problems associated 

with the ray-tracer’s inability to record lower receive power levels). The mobile users 

travel up and down the street next to the Aquarium, which is located to the south of 

the Cathedral. This is a deterministic route where each time step represents a 

change of five metres.. Once again, various phases in channel condition are 

observed, including phases where the condition is fairly consistent, and other phases 

where this is not the case (Figure 48). 
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Figure 48: DCN at each of the first 400 time steps with power at 10kW 

 

3.10 K-Factor 

K-Factor 

It is possible that the investigation of other parameters that are typically used to 

study the state of the channel may provide further insights on how this observed 

change in channel condition relates to the state of the channel at any instance in 

time. The condition number already provides some insight into the state of the 

channel, as a measure of channel quality. However, by definition, the condition 

number provides a summary measure for the entire channel, rather than taking into 

account each transmit and receive antenna element pair. It may be necessary, to 

understand more fully how the channel condition relates to the physical state of the 

channel, to study the channel on a more granular level, by considering each pair of 

elements. An investigation of the larger scale physical parameters is presented later 

in this chapter (in The Physical Interpretation), However this section provides an 

introduction to the use of the K-Factor in analysing the state of the channel in relation 

to the variations with the condition number. 

The K-factor is a commonly used metric for describing communications channels. It 

can be described for any transmit and receive pair of antennas within any 

environment. Also known as the Rician K-Factor, it is used to provide an indication of 

the extent to which a communications channels resembles a Rayleigh or Rician 

channel. A Rician channel resembles a Rayleigh channel, in that the received signal 

is made up of several multipath components however, in a Rician channel, one of 

the components is much stronger than the others, and generally represents the LoS 

component between the transmit and receive antennas. In practice, the distinction 

between these two types of channels is somewhat subjective for any realistic 

scenario, so the K-factor is used to provide a comparison. 

The K-Factor is defined as the ratio between the square of the amplitude of the 

‘direct component,’ which is the strongest component within the link, to the average 

amplitude for the other components [112]. It is possible to find analytical expressions 

for the K-factor for various communications scenarios, some of which have been 
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incorporated into the various wireless standards. A K-factor of zero corresponds to a 

Rayleigh channel, and the higher the K-factor, the more ‘Rician’ the channel. 

The K-factor has formed an essential part of much research and standards work 

related to Massive MIMO, especially as it has been shown to have a profound effect 

on the capacity of such communication systems. It has been demonstrated, for 

example, that improved capacity within MIMO systems is attainable in situations 

where the exact CSI is not known, but where the BS has knowledge of the K-factor 

[113]. Additionally, many modern types of wireless devices are designed to operate 

within environments that are, by their nature, Rician. For example, small cell systems 

designed to operate over much shorter ranges than macro-cells will often have a 

strong LoS component present within the communications links. Likewise mmWave 

links within 5G networks are based on communications links that are mainly LoS. 

Therefore research has been conducted over the past few decades to study the 

possibility of accurately simulating Rician environments and to accurately determine 

the K-factor. For example, Holloway et al [114] presented a methodology for creating 

a Rician propagation environment for any value of K-factor using a reverberation 

chamber. Taking the other point of view, Lemoine et al [115] provide an example 

where, instead of creating a test environment based on a required K-factor, the 

directivity of antennas is determined within a reverberation chamber based on a 

determination of the K-factor, the accuracy of which has become beneficial in 

designing effective communication systems. 

It is possible to estimate the K-factor at the various points within the time-series 

representing the condition of a channel. For example, considering the time-series 

shown in Figure 50, where there is a significant variation between the highest and 

lowest value of channel condition. 
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Figure 49:  Example of variation of channel condition 

 

The K-factor for each antenna pair at the maximum value of the condition number 

time series. The x-axis represents the index of the BS antenna element, with the 

element corresponding to index 1 being at one end of the linear array, and the 

element for index 128 being at the other end, with the index incrementing as one 

moves from one element to the next from one end of the array to the other. The y-

axis represents each of the six UE antenna elements. The calculated K-factor is 

shown on the z-axis, creating the surface shown in Figure 50. 

 

 

Figure 50: K-factor in dB for pair of BS and UE elements for maximum condition number value 
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The corresponding surface for the lowest value of condition number is shown in 

Figure 51. 

 

Figure 51: K-factor in dB for pair of BS and UE elements for minimum condition number value 

 

It can be seen that, although the fourth mobile user is associated with a low k-factor 

at both the high and the low of the channel condition, there are generally more low 

values at the low value of the channel condition, thus suggesting that, for a lower 

channel condition, the channel is generally seen as more Rayleigh from the 

perspective of more of the antenna elements when compared with the higher 

channel condition. 

3.11 Stochastic methods 

It is possible to use methods from statistics and time-series analysis to model the 

evolution of rank-deficiency within a Massive MIMO channel with mobility over time 

based on ray-tracing data [102,116]. A mobility scenario using the Prophecy ray-

tracer is set up. A linear half-wavelength spaced array operating at 3.51 GHz is 

placed on the council building and six users follow separate and (more or less) LoS 

paths around College Green. The path of the first user and position of the array is 

shown in Figure 52. 
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Figure 52: Path of the first user and position of the array, College Green area 

 

At each instance in time the received power from each BS antenna is calculated for 

each mobile user. These values are then placed into a three-dimensional matrix, 

which represents the evolution of a two-dimensional matrix in time with the rows 

indicating the BS antenna and the columns corresponding to the mobile users. It is 

possible to obtain the channel response H matrix from the power values (expressed 

as dBm) by converting the values to a linear scale and dividing by transmit power 

(assuming that all BS antennas are transmitting with the same power). However, this 

leads to some rounding problems in MATLAB so, for now, let us stay with 

considering the power matrix in order to demonstrate the feasibility of taking the 

proposed modelling approach to a Massive MIMO channel. It should also be noted 

that, again to minimise rounding issues in MATLAB, the transmit power has been set 

at 70dBm, which is much higher than would be expected in practical systems. 
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The rank deficiency of a channel is given by the condition number with a high 

condition number indicating a strongly correlated channel and a condition number 

close to 1 indicating an orthogonal channel. This value is obtained from the channel 

matrix H by finding the eigenvalues of HHH and dividing the largest eigenvalue by the 

smallest. If we take this approach with the power matrix, we see the ‘condition 

number’ evolve in time as shown in Figure 53: 

 

Figure 53: Condition number evolution over 400 time steps 

 

As can be seen, there are high condition numbers at the early time steps, which 

obscure the values on the rest of the graph, so, for the moment, these will be treated 

as anomalous and the values after the 100th time step are shown in Figure 54. 
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Figure 54: Condition numbers after 100th time step 

 

It would seem feasible, from studying this graph, that, as with the measured data, the 

condition number goes through defined ‘phases’ that begin and end at specific times. 

However, this requires further investigation and, for the moment, let us consider the 

entire data set displayed in the graph shown in Figure 54. 

The idea is to attempt to identify a stochastic time series model that may be able to 

model the condition number. A general form of such a model is given by: 

∅(𝐵)(1 − 𝐵)𝑑𝑣𝑡 = 𝜃0 + 𝜃(𝐵)𝑤𝑡 

(3.14) 

which represents a mixed autoregressive integrated moving average process, with 

the left-hand side representing the autoregressive part and the right-hand side 

representing the moving average part, where vt is the time series and wt is a random 

shock taking the form of random drawings from a fixed distribution (usually 



 

 

 

120 

considered normal with zero mean) with variance of 𝜎𝑎
2. B refers to a shift operator 

with the property that 

𝐵𝑛𝑣𝑡 = 𝑣𝑡−𝑛. 

 (3.15) 

The operators ∅(𝐵) and 𝜃(𝐵) are of orders p and q respectively. 

∅(𝐵) = 1 − ∅1𝐵 − ∅2𝐵
2 −⋯− ∅𝑝𝐵

𝑝 

Where ∅1, ∅2, … , ∅𝑝 are the autoregressive parameters to be determined from the 

data. 

𝜃(𝐵) = 1 − 𝜃1𝐵 − 𝜃2𝐵
2 −⋯− 𝜃𝑞𝐵

𝑞 

(3.16) 

Where 𝜃1, 𝜃2, … , 𝜃𝑞 are the moving average weights to be determined from the data. 

The variable 𝜃0 may be used to indicate a linear progression (i.e. slope) of the 

process and (1 − 𝐵)𝑑 represents the dth order difference of the time series. A 

process can be described as being of order (p, d, q). 

3.12 Development of stochastic models 

The autocorrelations and partial autocorrelations of the time series (condition 

number) and the first and second differences are investigated in order to identify 

types of models that might possibly work as reasonable approximations for our data 

(Figures 55 and 56) In general, an autoregressive process has an autocorrelation 

function that gradually tails off and a partial autocorrelation function that has a cut-off 

after a certain number of lags. The opposite is the case for a moving average 

process and a mixed autoregressive moving average process may be more 

appropriate if both the autocorrelation and partial autocorrelation functions tail off. 
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Figure 55: Autocorrelation for condition number 

 

Figure 56: Partial autocorrelation for condition number 

 

These functions suggest that an autoregressive (5,0,0) process may be a reasonable 

fit (Figures 58 and 59). 
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Figure 57:  Autocorrelation of first derivative of condition number time series 

 

 

Figure 58: Partial autocorrelation of first derivative of condition number time series 

 

Both of these functions tail off, suggesting a mixed integrated autoregressive moving 

average process, possibly of the form (2, 1, 4); however the partial autocorrelation 

function continues to oscillate to levels near the control lines, so this may not be 

such a good model (Figure 59). 
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Figure 59: Partial autocorrelation of second derivative of condition number time series 

 

These graphs suggest an autoregressive process of the form (1, 2, 0) as the 

autocorrelation function cuts off after the first lag. However, the partial 

autocorrelation function seems to tail off very slowly, so this requires further 

investigation. 

3.13 Change Detection 

Change detections refers to a selection of algorithmic techniques for analysing time-

series data with the aim of determining both whether some parameter changes 

during a given time period and the time at which this change occurs. Such algorithms 

can be determined as being either on-line, where a signal is analysed in real time as 

it is being received, or offline where the full time-series is already available to the 

algorithm. 

It was observed in previous sections that the time evolution of the channel seems to 

go through various stages within a mobility scenario, which can be shown by 

considering the time series of the condition number. It was therefore determined that 

a change detection algorithm may help to formalise these changes, to determine 

their statistical distributions and to inform the creation of a statistical model for the 

channel. Once the change detection algorithm has been applied, it should also be 

possible to determine the extent to which certain stages are recurring within the time 
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series, the likelihood of a change occurring in a general sense and the likelihood, 

given one specific state, of transitioning to another specific state. 

It is necessary to determine a specific parameter that, when a change occurs within 

it that is judged to be significant, would represent a transition within the time series. It 

was observed informally that, based on an analysis using a ten-tap rectangular 

window Moving Average filter, the moving average appears to change in accordance 

with the observed changes in the channel evolution. The moving variance (obtained 

also using a ten-tap filter), while oscillating throughout the time series, was relatively 

more consistent than the moving average. Thus the mean average was chosen as 

the parameter to investigate using the Change Detection algorithm with the interest 

of locating a change point in the series. The oscillations within the variance could be 

problematic, as such an approach to Change Detection assumes a constant 

variance. This could perhaps be addressed when modelling the channel by varying 

the variance randomly, especially considering that the detection of the transitions 

can be achieved using the described approach in this paper. 

Many different approaches have been taken to Change Detection within different 

applications [117].  However, in this chapter, an approach is taken based on variable 

Moving Average filters that is appropriate given the features of the data already 

discussed. The results presented later in this paper assume a simple square window 

Moving Average filter but it’s possible that accuracy could be improved by using 

more sophisticated windows within the analysis. The approach functions by stepping 

through the time series, with t indicating the current location of the time step, and 

defining two moving average filters, one placed before t and terminating one step 

prior to this value and the other beginning after t. Initially the windows are both of the 

same length, requiring the algorithm to begin several steps into the time series. The 

averages before and after t are then determined and compared. If the two average 

values diverge by more than a specified threshold value, then the value of t is 

recorded as a change point. The values prior to t are determined as representing a 

particular stage within the time evolution of the Massive MIMO channel, which is 

recorded as stage one and associated with the average value obtained by the filter 

prior to t. The value of t is then reset to the current value of t plus the length of the 

filter after the current value of t and the process continued. (It was determined that 

the value of t should skip several values rather than just being iterated by one 
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because of a tendency of the algorithm to overstate the presence of a change if this 

interval is too short. This is because, when in a period of transition, the values of the 

time series are usually changing significantly and thus the two moving average filters 

are likely to diverge in any case.) If, once again, the threshold value is exceeded by 

the comparisons of the mean values before and after t, then the sequence of values 

between each end of the filter prior to t is regarded as representing stage 2 with its 

mean value determined by the moving average filter prior to t. This process 

continues until the end of the time series with the iteration of the stage number. 

In the event that the difference between the moving averages before and after t does 

not reach the defined threshold value after any iteration then the value of t increases 

by one and the start and end times of the moving average filter after this value 

(which is of fixed length) increase by one. The start value of the moving average filter 

(which is of variable length) however, remains fixed and the end value increases by 

one such that it is now located one step before t. These two new average values are 

compared. The reason for increasing the length of the moving average filter before t 

is because, considering that the algorithm has determined that the stage is longer 

than the previous filter length, an increased filter length will lead to a greater 

accuracy when determining the mean value for the particular stage of the channel. It 

should be noted that this algorithm assumes that each stage is at least the length of 

the original filters. This process of increasing the filter length prior to t continues until 

the difference between the two average values exceeds the specified threshold 

value, at which point a change is assumed to have been identified and hence a 

stage in the Massive MIMO channel. The mean value for this stage, corresponding 

to the mean value for the variable length filter, is recorded along with the number to 

be assigned to the stage, which is simply an iteration of the previous stage number. 

The value of t then increases by the length of the fixed value filter and the variable 

length filter is returned to the original length, with the end value one step prior to the 

value of t and the start value determined by the original filter length. 

The whole process then continues until the end of the time series is reached, at 

which point all of the recorded mean values for each stage are rounded to suitably 

chosen nearest values. The number of unique mean values is then determined, 

which corresponds to the number of different types of stages that may or may not be 

reoccurring during the evolution of the channel. Following this, all the transitions 
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between stages (which is to say a set of 2-tuples with the first value representing a 

preceding mean and the second value representing a following mean) are 

assembled. The number of transition types that may occur one or more times during 

the channel evolution are then determined followed by the probability of each 

transition occurring. 

3.14 Results 

The stages that can be determined intuitively can be detected formally by choosing a 

relatively high value of the threshold value. The divisions in Figure 60 show the 

transitions that were determined using the algorithm with a threshold value of 20 

and, as can be seen, correspond closely with an intuitive judgement about the 

locations of the transitions. 

Figure 60: Example of channel condition time series with different phases present. Black lines indicate 

changes in channel condition 

 

Statistically, however, choosing a lower threshold value may be useful for developing 

more accurate models. For example, if the same time series is considered as in 

Figure 60 but with a threshold value of 10 instead of 20, the number of transitions 

increases from 9 to 17 and these locations are more difficult to determine visually but 

can be shown to be present using this analysis. 
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3.15 The physical interpretation 

It is not immediately clear what the physical interpretation should be of the 

observation that the condition of Massive MIMO mobility channel has a tendency to 

pass through various recurring stages with time. It is also not clear what the 

definition of ‘stage’ should be and whether this is an appropriate term for the 

corresponding sections of the channel condition evolution. 

The evolution of the channel condition is considered in Figure 61. Note that this is 

based on a dB interpretation of the channel due to scaling issues with the software 

(the values are very small and cover a large range). The task is to identify two 

regions of the channel that appear to be distinct. 

Figure 61: Evolution of the channel condition 

 

A relatively low value at step 35 is chosen and it is decided that this should be 

compared with a distinct value at time step 352, which represent a large spike within 

the data. It is quite possible that the condition at step 352 is an outlier, and this 

needs to be considered as part of the analysis; however, it would seem to be a good 

choice of value that is far away in terms of value from the value at step 35. To begin, 

the location of the users at these steps are identified. 

The locations of the users at step 35 are shown in Figure 62. The users appear to be 

paired within three classes (indicated by the yellow circles). These pairs of users 

represent the one travelling in broadly opposite directions. In all cases, the users are 
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within around tens of metres of each other. A noticeable difference is observed 

within the configuration of the users at step 352, where, firstly, each of the users 

(except for two) are spread out fairly evenly within the measurement area. These 

four users are highlighted by yellow circles (Figure 63). The other two users, 

however, occupy virtually the same location (highlighted by the blue circle) within the 

measurement area. 

 

Figure 62: Location of users at step 35 
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Figure 63: Location of users at step 352 

 

This is an initial analysis of a limited selection of the features of the channel condition 

evolution, in this case the difference between the spikes and the rest of the data. The 

analysis of the configuration at points 35 and 352 raises the question of whether the 

spikes in the data represent overlaps between the locations of the users, however 

this is evidently not the case following the analysis of steps 50 and 300, two more 

steps representing a lower value and a spike (Figure 64 and Figure 65). Here the 

configuration corresponding to the lower value is similar to the corresponding 

configuration in the time step in the previous example, not surprising given the 

temporal proximity of the two examples, but with two pairs of users slightly further 

apart and one pair within ten metres of each other (and notably further apart than in 

the configuration for step 352). The configuration for step 300, however, diverges 

from the general features of for step 352, with two pair of users close together, as 

before, but with the other two users more clearly separated in space rather than 

occupying virtually the same location. Therefore, the spikes in the channel condition 
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cannot be said to correspond to a configuration in which two users are occupying a 

similar location in space. 

 

Figure 64: Location of users at step 50 
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Figure 65: Location of users at step 300 

 

3.16 Conclusion and recommendations for further research. 

This chapter has been presented primarily as a representation of the use of ray-

tracing for channels involving large antenna arrays such as those required in 5G 

Massive MIMO networks. As mentioned in the second section of this chapter, two 

ray-tracing systems have been used as part of the research presented in this thesis, 

one based on research at the University of Bristol and one proprietary software 

system. The results presented in this chapter have been based on the University of 

Bristol system. This system is based upon a ‘method of images’ approach combined 

with the principles of ‘illumination zones,’ instead of a more typical ‘ray launching’ 

approach. The proprietary software used in the following chapters does not provide 

such a detailed explanation of how the rays are created with the software. The first 

system uses a block representation of an areas from satellite lidar data whereas the 
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second system uses a three-dimensional block representation from OpenStreetMap 

data. 

The purpose of using ray-tracing has been to demonstrate and investigate some of 

the physical properties of the channels that require increased attention when 

compared with channels that do not involve large arrays. Following the presentation 

of plane-wave models for Massive MIMO, and the changes that are observed from 

one end of the array to the other under the plane wave assumption, it has been 

shown that a spherical wave model can provide a much more detailed view of the 

physical properties of the channel. It has also been shown that, under a more 

detailed view provided by a spherical technique, there are often significant variations 

in how the channel is seen from the perspective of each element of the array. 

More specifically, it was shown through the use of realistic scenarios within central 

Bristol that there are large variations in the MPCs in situations where part of the 

array is obscured from the UE, and therefore where there is no LoS component, and 

where another part of the array is not obscured and there is an LoS link to the UE. In 

such scenarios, the obscured part of the array corresponds to a much richer 

multipath environment compared with the non-obscured part of the array, which sees 

a more standard Rician channel. These types of differences across the array apply 

even to arrays that are completely obscured from the UE, though to a lesser extent. 

Further examples were presented showing the effects of changes across the array 

within dense urban environments that present strongly multipath propagation 

environments. It was shown how the RMS Delay Spread varied between elements 

from the perspective of a static UE, and also how the average receive power from 

each element varied at the UE. 

The observations regarding the changes across the array led to a consideration of 

how these changes may affect the ability of a Massive MIMO network to support 

separate spatial streams, and thus obtaining the advantages from increased spectral 

efficiency for which Massive MIMO was developed. In particular, the question of how 

this ability would change when there are several users connecting to the network 

whilst following a route around the cell coverage area was addressed. It has been 

possible to use the University of Bristol ray-tracing system to simulate these types of 

scenarios, which are intended to represent the types of dynamics that may be 

encountered within a busy urban environment with a large amount of vehicle and 
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pedestrian traffic. The users in such scenarios were set to follow fixed routes, with a 

snapshot of the scenario being provided at discreet time steps. In theory, it would 

have been possible to analyse the channel characteristics in the same way as for the 

static examples presented earlier in the chapter, however doing this would have 

been unlikely to lead to useful results, as there would have been an extremely large 

number of rays that would need to be analysed individually. Therefore, it was 

decided that describing the general channel condition at each step in the simulation 

would provide a reasonable overview of the state of the channel. Such an approach 

has the disadvantage of omitting more specific details about how suitable a channel 

would be in supporting the various spatial streams, however it has the advantage of 

providing an understanding of how the channel condition changes, and to what 

extent, over time. Furthermore, it is possible to present the changing channel 

condition in the form of a one-dimensional time-series, which allows for the use of 

techniques from time series analysis, signal processing and various statistical 

methods in interpreting the results. 

The channel condition number was selected for analysing the change in channel 

condition, as this is a standard method for describing the Massive MIMO channels. It 

was observed that, when represented as a time-series, the channel condition 

seemed to transition through various phases as the users moved around the cell 

areas. Some of these phases were characterised by fairly consistent conditions of 

the channel, whilst some were characterised by more variable conditions. It was not 

immediately clear as to what these changing conditions corresponded in a physical 

sense. It did, however, suggest a certain approach to the modelling of the changing 

channel conditions, namely a statistical representation of the different phases of the 

channel condition, combined with a method for detecting when the changes between 

different phases of the channel condition occurred. 

A standard method for modelling certain types of time-series data is to use an auto-

regressive moving-average process. The suitability of the use of such a process is 

determined by examining the autocorrelation and partial autocorrelation coefficients 

of the time-series, as well as its derivatives. Through the obtaining of these 

coefficients, it was shown that the Massive MIMO channel condition could, in some 

cases, be simulated using an auto-regressive moving-average process. In addition, 

the use of change detection methods could sometimes accurately detect the 
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changes in the time-series that were observed subjectively. It seemed that, in a 

general sense, the changes of condition within the channel may correspond to how 

clustered the users are, although this is not always clear. 

Further research would be necessary to investigate how the change in channel 

condition should be interpreted in terms of the physical state of the channel. It is 

possible that using clustering methods to analyse the user positions may provide 

advantages when developing this interpretation. Likewise, the ability to more 

accurately detect changes in conditions would be advantageous. Anomaly detection 

is an active area of research, and detecting changes in Massive MIMO channel 

conditions could be an interesting use case for anomaly detection methods. 

The change analysis within this chapter has involved six UEs. When these UEs are 

located close together, there is an increased possibility that the channel conditions 

from the point of view of a UE will be similar to those seen by another UE. Similar 

channel conditions from the perspectives of the UEs lead to a decrease in the ability 

of the Massive MIMO system to support spatial multiplexing, however nearby UEs do 

not necessarily correspond with higher condition numbers if the physical 

characteristics of the environment are such that the users can still be separated from 

the point of view of the BS. In the same way, lower channel condition numbers are 

not guaranteed just because UEs have a greater spatial separation between them. 

Nevertheless, if the number of UEs were to increase beyond the six represented in 

these results, it would be expected that the probability of similar channel conditions 

from the point of view of the UEs would also increase, leading to a gradually 

increasing possibility of fluctuations within the condition number time series as the 

number of UEs increases. The magnitude of this increased possibility is likely to 

depend on the environment and how rapidly the state of the propagation channel is 

seen to vary between different regions. 
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4: Beamforming for coverage optimisation in 

Massive MIMO systems 

There are several ways that Massive MIMO networks can address the issues of 

limited radio resources in order to meet user demands for service [118].  When 

located within a dense urban environment, for example, the multipath propagation 

within the environment tend to cause variations in the angles of arrival, signal 

strength and phase angles across the array. These variations, combined with 

appropriated precoding and detection schemes, allow for the use of aggressive 

spatial multiplexing, where multiple communications channels are able to share 

frequency and bandwidth resources at the same time. The large number of antenna 

elements also allow for the directing of energy toward much narrower regions 

compared with what is possible with smaller arrays. This beamforming is achieved 

by varying the antenna weights, that is the amplitude and phase angles, across the 

elements of the array. 

The use of ML for the management and optimisation of programme parameters 

within Massive MIMO algorithms  is currently an active area of research, and the 

interest has only increased thanks to growing use and investigations of 

disaggregated and Open Radio Access Network (O-RAN) systems, which provide for 

increased network softwarisation and the deployment of ML applications in near-real 

time and real time contexts and easier implementation through the use of dedicated 

ML components within the O-RAN standards for example the near real time RAN 

Intelligent Controller (RIC) and the non real-time RIC [119].  

There is the option to deploy Massive MIMO systems within a variety of contexts that 

each have different criteria for optimal performance aligning with the related 3GPP 

standards. This chapter focusses specifically on the questions of coverage as it 

relates to the synchronisation process within the 5G standards. This process is 

discussed in more detail in the following section and is dependent upon how 

beamforming is configured at the BS. 

The application of ML to the optimisation of beamforming parameters within Massive 

MIMO has been approached in a number of different ways. For example, Wang et al 
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[120] propose a low-complexity, sub-optimal beam allocation algorithm based on 

fixed beams formed using the Butler method [121]. This, as in this chapter, is a 

combinatorial optimisation problem, but with the constraint that each beam serves 

only one user and where the aim is to maximise the sum data rate of the system. 

Shafin et al [122] take a different approach to applying ML to beam optimisation, by 

making the beamwidth and angles of the beams the parameters to be optimised. In 

other words, a set of beam weights is determined, again by formulating an 

optimisation problem. This paper aims to maximise the Signal to interference plus 

noise ratio (SINR) at the user by determining the most appropriate beam 

parameters. 

This chapter also describes an approach for beam selection that is based upon 

optimising the coverage during the synchronisation process for a set of users for 

whom the spatial distribution is known. The approach involves the adjustment of the 

beamforming parameters by choosing beams from a defined set according to a 

defined criterion.  

As a precursor, this chapter begins by outlining the necessary and essential 

synchronisation processes. It then discusses how the propagation models and user 

distributions are configured to obtain the necessary parameters for finding a solution. 

Results are then presented following the use of an exhaustive search algorithm, 

which is shown to be effective but computationally slow. Characteristics of the 

solution are then discussed that demonstrate that it is possible to find solutions by 

computing only a small number of the beam configurations, thus significantly 

increasing the speed of the process. The chapter concludes by demonstrating some 

methods for obtaining suitable beam configurations more rapidly and describes 

possible applications for the method described. 

4.1 Beamforming  

Synchronisation with the RAN, whilst important in previous generations of mobile 

networks, is especially important within 5G, owing to the time-critical nature of many 

of the technologies within such networks and the increased number of devices 

operating with these requirements. For example, TDD technology requires both the 

BS and the UEs to transmit using the same bandwidth resources, thus making the 

timing critical at both ends of the link to avoid interference [123]. Likewise, the use of 
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multiple beams within Massive MIMO technology that are dynamic and not covering 

the same area, with the same boundaries at the same time, necessitate the use of 

correct timing at both the UE and the BS end of the link. The synchronisation 

process is a method within the 5G standards, preceding the transfer of data, that 

allows the UEs to establish the timing necessary to connect to the network [124]. 

The synchronisation process allows the UE to detect the time at which a radio frame 

begins and the time at which an OFDM symbol begins, a process that is achieved by 

the transmission of a Synchronisation Signal Block (SS Block). This forms part of the 

process of downlink synchronisation. Uplink synchronisation is the process that 

allows the UE to obtain timing data for when it should send uplink data. This uplink 

synchronisation forms part of the random access channel (RACH) process. 

However, downlink synchronisation remains the focus of this paper because of the 

relatively cohesive way in which it can be mapped onto the process of beamforming 

described in the introduction. 

The downlink synchronisation process consists of the BS sending several 

synchronisation signal (SS) bursts, each consisting of a block of data separated by 

defined timing intervals. The number of SS bursts is currently defined as not being 

permitted to exceed certain numbers depending on the frequencies being used, with 

4 below 3GHz, 8 up to 6GHz and 64 above that. The use of 8 blocks is considered 

here, as mid-3GHz is typical for 5G BSs; however, it would not be complicated to 

adapt this to lower numbers of blocks or to different frequency ranges if necessary. 

The separation of the SS bursts in 5G are defined in terms of orthogonal frequency-

division multiplexing (OFDM) symbols, and each SS Burst is a mapping across four 

symbols, each of which are mapped across 240 subcarriers, although not all of these 

subcarriers are used for the transfer of information. The first symbol contains the 

Primary Synchronisation Signal (PSS), the second and fourth contain the Physical 

Broadcast Channel (PBCH) and the third contains both the PBCH and the 

Secondary Synchronisation Signal (SSS). 

Each of the SS bursts may be transmitted at the same time that the antenna array at 

the BS is configured to form the beam according to a pre-determined specification. 

The effect of this is that, during the synchronisation process, the beam can be made 

to sweep across a geographic region. The UEs, as part of the process, report back 
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to the BS the reference signal received power (RSRP) values as an indication of 

signal quality within the RACH preamble. This allows for a beam to be identified as 

providing the highest quality link between the BS and the UE. This information, with 

the process initiated during synchronisation, forms part of the overall beam 

management framework for 5G communications. Once the beam has been 

established as best serving a certain set of UEs, the beam refinement process, 

where beams can be made narrower and more specifically directed, can begin to 

allow for further data transfer. However, beam refinement is beyond the scope of this 

chapter. 

This chapter now focusses on synchronisation and beam selection from the 

perspective of coverage. In other words, how can the beams associated with the SS 

Blocks be best configured to provide the best coverage from the perspective of a BS 

for a given distribution of users and environment. It is possible to ask this question 

because the characteristics of the beams (in terms of width, azimuth, elevation and 

electrical tilt) are not defined and there may therefore be some discretion for the 

operator to define these, subject to operation considerations. 

The method for addressing this problem is discussed further in later sections, 

however the following assumptions are used as the foundation to this research: 

1. The best set of beams for a given BS, operating within an environment 

and with a defined user distribution, is the one that provides the most even 

coverage to the users. In other words, each beam serves an equal number of 

users. 

2. A single beam is capable of serving multiple users. 

3. There is no maximum number of users that can be served by a BS. 

This assumption is not realistic, but is reasonable for the studies here as only 

typical numbers and distributions of users are considered. 

Use is made of a MATLAB simulation from the 5G toolbox as the basis for obtaining 

the RSRP values from users. 5G synchronisation allows for beamforming at both 

ends of the link, however only beamforming at the BS is considered here. The 

frequency for the simulation is 3.5GHz, and thus, following the standards, eight 

synchronisation signal blocks are transmitted, each with an associated beam from 

the beam set. A user distribution is first defined around a central point with users 
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distributed between 100 and 1000 metres. The area for sweeping is limited to within 

a typical tri-sectored region, not accounting for the edges of the beams and the 

sidelobes. The full waveform and grid for the synchronisation signal bursts is 

generated and transmitted through a channel. Initially a Rayleigh fading channel. 

The RSRP values are then reported back from the UEs, with the highest RSRP 

value corresponding to the selected beams. 

The process of simulating the propagation of the waveform through the channel is 

computationally slow and overly complex for investigating synchronisation coverage. 

Therefore a more simplified model is used that greatly increases the speed of the 

simulations. 

4.2 Beamforming in MIMO 

The use of simplified propagation models is justified both in addressing the issue of 

complex 5G channel models and in allowing for a clearer formal description of the 

problem being investigated, a description that is presented in the next section. 

However, when implementing such a system in an actual network it is likely to be 

necessary to use a more sophisticated channel model, since a Rayleigh model may 

not occur often in environments which may be encountered in a practical network. 

Many 5G channel models are statistical in nature and the following process results in 

models that are essentially look-up tables. However, it could be argued that the large 

number of users being considered and the level of granularity make a determined 

average value at each point within the model acceptable. The level of granularity is 

related to the dimensions of the environment, and in this case all the environments 

being considered are outdoors and based on macro-cells with beams that are wide 

enough to cover several UEs at a time. Thus, less precision is required compared 

with indoor environments or in situations where beams are narrow enough to serve 

individual UEs within dense user environments. 
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Figure 66: User distributions around BS at centre of graph. The blue circles represent the location 

where the RSRP value is determined. The concentric circles represent the distance from the BS in 

metres. 

 

The aim of this approach is to create an RSRP surface that can represent a typically 

expected RSRP value for each of the possible beams. The users are placed evenly 

around a BS as shown in Figure 66. Only a third of the total area is occupied with 

users to simulate a typical tri-sector BS configuration. The range for these examples 

is set out to 1km, although another value could have been chosen. Additionally an 

area near to the BS is excluded to avoid near-field effects and complications with 

overlapping beams. An assumption of this model is that there are no users within the 

exclusion zone. The waveform model for 5G is then run for each of the beams. On 

each occasion each user reports back its measured RSRP value for the beam. 

These reported RSRP values at specific points, correspond to points within a two-

dimensional RSRP surface (Figure 67). This surface is then extended to cover the 

entire area of interest from the point of view of the propagation environment. 
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Figure 67: Example of a generated ‘normalised RSRP surface’ for one beam from the described 

methods. Each beam will have its own surface, which can be considered as almost synonymous with 

the beam. 

 

4.3 Scope of Analysis Undertaken 

The aim of this section is to discuss some possibilities for approaching the beam 

optimisation problem as part of this research thesis. It also summarises the data 

requirements for the project, provides a description of the problem to be solved, and 

describes some of the resources available and their functionality. 

It has been necessary to determine whether a specific method for beam allocation is 

to be assumed. There are various possibilities when it comes to investigating this 

area of research such as looking at traffic patterns, applying existing ML methods or 

attempting to learn an optimal grid of beams. 

•  Much of the research in the area of applying ML to Massive MIMO 

beamforming is concerned with using ML to learn the required beam based on 

some parameter (such as SINR or receive power). These methods assume a 

specific ‘grid of beams’ that cover the cell, with the aim being to pick out the 

beam selected during the synchronisation process. 

A second area of interest is to use ML to determine the best parameters of the 

beams themselves (beamwidth, tilts, elevation and azimuth). 
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These two areas of interest could be considered to be linked in the sense that 

several pre-defined grids could be considered, some with narrow and some with 

wide beams, for example. Then, the ML method is applied with different grids, the 

results of which are combined and processed to somehow determine which general 

beam configuration should be used. It may be, for example, that a configuration 

consisting of several narrow beams in one direction with wider beams in another 

direction could be optimal in many urban environments, for example when a 

shopping in centre is located in a certain direction relative to the BS. It would be 

necessary to have a way to represent numerically how good a certain configuration 

would be, perhaps related to the number of unused beams within a configuration. 

Advantages of using a ML approach include the reduction of time and costs in the 

case of running physical experiments and the possible reduction of complexity 

compared with running deterministic simulations. 

The aim of this project is to make use of realistic data regarding the distribution of 

mobile users. 

4.4 ML Techniques and prior work 

4.4.1 Problem statement 1 

Junyuan Wang et al [52] have formalised a beam selection problem that can be 

applied to ML in a way that focusses on learning selected beams from a ‘grid of 

beams’ (i.e. a collection of beams covering an entire cell) based on some chosen 

parameter. 

The assumptions of the problem statement described by the authors are that the 

users are all equipped with a single antenna and are uniformly distributed within a 

circular cell area. The array is linear with isotropic elements and half wavelength 

spacing with a collection of beams formed by the Butler method.  

𝐴𝑛(𝜃) =
sin (0.5𝑁𝜋𝑐𝑜𝑠𝜃 − 𝛽𝑛)

𝑁𝑠𝑖𝑛(0.5𝜋𝑐𝑜𝑠𝜃 −
1
𝑁 𝛽𝑛)

 

(4.1) 

Where 

𝛽𝑛 = (−
𝑁 + 1

2
+ 𝑛)𝜋. 
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(4.2) 

 

Where N is the number of beams, 𝜃 is the AoD, and n is the integer index of the 

beam. The users are distributed around the linear array and served by the beams as 

shown in Figure 68. 

 

Figure 68: Distribution of users around the linear array with example beam patterns 

 

The receive power is determined for each user k according to a standard path loss 

model 

𝑃𝑘 =∑1𝑘,𝑛𝑝𝑛𝐷𝑛(𝜃𝑘)𝜌𝑘
−𝛼

𝑁

𝑛=1

 

(4.3) 

where 1𝑘,𝑛 is an indicator function indicating the chosen beam (i.e. 1 where beam n 

is selected for user k and 0 otherwise), 𝑝𝑛 is the allocated beam transmit power, 

𝐷𝑛(𝜃𝑘) is the relative directivity of beam n, 𝜌𝑘 is the distance from the cell centre to 

user k and 𝛼 is the path loss exponent. A further assumption of the model is that 

each beam can serve at most one user and that the total transmit power is fixed, with 

the power allocated to each beam being given by 
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𝑝𝑛 =

{
 

 
𝑃𝑡
𝑁𝑠
, 𝑖𝑓∑ 1𝑘,𝑛

𝐾

𝑘=1
= 1

0, 𝑖𝑓∑ 1𝑘,𝑛
𝐾

𝑘=1
= 0

 

(4.4) 

Where 𝑁𝑠 is the total number of allocated beams. The assumed achievable data rate 

is 

𝑅𝑘 = 𝑙𝑜𝑔2 (1 +
𝑃𝑘

𝜎0
2 + 𝐼𝑘

) 

(4.5) 

Where 𝜎0
2 is the variance of the noise and 𝐼𝑘 is the inter-beam interference 

𝐼𝑘 = ∑ ∑1𝑗,𝑛𝑝𝑛𝐷𝑛(𝜃𝑘)𝑝𝑘
−𝛼

𝑁

𝑛=1

𝐾

𝑗=1,𝑗≠𝑘

 

(4.6) 

The aim is then to find 

max
{1𝑘,𝑛}∀𝑘,∀𝑛

∑𝑅𝑘

𝐾

𝑘=1

 

(4.7) 

This problem is slow to solve directly and forms the basis of some research in ML 

and MIMO beam selection, as discussed later in this thesis. 

4.4.2 Problem statement 2 

The second problem statement approaches the problem differently, by making the 

azimuth and elevation beam widths (in addition to the electrical tilt setting) the 

parameters to be learned through ML techniques. This effectively means that the 

beams themselves and the configuration of the grid of beams covering the cell are 

learned, not which beams within the grid are activated and for which users. 

Shafin et al [122] formulate this approach to beam optimisation by considering a 

problem of determining a weight vector (which is applied at the BS array to define 

how the beam is steered towards individual users). The authors consider the 
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received signal vector for each user k (where the notation m refers to the sector and 

M) as 

𝑦𝑘 = 𝒉𝑚,𝑘
𝑇 𝒇𝑚𝑠𝑚 + ∑ 𝒉𝑚′ ,𝑘

𝑇

𝑀

𝑚′=1
𝑚′≠𝑚

𝒇𝑚′𝑠𝑚′ + 𝑧𝒌 

(4.8) 

Where 𝒉𝑚,𝑘 is the channel vector between the mth sector and the kth user, 𝑠𝑚 is the 

transmitted signal and 𝒇𝑚 is the precoding vector applied to the mth sector. The final 

term relates to the noise. The aim is to learn the optimal beam pattern for each 

sector. The interference between sectors must also be considered as part of the 

selection process. 

There is, for each BS with its sectors, a predefined class of J possible weighting 

vectors for the antenna array 

𝐽: {𝒋1, 𝒋2, … , 𝒋𝐽} 

(4.9) 

Where each of the weightings corresponds to a beam pattern with a specified 

azimuth, elevation and tilt. The chosen weight corresponds to the sector’s precoding 

vector f. The weight vector is chosen based on the distribution of users. 

The choice of weight vector is made based on the following process (noting that the 

aim of any ML scheme related to this general approach is to learn the weight vectors 

that result from the described process): firstly the SINR rate for each user is 

determined for each of the available beam configurations. A threshold SINR value is 

selected that will be used as the baseline for determining if a user can be said to be 

connected to the BS or not. The aim is then to compute the set of beams for each 

sector that maximise the total number of connected users, i.e. 

max
𝒇1,𝒇2,…,𝒇𝑀

∑1𝑆𝐼𝑁𝑅𝑘>𝑇

𝐾

𝑘=1

 

(4.10) 

Where T is the threshold SINR level and ‘1’ is the indicator function. In other words, 

this is the total number of connected users that occurs for some set of beam 
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configurations, with one beam pattern associated to each sector. Finding this set of 

beams is made more complicated by the fact that there will likely be inter-sector 

interference, a factor that could affect the number of connected users that is 

achievable. 

It should be noted that the criteria for beam selection is very different compared with 

the first formulation, because here the aim is to obtain a beam that will serve the 

largest possible class of users, but in the first formulation each beam served only 

one user. 

This formulation of the problem would seem to be closer to what is described in the 

Autonomous Industrial Mobile Manipulators (AIMM) use cases specification: 

however, it may be that this formulation of the problem could be combined with the 

first formulation. This could work by determining which grid of beam configurations 

are available to the networks, simulating the channel with user distributions, and then 

attempting to learn the beams selected through available parameters, repeating this 

process for each of the possible grid of beams configurations. It would then be 

necessary to determine which grid should be chosen according to some parameter. 

Perhaps, for example, the chosen grid would be the one with the fewest number of 

unused beams. 

Determining the grid in this way could help in providing an optimal grid for different 

environments, as described in the introduction. 

4.5.3 Recent Research 

There seem to be fewer research outputs related directly to the topic of using ML for 

SS Block Broadcast Beam optimisation compared with other areas of MIMO 

research. Much of the relevant literature is from conference proceedings and often 

assumes the use of mmWave frequencies. There may be opportunities to investigate 

some of these methods but in the context of frequencies more relevant to the mobile 

Radio Access Network, as well as to use real data, such as those provided by the 

‘average number of connected users’ metric, to provide more realistic data for the 

development of ML algorithms.  

The emphasis of this work is not to attempt to learn which beams are selected as a 

result of the synchronisation process from a specified grid of beams. Rather it will be 

to identify the best beam patterns to use from a set of defined possibilities. This 
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involves identifying a figure of merit to determine which beam pattern should be 

used. The initial tasks are as follows: 

• Identify a selection of beam patterns. The first options will likely be patterns 

formed from different numbers of active antenna elements, which will 

correspond to beams of different widths and different total number of main 

lobes within the beam patterns. The next options could be to rotate the 

selected beam patterns in various directions. Depending on the metric chosen 

to identify the favoured beam pattern, it may be possible to infer when a 

certain azimuth range can be excluded. 

• Obtain and pre-process location data of users from the mobile network. These 

data will be in two dimensions at first, only in the azimuth plane, which is more 

relevant in situations without high rise buildings. It will be necessary to 

consider exactly what form these data will take and whether they will include 

information about buildings within the data or whether the position of the users 

is presented in terms of radio distance, rather than physical location. 

• Modify code so that it can run the simulations with the output required. 

Determine whether the RSRP measurements and antenna weights or 

necessary, or whether only the selected beams are necessary. 

• Run the simulation and obtain results. 

 

4.5 Simulation Features 

5G Simulations for Beam Selection 

MATLAB provides, within its 5G simulation toolbox [125], the ability to simulate the 

synchronisation signal burst process within a 5G Radio Access Network, including 

beam selection from a defined array and the reported measurements from the user 

equipment upon which the beam selection is made. This simulation is based on a 2D 

environment with scatterers; however, it would seem to be based on a fairly 

simplified representation of antenna geometry and propagation path loss. More 

details of the environment assumptions are presented later in this chapter, which will 

present the features of the SSB simulation that are relevant to the research project 

and discusses the output data provided and how these output data could be made to 
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more closely resemble realistic data by using practical network data at the simulation 

input. 

The BS array 

The transmit array is, by default, an 8x8 uniform rectangular array with a pattern as 

shown in Figure 69: 

 

Figure 69: Generated beam pattern for 8x8 uniform rectangular array with equal weights 

 

This array, as can be seen, forms a grid of beams over a sector of the cell. More 

beams can be added by varying the number of elements: 
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Figure 70: Generated beam pattern for an array with 128 elements 

The number of beams is linked to the number of synchronisation signal bursts, and 

the result of the beam sweeping stage is to create a class of weighting applied 

across the elements of the array. For example, for an 8x8 array the weightings could 

result in the beam patterns shown in Figure 71 and Figure 72. 
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Figure 71: Example generated beam pattern for 8x8 array with applied antenna weights 

 

 

Figure 72: Example generated beam pattern for 8x8 array in 2 dimensions with scatterers and receive 

array 
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The weightings for the antenna array are provided as a vector with a number of 

elements equal to the number of elements in the antenna array. The RSRP 

measurements are also provided (with the rows and columns referring to the transmit 

and receive end of the link). 

The selection of the beam pair is determined by simply choosing the maximum value 

from the table. The weights are determined from the array steering vector function 

dependent upon the angle of the beam that is identified as the best for connecting to 

the UE. 

Placement of UEs 

The user equipment can be placed around the grid using cartesian coordinates as 

shown in Figure 73 and Figure 74 (noting that the circle towards the top of the grid 

represents a scatterer): 

 

Figure 73: Placement of user in two-dimensional grid with scatterer 
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Figure 74: Placement of user in two-dimensional grid with scatterer 

 

In this example, only the placement of one UE is allowed without modification to the 

software. There are different options available for running the simulation with multiple 

users. The simplest approach would be to run the simulation several times with the 

users in different locations. This would mean, however, that one would not obtain the 

weights for the multiple users, as these would be re-calculated for each user. 

However, it may be the case that the weightings themselves are not necessary, and 

it would be possible to develop a ML system based only on the reported RSRP 

values during the synchronisation process, or even just the list of the selected 

beams. 

Since the beam weightings are obtained from the RSRP and based on the direction 

of the user relative to the array, it may be possible to collect the RSRP 

measurements by running the simulation several time and then calculate the 

approximate locations of the users. This information could then be used to inform the 

array weightings. 
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A more complex approach would be to create a beam sweeping simulation for the 

synchronisation process that captures the RSRP measurements for several users 

placed on a map. The measurements would be based on assumptions regarding the 

propagation environment. One advantage of taking this approach would be to 

overcome limitations in the propagation model that is used within the simulation, 

which are described later in ‘issues with propagation model’ section of this 

document. 

Placement of Scatterers 

The placement of scatterers is achieved in the same way as the placement of the 

UEs. These scatterers can be used to approximately represent buildings and other 

objects within a propagation environment. 

Summary of Data Output 

The main outputs from the simulation are: 

• The RSRP measurements for the combination of receive and transmit beams, 

presented as an MxN matrix (with M and N being the number of BS and UE 

beams). The maximum value in the matrix corresponds to the chosen beam. 

• The selected beam IDs (in the range 1…M and 1…N) of the selected beams. 

• The BS array weightings, as a vector with a number of elements 

corresponding to the number of antenna elements. 

4.6 Mathematical Description of Problem 

The generation of the normalised RSRP surfaces allows for the problem to be 

expressed more precisely as a combinatorial optimisation problem. This formulation 

is developed with attention specifically to assumption 1 in the opening section, that is 

to provide even coverage of broadcast synchronisation beams for a given user 

distribution and environment. 

Within a region covered by a 5G BS (i.e. a gNodeB) m user locations (each defined 

with (x,y) coordinates). It is assumed that a sector is known that corresponds to the 

coverage area. 

The matrix 𝒳 is n×m where n refers to the number of possible beams (each with 

their computed normalised RSRP curves). The quantity n is determined simply by 

the beams that are being considered, which could be the number of possible beams 
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given the hardware constraints or those that could possibly be permissible given 

operation considerations. It may also be defined by the requirements of a specific 

type of study. For example, if it was necessary to test different types of beam 

configurations, one might choose a set of beams of one type and a set of beams of a 

different type, with each set being the same size. The m columns of 𝒳 refer to the 

RSRP values at the user locations. 

The r×m matrix 𝒴 is made up of r rows from 𝒳, where r is the maximum number of 

allowed beams (often eight in our examples and r<m), define 𝓋𝑗 as the position of 

the maximum value in column j, that is the row of 𝒴 that contains the maximum 

value. 

Define 𝓏𝑑 as the number of times that d appears in 𝓿 where d=1,…,r. Then find the r 

rows of 𝒳 forming the matrix 𝒴 that minimise the difference between the maximum 

number contained within z and the minimum number. 

max(𝔃)-min(𝔃) 

(4.11) 

The beams that are selected to form the rows in Y provide for the most even 

coverage amongst the user distribution, as described earlier. Intuitively one is 

presented with a matrix where the rows correspond to the beams and the columns to 

the RSRP values specific users. A vector is then created to show the list of beams 

that provide the best coverage for each user, and the aim is to find the set of beams 

for which each beam appears in the list with the same frequency as the others. 

4.7 Available data 

Data Requirements 

Location data for the mobile users are a requirement for this research. These could 

be entirely empirical in nature or a combination of empirical and a statistical data. 

Data that are generated entirely based on statistical models may not be appropriate, 

as part of the originality of this research will be based on the use of realistic traffic 

and locations. Additional information such as performance data could also be useful, 

though this may be a secondary concern as the first point of interest is the user 

distributions themselves. Data such as practical RSRP data could be useful for the 

verification of the accuracy of the distributions used (if these are not based on 
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precise known locations). For example, it may be possible analyse the range of 

RSRP values present in the practical network and see if these match the results that 

are suggested in the simulations, although this may be complicated because of the 

varying configurations of the beams, which may not match between the practical and 

simulated environments. 

Milton Keynes simulation 

The data that are currently available (i.e. data that are simple to access within the 

research group at present) include the following: 

Location data for BSs and the surrounding environment are available (Figure 75). 

The database also includes coverage maps, which will represent the regions that will 

form part of the analysis of the beam selection simulations. 

 

Figure 75: Milton Keynes BS coverage data. The shaded areas represent the coverage for each 

sector. 

 

A key type of data that could prove very useful and is readily available is the average 

number of connected user data. As this provides an average value for the number of 

mobile devices that are connected at any time, this effectively provides the number 

of users that need to be included in any simulation. 
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In addition to these network data, there are some traffic data that has been provided 

by local councils consisting of origin and destination matrices. This could be useful in 

refining (and possibly simulating) the movement of traffic, although this project will 

likely focus firstly on beam configurations that do not change too often, so this could 

be of limited use at first. It is possible that other public domain data could also be 

useful, as many councils provide these sorts of data in various formats. 

Minimisation of Drive Test (MDT) data are also available from the network and are 

advantageous in that they contain the exact global positioning system (GPS) 

coordinates for each user (Figure 76). They also contain altitude data, which could 

be useful if the proposed framework is extended into three dimensions. They also 

include both RSRP and reference signal received quality (RSRQ) data, which will be 

potentially useful for the verification of the simulation. 

A major disadvantage of MDT data is that not all UEs provide them, as users must 

give their permission for these data to be transmitted to the network. Additionally, not 

all mobile operating systems support the collection of these data. It is likely that the 

availability of these data will only reduce in the future. Also, no information about the 

features of the geographic environment are provided within the MDT data, that is 

there is no information about buildings or direct information about the terrain apart 

from what can be inferred from the GPS coordinates. 

 

Figure 76: Example location data from MDT (courtesy of Shipra Kapoor) 
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4.8 Approaches to finding a solution 

The most obvious approach to solving the even coverage problem described in the 

previous section is to use an exhaustive search method. This is achieved by 

computing the RSRP values from the matrices representing the RSRP surfaces for 

each of the possible beam combinations from a defined set of beams. This 

approach, however, is potentially time-consuming. For example, finding eight beams 

from a set of only 15 require 6435 iterations of possible beam combinations. As 

shown in this section, this many iterations may not be necessary as sometimes there 

can be many sets of possible beams that yield very similar distributions. This can be 

seen in the following example. 

Here, 15 beams are selected to be investigated. These are not chosen to be related 

to a specific example, but rather to view the types of results that can be expected. 

The beams are chosen to sweep a sector of 120 degrees to the west of the BS. The 

first eight beams are separated so that the main beam sweeps at equal intervals 

between -60 and 60 degrees. The final seven are the first beams from the set that 

sweep at equal intervals between -50 and 50 degrees. The simulation is run 

according to the RSRP surface method described above, obtaining the normalised 

RSRP values for each of the users present. The beams and their associated indices 

are illustrated in Figure 77. 
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Figure 77: Illustration of beams with their associated indices. The areas within the blue lines indicate 

the gain shown on circular graphs with the BS located at the centre points. 

 

An exhaustive search method was used to provide a baseline for comparisons with 

other methods for finding optimal beam configurations and to analyse the features of 

the variations in user distributions over beams. The ‘distribution over beams’ is the 

difference described in equation (4.11), which is the difference between the number 

of users that are served by the beam with the highest number of users and by the 

beam with the lowest number of users. 

The results of the exhaustive search are shown in Figure 78, with the horizontal 

access representing the combination of eight beams from the set of fifteen. The 

lower the value on the y-axis, the better the combination of beams in terms of even 

coverage. It can be seen immediately that the range of user distribution over beams 

is very large, especially considering that the number of users in this example is 

limited to 100. It can also be observed that, while the user distributions never reach 

zero, which would represent the most idea scenario for even coverage, the lowest 

values of around 11 and 12 are revisited several times, suggesting that computing 

the RSRP values for all combinations may not be necessary. In this example, 

specific user data was not used to generate the results, but rather a sample from 



 

 

 

159 

identical and independently distributed random variables representing the distance 

from the BS and the azimuth data. 

 

Figure 78: Variation of the distribution of users over the selected beams, as described in the text, for 

all possible combinations of a set of 15 beams. 

4.9 Experimental Results 

The problem of finding a minimum value from the beam selections is addressed in 

this section. The function is discrete, therefore making this a problem in integer linear 

programming. Unfortunately, this means that many of the standard optimisation 

algorithms are not appropriate for finding a solution, although simulated annealing 

(SA), a standard method in optimisation, offers a possibility, as it has often been 

used for optimisation problems involving discreet data [126]. It should be noted that it 

may not be necessary to find an actual minimum value, as an approximate minimum 

value may suffice for practical purposes. 

SA, first introduced by Kirkpatrick et al [127] is similar to other stochastic search 

methods where a random point is selected, followed by another point which is 

rejected if it offers a worse solution or accepted if it offers a better solution, with the 

process continuing until a minimum is reached. SA extends the process by 

introducing the possibility that a solution will be accepted even if it is worse 
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depending on a temperature coefficient that gradually reduces as the algorithm 

proceeds. 

A variety of parameters were used to determine how quickly a minimum value could 

be found for a beam distribution using such a method. Firstly, the total range to be 

considered for the beam combinations was limited to 1000, as it has already been 

determined that a low value has been reached several times within that range. The 

maximum step size is set to 100 to keep the step size within the range of the data. 

Table 1 shows the minimum value of the user distribution as obtained with various 

parameters. 

Table 1: Minimum value of user distribution as obtained with various parameters 

Maximum Number 

of Iterations 

Initial 

Temperature 

Determined Minimum 

Value of Distribution 

100 10 11 

50 10 11 

25 10 13 

25 100 11 

10 100 11 

 

The initial temperature has been seen often to affect the effectiveness of obtaining a 

reasonable value within the maximum number specified, although this depends on 

how random numbers appear in the sequence. Figure 79 shows an example of the 

process of finding the best beam pattern using the SA process described. The blue 

line represents the sequence of random values at which the distribution of users is 

measured. This uses the Python random number generator and begins by imitating 

these pseudorandom numbers, with the variation over time determined by the initial 

temperature of the algorithm. The other line in the diagram shows the accepted 

candidate solutions for the beam distribution, which, in this case, obtains the lowest 

possible distribution. 
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Figure 79: Representation of SA for 15 beams of equal width with temperature of 10. The blue line 

represents the candidate solutions and the red line represents the accepted solutions. 

 

The previous example was for beams of equal beamwidth. The example in this 

section is for a set of beams containing beams of different widths. The purpose of 

such an example is to demonstrate how changing such parameters affects the 

approach to finding optimal beam configurations and how more complex problems 

can be addressed when designing mobile networks with beam selection. 

In the previous section, the beams were all generated based on an isotropic 

rectangular phased array with 64 elements, each of which were active in generating 

the beam. For this example, fourteen beams are chosen with the first eight 

generated according to the array in the previous example and the final eight 

generated with only 32 of the elements, forming a square around the central point of 

the 8x8 square of elements. These eight beams are wider than the original eight 

beams, however they all point the strongest section of the lobe in the same direction, 

that is equally spaced in one sector of a typical tri-sectored BS. This time, there are 

3003 possible beam combinations, and the distribution for the users is shown in 

Figure 80. 
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Figure 80: Distribution of beams over users for 14 beams, eight of a narrower width and eight of a 

wider width. 

 

Once again, the SA process significantly reduces the number of iterations down to 

30 with an initial temperature of 100 (Figure 81). 

Figure 81: Representation of SA for 14 beams, with eight of one width and eight of another. 
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The following provides a basic example of the performance of SA using a distribution 

where users are more clustered in certain directions. Take, for example, the heat 

map for a BS in Bromley, designed by Timothy Sanmoogen at BT as shown in 

Figure 82. The map shows the density of connected users within an area, with the 

scale from blue to red corresponding to low to high density. However, this scale does 

not correspond to an absolute quantity of users, but is related to the total number of 

users within the areas. This means that, in the image shown here, the areas 

coloured red correspond to those areas that had the highest number of users relative 

to the other areas. The approximate location of the BS with its three sectors is also 

shown on the map. 

 

Figure 82: Heat map for BS in Bromley (courtesy of Timothy Sanmoogen) 

 

There is a BS located just to the west of the darker red area of the map, which 

represents a greater contribution of users. Again, considering a tri-sectored BS, the 

density of users would vary with a sweep from -60 to 60 degrees (if 0 degrees 

represented a direction of due east). This can be approximated through a random 

selection of 100 users with a larger number chosen to occupy a certain section of the 

total sweep (Figure 83). 
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Figure 83: Approximation of user distribution observed in Bromley. The scaling of the concentric 

circles is indicative only. 

 

Significantly, the distribution of the users over the beams appears to have slightly 

different characteristics than the distributions for non-clustered random users (Figure 

84). The lowest possible value is visited only a few times in comparison with the 

many times that it was visited for the non-clustered examples. It does, however, 

reach the next lowest value many more times, but this is quite far away from the 

lowest value. It may be that, without a sufficiently high temperature or number of 

iterations, this non-optimal value would be chosen. The specific circumstances would 

determine if this were a reasonable solution for the selection of beams or not. 
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Figure 84: Values for distribution of the users over the beams 

 

Indeed, nearly 200 iterations are required to obtain the correct solution when the 

initial temperature is set to 100, and nearly 100 iterations to obtain the next closest 

solution (Figure 85). 

 

Figure 85: Obtained candidate solutions and selected solutions for SA algorithm 
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However, setting an initial temperature to 200 allows for a correct solution to be 

obtained in only seven iterations. 

4.10 Network deployment recommendations 

From a network deployment and management perspective, the research presented 

in this chapter has a significant implication.  

As described at the start of this chapter, the synchronisation process allows for a 

sweeping of beams over a coverage area to allow for the initial connection and 

synchronisation of user equipment. This process precedes the process of 

establishing data throughput, which is discussed more in the next chapter. The 

specifics of the beam parameters are not defined in the standards and can, at least 

in theory, be established by the MNO. However, the number of beams that can be 

used and tested is limited in both a temporal and physical sense. Physically because 

of the limitations in hardware and potential difficulties in making changes to the 

parameters, especially if the site is already in operation. Temporally because, if a 

large number of candidate beams are used that vary between sweeps, then it will be 

a length process to obtain signal reports from each user related to each of the 

candidate beams. It is highly likely, especially in dense urban environments, that the 

characteristics of the coverage area in terms of the location of user equipment, will 

have changed several times by the time that results are obtained, by which time 

such results will not be relevant to the coverage environment. 

The advantages that this research brings can be considered in both a real-time and 

non-real-time sense. The non-real-time sense related to planning and design. As 

previously discussed, running propagation models is time consuming and the 

number of beams that an operator may consider could easily be several thousand or 

more. The examples in this chapter have used simplifications of propagation models 

using the RSRP surfaces described combined with standard Rayleigh propagation 

models. This was done due to limited computational resources and because the aim 

of this study is to investigate potential benefits in the design and management of the 

beam management process with synchronisation, rather than to investigate the 

propagation characteristics of specific environments. However, when designing 

Radio Access Networks in a way that does require the use of more complex 
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propagation models, these would need to be run only a few times in comparison to 

the many times that would be needed if run for each possible beam configuration. 

This is because it has been shown that, from the perspective of coverage, an optimal 

(or near optimal) set of beams is likely to have been found after only a small number 

of iterations through the set of candidate beams, relative to the thousands of 

iterations necessary for an exhaustive search of all the possible candidates. 

The application of the process of beam selection discussed in this chapter could 

potentially be applied with self-learning networks in real time, however this would 

require further research. This is mainly because of the complexities in applying such 

concepts to specific network architectures, a process that would require careful 

investigation, and because of the much higher risks associated with applying 

optimisation in real time, since a sequence of bad solutions could potentially be very 

detrimental to network performance, leading to a degradation in user experience that 

could then lead to financial risks, especially if user experience is consistently 

worsened, or safety risks if a minimum level of service is not maintained. However, a 

careful application of beam optimisation methods in real-time could potentially yield 

great benefits for performance if one considered a scenario such as the following: 

Suppose that a mobile BS has access to a large set of potential beams but is using a 

standard subset of evenly spaced beams of equal width. These eight beams are 

used for sending the synchronisation blocks to the users wishing to connect to the 

network. It may be possible to add a threshold condition to the computation 

architecture responsible for synchronisation, that states, for example, that the user 

distribution is acceptable below a certain value. In other words, once the beams are 

such that they are each serving a number of users for which that number of users 

does not vary between beams by more then a specified amount, then this is 

acceptable. If, on the first sweep of the beams, this number is not an achieved, then 

the computational hardware could choose a different set of beams based on the 

methods described in this chapter. Since such a method has been shown in theory 

to yield a near optimal solution in a relatively small number of iterations, it should be 

possible for the BS to obtain its threshold value within a small number of sweeps, 

which may be fast enough to be useful before a significant change to the user 

environment. Likewise, when the environment does change, it may be possible to 

adapt to this environment more quickly than if an exhaustive search of the beams 
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was necessary, especially if the network operator already obtains knowledge of likely 

changes, such as changes that usually occur during the evening rush hour. It may 

then have already determined a set of possible optimal beam from the previous day, 

or a sequence of previous days, that can then form the initial set of beams, thus 

making any optimisation even faster. 

The way that the problem of beam selection is formulated can suggest certain 

approaches to finding a solution. For example, it may be that (unlike in the approach 

taken in this chapter where a known set of beams is defined and the aim is to select 

a number of beams from the set to serve the UEs) the possible beams are not 

defined precisely. In this case, it may be of more interest to attempt to discern the 

shape of the coverage area, and then creating a beam that approximates this 

required coverage. Such a formulation would lend itself to an approach that begins 

by focussing on the distribution of users instead of the set of possible beams, and 

one such approach could be through the adaptation of techniques used within binary 

search methods, such as a binary slice approach. The binary slice approach to 

searching may occur when a computer has an array of data that is arranged in 

ascending order, and there is a requirement to find the data point that is equal to a 

certain defined target value. The slicing that occurs involves splitting data into two 

equally sized arrays (or two arrays where one has one additional data entry 

compared with the other, if the original data has an odd number of entries). This is 

achieved by determining the midpoint of the array by dividing the array length by two. 

The data at the midpoint is then checked and, if the data is equal to the target value, 

then the search is complete. If, however, the data point is less than the target value, 

then this indicates that the target value is contained in the upper half of the array, 

and so the lower half of the array is disregarded, and the search process is repeated 

until the location of the target value is obtained. If the data point is greater than the 

target value, then this indicates that the target value is contained in the lower half of 

the array, and so the upper half of the array is disregarded, and the search process 

repeated. 

It is possible that this type of slicing, as applied within search algorithms, could be 

applied to the problem of beam selection given a known distribution of users. 

Consider, for example, a group of UEs at random points around a BS, all equal 

distance away but at different angles from the perspective of the BS. Each UE could 
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be assigned a number in ascending order starting from 1, with the largest number 

being equivalent to the total number of UEs. It would then be possible to determine 

the midpoint, as in the search algorithm, and slice the data into two sets, and then 

continue this process until the number of sets containing the UEs is equivalent to the 

number of beams that will be serving the coverage area. Then, for each set of UEs, 

the associated beam would need to cover an area between the angle of the first UE 

in the set and the angle of the last UE in the set. This approach could also be 

extended to two or three dimensions with some rule determining how the UEs would 

be numbered in the event that two were located at the same azimuth angle from the 

BS, but at different distances. 

This type of binary slice approach could be useful for a situation where the 

configuration of the BS is sufficiently adaptable so that beams can be generated with 

required widths and angles to a reasonable degree of precision. The testing of such 

a method and the comparison with the approach described in this chapter could form 

the basis of further research. The level of adaptability required within the hardware 

for a binary slice approach to be viable would need to be investigated. The 

comparison of the complexity of both approaches would also be of interest and it 

would be valuable to determine whether one method would be more suitable than 

the other within different time scales. 

 

4.11 Conclusion 

This chapter has presented an approach to determining optimal beam configurations 

specifically from the perspective of coverage within the synchronisation process for 

5G networks employing Massive MIMO. The approach is based on a perspective 

where a known set of beams is available to the BS, with an unknown set of several 

beams that will provide the most even coverage for users within any environment. It 

has been shown that, while an exhaustive search method is both time consuming 

and computationally expensive, especially for complex environments, it is 

unnecessary to test the entire set of beams before an optimal or near-optimal 

solution is found. This is true for standard sets of beams of equal width, and for sets 

of beams that contain beams of differing widths and azimuths. 
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This observation is potentially beneficial for MNOs both in the context of network 

planning and design, and in the context of real-time self-learning networks. In terms 

of setting up the beam selection, there are a number of key conclusions to be drawn. 

Firstly, it is possible to save computational resources when running potentially 

complex propagation models, as the described approach would limit the number of 

times that running such a model would be necessary for different beam 

configurations. Secondly, the methods described here could form the basis for faster, 

more accurate and more efficient optimisation of the network in real-time situations, 

although specific implementations would be the subject of further research. Thirdly, 

the number of iterations required to obtain the optimal set of beams would seem to 

be related to how clustered the users are within the service area. Further research 

could be conducted to study the effects of user clustering in more depth. 

This chapter has been entirely concerned with the question of coverage in 5G 

networks and has not addressed the issue of data throughput. It has been shown 

that the use of properly configured beams can provide great benefits from the 

perspective of network coverage, but the situation may be different from the 

perspective of data throughput, depending on the environment. This subject forms 

the basis for the next chapter. 
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5: Massive MIMO Beamforming Study 

The previous chapter discussed the use of beamforming within Massive MIMO as it 

relates to coverage and synchronisation within 5G. It was shown how an algorithmic 

method can be used to maximise coverage for a given key performance indicator 

(KPI) within a cell area; however, the question of spatial channel interference, and 

the related question of achievable data throughput, was not considered as this is 

less of a concern when considered in relation to the synchronisation between the 

UEs and BS. However, these questions become more significant when considering 

the system as a whole, and in how interference and throughput relate to the way that 

the beam is formed over the coverage area. This is especially important considering 

that there is the potential for MNOs to adapt the parameters of the beams that are 

used at a mobile site; doing this according to a robust method would maximise 

benefits for both subscribers and MNOs. Subscribers would benefit from better 

quality of service (QoS) while MNOs would obtain the financial and reputational 

benefits of running a more efficient network. 

Massive MIMO systems do not necessarily require the use of beamforming at all, if 

this is taken to mean that the direction of the main beam (and possibly side lobes) is 

adjusted to provide coverage that is optimal according to some definition. It may be, 

for example, that it is preferable in some scenarios to not apply any beamforming or, 

in other words, to apply equal weights to all the antenna elements. There are several 

reasons why this might be preferable, and these are explored in more detail within 

this chapter. It may be, for example, that the environment already provides sufficient 

multipath richness such that an adequate diversity of multiplexing gain could be 

obtained without the need to orient the beam. However, in these scenarios, 

increasing the gain in the direction of the most significant MPC may still provide an 

improvement in terms of SINR. Another important reason why it may be preferable to 

not use beamforming is because of how, in some situations, the use of beamforming 

will increase noise due to interference. This could happen due to the presence of a 

nearby transmitter interfering with the uplink signal, if the beam is overlapping both 

the intended target user and the nearby user. It could also occur due to inter-beam 

interference, which is more likely to occur in some situation than in others. For 
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example, in a flat terrain with sparsely separated users, a main beam may be able to 

serve each user without much overlap. However, in a rapidly changing multipath 

environment, it could be the case that, even though the users are separated by a 

great distance, the actual angular separation between beams is much less, meaning 

that it may not be possible to transmit beams from the Massive MIMO array without 

them overlapping to an extent that causes unacceptable levels of interference. All of 

these effects are discussed throughout this chapter. 

This chapter begins with an overview of how beamforming is employed within 

Massive MIMO systems, specifically how a grid of beams is formed across a 

coverage area by the BS. A section is then devoted to the question of Massive 

MIMO without beamforming, by discussing the various methods for precoding and 

combining that are used to benefit from spatial multiplexing, where independent 

spatial data streams are formed to increase the throughput that could be obtained if 

there were only one data stream between the BS and the UE. It is noted that there is 

nothing preventing these techniques from being used in combination with 

beamforming, just that the methods do not assume the use of any particular form of 

beamforming. The chapter then continues with discussions on how to evaluate the 

performance of Massive MIMO systems in the presence of beamforming, and how 

MATLAB simulates changes in SINR value. The remainder of the chapter presents a 

case study discussing observed phenomena related to beamforming as obtained 

through ray-tracing. 

5.1 Antenna Set-up 

Virtual Massive MIMO antennas were used as part of this study, obtained from the 

Remcom [98] ray-tracing software. An array of dipoles with half wavelength spacing 

was chosen for the initial array for testing purposes, which is only a very general 

approximation of arrays used in mobile networks. The frequency used throughout 

this study is 3.51GHz, to match the frequency of practical experiments conducted at 

the University of Bristol, for which it possesses a licence. The effective bandwidth 

was set initially at 3.51GHz. The waveform always originated from a sinusoidal 

source within this study. 
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It was decided to start with a small number of transmit antennas, and the smallest 

number that could still be considered Massive MIMO would be 64, so an 8x8 

transmit array was used initially. (Figure 86) 

 

 

Figure 86: Initial 8x8 transmit array used for testing purposes 

 

A 128 element 32x4 array was also used, which represents the dimensions of the 

patch antenna array that has been used for measurement campaigns at the 

University of Bristol (Figure 87).  
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Figure 87: A 128 element 32x4 array representing the dimensions of the patch antenna array used for 

measurement campaigns at the University of Bristol. 

 

5.2 Basic Scenarios and the Performance of the Propagation Model 

Some basic propagation scenarios are considered in this section. The purpose of 

this presentation is to establish the plausibility of the propagation models used for 

the study and also to demonstrate how the comparisons between the different 

approaches to providing spatial divisions multiple access links are made. The section 

also provides practical examples of the analysis of the propagation channels after 

they have been generated. 

The first basic scenario in this study consists of a one square kilometre flat terrain. A 

50 metre high approximately rectangular metallic cuboid is placed near the upper 

edge of the terrain and has an approximate length of 250 metres and approximate 

width of 40 metres. The purpose of the cuboid is to act as a basic scatter in addition 

to the ground reflections, to provide some multipath propagation necessary for 

spatial division multiple access without beamforming. 
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A sinusoidal waveform is defined with a frequency of 3.51GHz and 20MHz of 

effective bandwidth. The 8x8 Massive MIMO array made of vertical half wave dipoles 

with half wavelength spacing is orientated so that all the elements lie on the north-

south plane (using cartesian coordinates). The array is placed on the east side of the 

plane below the cuboid at 10 metres above the terrain. The power to the array 

elements in 30dBm of total array power, in other words the total power is divided 

equally across the whole of the array. The array is marked as ‘MIMO TX’ in the 

diagram. 

Six mobile users are placed approximately in the north-south plane, approximately 

equal distance apart, to the west of the BS antenna and below the cuboid. Each UE 

is equipped with a single dipole antenna that is vertically polarised. As the elements 

in the BS are also vertically polarised, it is unnecessary to consider effects caused 

by different polarisations at the transmit and receive ends of the link. The noise 

figure at the receivers is set at 6dB, which is typical of many mobile telephones. The 

receivers are located at 1.5 metres above the terrain, which would be typical in such 

a scenario. 

The study area for the simulation is placed at the perimeter around the mobile users, 

BS and cuboid. It is unnecessary for the study area to be larger, as there are no 

additional sources of reflections beyond the terrain and the cuboid, both of which are 

contained within the perimeter. Likewise, for this simple scenario, only two reflections 

need to be simulated for the multipath propagation, since each path will either be 

direct LoS with no reflection, or contain one reflection from either the terrain or the 

cuboid, or contain two reflections from the terrain and the cuboid before reaching the 

mobile user equipment. Diffraction is not simulated and is unnecessary as none of 

the users are located behind the cuboid from the perspective of the BS and therefore 

paths to the users will not be formed by diffractions over the cuboid. The default 

environmental parameters are selected with temperature at 22.2 degrees centigrade, 

1013 millibars of air pressure and 50% humidity. Foliage models are not relevant for 

this simulation, as there are no trees or plants present. The complex impulse 

response is extracted from the ray-tracing simulation, containing magnitude and 

phase information for the channel. The three-dimensional setup for the simulation is 

summarised in Figure 88: 
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Figure 88: Three-dimensional setup for the simulation 

 

The approximate X-Y coordinates of the BS are (844,523) metres. The approximate 

positions of the UEs with the angles toward the antennas from the BS are as follows 

(Table 2): 

Table 2: Approximate positions of the UEs with the angles toward the antennas from the BSs 

User X Y X Displacement Y Displacement Angle 

1 250 696 594 173 16.23798 

2 256 604 588 81 7.843421 

3 258 514 586 -9 -0.8799 

4 262 410 582 -113 -10.9877 

5 255 304 589 -219 -20.396 

6 257 177 587 -346 -30.5167 
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It is possible, in order to demonstrate the possibility of the use of a grid of beams 

scenario using the propagation model, to use a directional antenna directed towards 

different points outward from the antenna location. This would create a coverage 

area, with the possibility of serving different users with different beams, depending 

on the quality of the receive signal from each of the beams at each user location. 

The quality of the received signal can be evaluated by setting up a communications 

system scenario, where reasonable parameters are chosen to simulate the effects of 

noise and other forms of interference. This process is described later in this section, 

after the description of the propagation scenario and antenna configuration. 

A parabolic reflector can be placed within the scenario described above and the 

direction can be varied to effectively simulate a sweep across the coverage area. 

Given the location of the transmitter and the direction to the users described above, 

six beams were chosen for this example, each spaced ten degrees apart, so that the 

main lobe for the first beam points to -30 degrees, the second to -20 degrees, and so 

on up to the sixth beam that points to 20 degrees (with zero degrees being towards 

the west in this example). The transmit power is set to 30dBm with a maximum gain 

of approximately 10dBi. 

 

In the basic scenario described in this section, the only interference considered is 

that from the noise, which is set at -174dbm, which is typical for thermal noise. The 

SINR metric used here refers to the signal level at each user relative to this noise. 

 

Table 3 shows the simulated SINR in dBs at each user for each of the six candidate 

beams. The maximum SINR value obtained out of all six beams is shown, and the 

beam to which this maximum value corresponds is indicated in the final column. 

 

Table 3: Simulated SINR in dBs at each user for each of the six candidate beams. 

 

 Beam 1 Beam 2 Beam 3 Beam 4 Beam 5 Beam 6 
Maximum 
SINR (dB) 

Chosen 
Beam 

User 1 7.85 20.04 8.99 28.86 39.06 40.61 40.61 6 
User 2 13.56 9.91 24.26 34.94 39.47 30.75 39.47 5 
User 3 14.42 17.10 25.82 31.80 23.44 15.50 31.80 4 
User 4 19.06 26.90 27.59 21.30 14.47 19.46 27.59 3 
User 5 20.75 37.63 12.31 3.11 18.18 13.45 37.63 2 
User 6 32.16 13.47 -9.22 17.59 6.89 5.58 32.16 1 
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Given that the beams were chosen to point generally towards a specific user, with 

beam 1, for example, pointing roughly towards user 6, beam 2 towards user 5, etc, 

the maximum SINR value for each user is always, in this example, associated with 

the beam pointing most towards that user. The SINR value at each user is not 

always the same, because the main lobe of the beam has not been selected to point 

exactly at the users, but only in the approximate direction of the users, thus leading 

to variation. It may also be the case that some users are receiving more reflected 

power from the scatterer in this example. 

 

5.3 Minimum Criteria for Successful Beamforming 

In evaluating the performance of a Massive MIMO communications link, it is 

necessary to consider the interference between the data streams directed towards 

different UEs. It is intuitive that the more that the beams overlap, the greater the 

amount of interference from the point of view of the UEs. This would also be the 

case when the UEs are closer together, compared with when they are further apart. 

Therefore, it is necessary to consider these different types of user distributions as 

part of an analysis of the performance of beam steering Massive MIMO systems and 

their comparison with systems that do not rely on beamforming, as it could be the 

case that beamforming systems only work, for example, when the users are above a 

certain distance apart from one another, within certain types of environments. A 

standard list of how the SINR is related to the achievable code rate and the spectral 

efficiency is shown in Figure 89. These are standard values used in the design of 

LTE networks [128]. 
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Figure 89: Standard list of how the SINR is related to the achievable code rate and the spectral 

efficiency [129] 

 

It should be noted that a standard way of addressing the issue of spatially correlated 

users accessing the network where, for example, two users are close together and it 

is not possible to serve each user with a separate beam from the BS, is to use 

Orthogonal Frequency-Division Multiple-Access. This method involves assigning 

sections of the subcarriers to specific users, allowing them to communicate with the 

BS by occupying different sections of the resource blocks. The use of this approach 

means that the sections of the subcarriers applied to a specific user cannot be used 

by other users while they are assigned to that user so, while the approach can still 

allow spatially correlated users to access the network successfully, this is at the 

expense of available bandwidth, since a portion of it cannot be reused. 

5.4 Study of propagation environments 

The remaining content of this study is based on the resources that are provided 

within the Remcom software and that can demonstrate the comparisons between the 

different approaches to beamforming and non-beamforming forms of multiplexing 

and their relative performance. The resources available, and that are used for the 

results presented in this chapter, include three broad elements. Firstly, basic 

beamforming can be investigated with the use of provided antenna patterns. This 

approach provides such parameters as received SNR and angles of arrival. 



 

 

 

180 

Secondly, the communications toolbox provides the ability to investigate multi-user 

MIMO without any specified beamforming, based on antenna patterns. Throughput 

data for the channel can be provided along with SINR data. It should be noted that 

‘multi-user’ can mean a single user with multiple antennas using spatial multiplexing, 

from the perspective of the software. Thirdly, the same multi-user MIMO 

investigations can be combined with antenna weights to view multi-user MIMO 

performance with beamforming while employing standard pre-coding and combining 

methods. 

The study can be broadly divided into three areas of study. These are: basic 

scenarios, formal scenarios and urban scenarios. It is important, in the interest of 

clarity concerning the results, to understand the basic performance of each of these 

features of the software as, although information is provided in the software 

documentation regarding each feature, the software itself is still closed source and 

so the precise techniques that are used for calculating the relevant figures of merit 

may not be obvious. Therefore, the first area of study, basic scenarios, is chosen 

primarily to provide an understanding and overview of the functionality available by 

using simple propagation environments with few users, or only one user, and either 

LoS only scenarios or scenarios with only a few scatterers (such as one metal 

structure in addition to a single ground reflection). 

The second area of study, formal scenarios, provides an investigation of how the 

different approaches to spatial multiplexing in well-controlled environments. These 

environments include useful but unrealistic configurations of users within a well 

understood environment. The configurations of users include scenarios where the 

UEs are placed at equal distances apart before the antenna array. It also includes 

scenarios where users a lined-up perpendicular to the antenna array. Several 

simulations can be run with similar scenarios, but where the spacing between 

different users is altered. Running the simulations in this way helps in developing an 

understanding in how environmental changes affect general performance and in 

determining approximate threshold values for when one method may become 

superior to a different method. 

The third area of study, urban scenarios, provides a broader investigation of the 

performance of the various spatial-multiplexing methods but in an environment that 

is both more realistic in terms of the forms of multipath propagation that are likely to 
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be found within modern cities. It also provides an understand of performance with 

more realistic user distributions, that is distributions that are not so formally 

controlled, and which do not have even spacing and distributions. The users can 

also be simulated to follow paths that are more realistic of the mobility features found 

within urban environments. When combined with the previous two areas of study, it 

is possible to begin to distinguish between the different phenomena present within 

the performance of MIMO systems within cities, and also to draw comparisons about 

comparative system performance, even though the scenarios are complex and it 

may not be possible to determine precise explanations for differences in 

performance. 

5.4.1 Basic Scenarios 

The first basic scenario is intended to observe the changes detected by the 

propagation model when a user is moving within the study area. The purpose of this 

is to determine how the propagation model responds to well understood variations 

within the environment. The environment consisting of a single scatterer and a 

ground reflection, as described previously, is used for this analysis. A simple 

directional antenna is used as a basic method for creating beams transmitting in a 

known direction. This is important, as beamforming is a key part of the analysis of 

Massive MIMO channels presented in this chapter, so it is necessary to understand 

how the propagation model processes beamforming scenarios. Firstly, the user is 

stationary and the azimuth of the BS antenna is varied so that it sweeps across the 

coverage area. Secondly, the BS antenna azimuth is stationary while the UE 

antenna moves across the study area. 

To begin, a horn antenna is used to provide the directional beam as part of this 

scenario [130]. Standard parameters are obtained to provide the dimensions of the 

antenna according to the standard layout for such an antenna. Flann microwave 

defines the parameters for a horn antenna operating between 3.22 and 4.9GHz. The 

horn of the antennas is 290mm, the aperture width is 154mm and the aperture height 

is 114mm. The feeder width is 40mm and the feeder height is 20mm. These values 

for the feeder are not provided in the antenna documentation, but are obtained 

through adjusting the parameters to find a reasonable radiation pattern. These 

parameters are replicated for the simulation, with the resulting radiation pattern 

shown in Figure 90, according to the Remcom software. The radiation pattern has a 
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clear main beam and several side lobes. The side lobes are larger than what may be 

required, but are still significantly smaller than the main beam, which is the main 

area of focus within this section. The polarisation is set to vertical, as this is similar to 

the polarisation that would be expected at the UEs the majority of the time, if it is 

assumed that the UEs are mostly mobile telephones that are held vertically when in 

use. The main beam is projected in the X direction, and therefore the antenna should 

sweep across the half circle on the half plan in the negative X direction. As before, 

the antenna is placed in the centre and to the right hand side of the plane, at 

approximately the coordinates (840, 520). The height of the antenna is 10 metres, 

and this will be replicated at the UE end of the link, again, not because this would be 

expected but in order to verify the performance of the propagation model. The UE is 

located 600 metres to the west of the transmit antenna. The antenna at the UE is a 

vertically polarised dipole, to correspond with the vertical polarisation at the transmit 

end of the link. 

 

Figure 90: Radiation pattern showing a clear main beam and several side lobes. 

 

The transmit power throughout this section is set to 30dBm. When directed away 

from the users, the antenna still provides some energy in the opposite direction from 

the main lobe, and the user also receives paths from the scatterer due to the side 

lobes providing paths in the relevant directions. When configured in the way 

described with the antenna pointing away from the user, with the ray-tracer set to 

provide a limited number of paths, most of the contribution at the user is provided by 

reflections from the scatterer, with paths being at approximately -88dBm. The path 
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directly from the antenna to the user is, by contrast, approximately -127dBm with the 

ground reflected component at approximately -159dBm. The total receiver power at 

the user is calculated to be approximately -87Bm (Figure 91).  

 

Figure 91: Output with antenna pointing away from user 

When the transmit antenna is orientated towards the user, and as expected, the 

receive power is higher at -55dBm. Much of this contribution, as before, is from the 

LoS path between the user and the BS and the associated ground reflection near 

this path, contributing approximately -52 and -55dBm respectively. There is a single 

path computed to and from the scatterer, with the path arriving at the user from the 

north-east (Figure 92). 

 

Figure 92: Output with antenna pointing towards the user 

It is now possible to test the propagation model by directing the main beam towards 

the reflector, which, from the point of view of the transmit antenna, is at an azimuth 

angle of approximately 135 degrees in the coordinate system used by the software. 

Again, the propagation model performs as expected, with the largest power 

contribution, of approximately -55dBm, originating from the path that arrives at the 

user from the reflector. The remaining two paths consist of the direct path from the 

transmitter and the ground reflected path, which are seen as side lobes from the 
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perspective of the user. These paths contribute -71 and -74dBm respectively (Figure 

93). 

 

Figure 93: Output with antenna pointing towards the reflector 

 

Finally for this section, the propagation model is tested with the main beam pointing 

south-west from the point of view of the transmit antenna (or 225 degrees in the 

software’s coordinate system). Here, there is a direct path and a reflected ground 

path from the transmit to receive antenna, but with a much lower power contribution 

when compared with the scenario where the main beam is orientated directly 

towards the user. Here, the direct and ground reflected waves are approximately -71 

and -74dBm respectively. There is also a ray that is reflected from the scatterer, 

however, since this ray originates from the direction of one of the side lobes, the 

contribution from this ray is also lower than the previous example, where the main 

beam was orientated directly towards the scatterer. Here, the contribution from the 

scattered ray is approximately -83dBm. The total received power, according to this 

simulation, is approximately -78dBm (Figure 94). 

 

 

Figure 94: Output with antenna pointing south-west 
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It is now possible to investigate the changes in received power observed by the user 

as it moves from the upper to lower part of the study area, but with the transmit 

antenna static, with its main beam orientated towards the west (or 180 degrees in 

the software’s coordinate system). The north-south plane through the transmitter is 

transposed to the west by approximately 600m and a path traced with 0.5m spacing 

from the north to the south, from approximately 170m above the east-west plane 

through the transmitter to approximately 170m below the plane. The user follows this 

path during the simulation and records the received power, along with ray data 

including angles of arrivals for each of the points. This path was chosen so that there 

would be an equal distance above and below the transmit antenna, meaning that the 

received power value from the direct and ground reflected paths from the transmitter 

should peak at around the centre when the results are considered as a time series 

from north to south obtained by a user travelling at a constant velocity. This peak is 

observed clearly when no reflections are simulated by the software, and where only 

the direct path is considered (Figure 96). The shape of the curve corresponds with 

what would be expected as the received power level would be at its maximum when 

the UE is closest to the antenna, which is the mid-point of its journey, where it is 

directly opposite the BS antenna. 

 

Figure 95: Variation in receive power 
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The effects of multipath propagation affects the receive power so as to distort the 

curve representing the effect of position on the receive power value. This is already 

apparent even when only two reflections are considered within the simple multipath 

environment described in this section. When the propagation model is set to include 

these two reflections, the receive power is more unpredictable, as shown in Figure 

96. 

 

 

Figure 96: Fluctuating receive power resulting from setting the propagation model to include two 

reflections 

 

If the route described here is repeated using the same antenna elements at both the 

receive and transmit end of the link, but using an 8x8 Massive MIMO array with no 

weights applied to the antenna elements, and therefore no beamforming, it can be 

seen that the receive power as the mobile user moves from north to south remains 

fairly stable, with a much smaller variation between the high and low values. When 

no reflections are simulated by the propagation model, the receive power still 

reaches a peak value near the centre of the route because, at this point, the user is 

closer to the BS. These effects can be seen in the spherical plot in Figure 97, which 

plots the receive power and the direction of arrival at the user of the LoS ray. The 

lower ray represents the direction of arrival when the user is to the north of the BS, 

or approximately 170m to the north from the centre of the route. The middle ray 
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represents the centre of the route, and the upper ray represents the direction of 

arrival when the user is to the south of the BS, or approximately 170m to the south 

from the centre of the route. 

 

Figure 97: Spherical plot of receive power and the direction of arrival at the user of the LoS ray 

 

The Remcom software provides the facility to implement the Maximum Ratio 

Transmission (MRT) method for beamforming [98]. This is a method for obtaining the 

weights to be applied to the elements within a Massive MIMO array such that that 

the main beam will be directed towards the receive antenna element or, in the case 

of multiple antennas elements, to the first element, as defined within the simulation. 

In the case of multipath environments, it is noticed that the beam may not represent 

a specific direction, but will be configured so as to take advantage of the multipath 

propagation, possibly through the use of side-lobes to maximise the receive power. 

The use of MRT for the beam to track the user in the propagation environment 

described for these basic scenarios, that is that the main beam will follow the user as 
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it moves from north to south. The SINR value can then be computed by the 

communications systems toolbox, making it possible to gauge the effect of adding 

beamforming, rather than relying only on the multipath properties present within the 

physical environment. Figure 98 shows the SINR value obtained for each of the 

points on the journey with beamforming with the weights obtained through the MRT 

method, and with only the main LoS component simulated by the propagation model. 

 

Figure 98: The SINR value obtained for each of the points on the journey with beamforming with the 

weights obtained through the MRT method, and with only the main LoS component simulated by the 

propagation model 

 

This is in contrast with Figure 99 which shows the SINR value obtained at each point 

of the journey without any beamforming. With the exception of the area around the 

centre of the route, where the user antenna is closest to the transmit array, 

beamforming provides better performance at each user position. It also provides 

much more consistent performance, with all the SINR values being near 7dB. The 

non-beamforming scenario leads to variations of as much as 70dB in the SINR 

value. 
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Figure 99:  The SINR value obtained at each point of the journey without beamforming 

 

5.4.2 Operational Scenarios 

The previous examples were to verify and demonstrate how beamforming can be 

analysed within the Remcom software. These observations are now made more 

general by simulating more complex, but formally defined, scenarios. Firstly, the 

number of reflections is increased to investigate the effects of multipath 

environments with one scatterer and one ground reflection, and how these features 

can affect a single user’s SINR value when a link is created with a Massive MIMO 

antenna array. Diffractions and terrain diffractions are also simulated by the 

propagation model. Without the use of beamforming, the SINR value varies by 

around 70dB (Figure 100), and there is some noise present within the SINR curve. 
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Figure 100: The SINR value without the use of beamforming 

 

The SINR value with beamforming (Figure 101) is more consistent with most of the 

values within the range between 10 and 12.5 dBs and is, on average, always 

superior to not using beamforming. However, because of the noise present in both 

situations, there may be some instances in time where the non-beamforming system 

performs better than the beamforming system, at least momentarily. 

 

Figure 101: The SINR values with beamforming 
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Multi-user scenarios are now considered to understand how the spacing of users 

affects the relative performance of Massive MIMO without beamforming and Massive 

MIMO with beamforming. Initially, the users are positioned as shown in the diagram 

in Figure 88. The users are then re-positioned closer together, to determine if there 

is a point at which the distance between the users is such that it is not advisable to 

use MRT beamforming. 

While the Remcom propagation software allows for the beamforming to be applied 

using the MRT method, it is limited in its ability to apply this simultaneously to many 

users. However, there are possible methods for addressing this lack of functionality 

within the software. The aim is to simulate the effect that nearby UEs have on the 

ability of the BS to serve the user that it is tracking. One would expect that, as users 

move closer together, it is more difficult for the BS to distinguish between the 

different users. In a beamforming scenario, this difficulty in distinguishing between 

users would be caused by overlap between the beams that are being used to serve 

the set of users, thus causing inter-beam interference. This inter-beam interference 

would gradually, as users moved closer together, increase the interference 

component within the SINR, thus causing its value to decrease. This decrease would 

lead to the reduction in the quality and complexity of the coding scheme that could 

be supported, thus reducing the data throughput that could be obtained within the 

channel. 

Remcom does not provide the ability to calculate inter-beam interference directly 

within MIMO arrays; however, the types of effects described can be simulated by 

using a combination of transmitters and receivers within the study area. It is then 

possible to evaluate relative performance of different methods, for instance in 

determining how much better or worse the throughput gains are through 

beamforming compared with those of spatial multiplexing. As an example, consider 

the route in Figure 102 with its corresponding SINR obtained using MRT 

beamforming (Figure 103). This SINR plot implies that a similar coding scheme is 

achievable at all points along the route. However, if another receiver is added at the 

centre of the route, then it would be expected that the SINR value would decrease as 

the first user crosses paths with the second. This effect can be simulated by setting 

the second receiver to transmit mode, leading to the drop in SINR value observed in 

Figure 104. 
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Figure 102: An 8x8 MIMO ray with the path of a single UE on a flat terrain with one reflector 

 

Reflector 

UE Path 
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Figure 103: The route with its corresponding SINR obtained using MRT beamforming 

 

 

Figure 104: Drop in SINR value when another receiver is added at the centre of the route 

 

These examples have been created using only direct path propagation, to illustrate 

the changes that are observed along the route. Figure 105 shows the effect of 

adding four more users distributed across the route, combined with increasing the 

number of reflections considered by the propagation model and addition diffraction to 

the model. It can be seen that there is more noise in the SINR curve compared with 
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the simpler propagation model, and that there are reductions in SINR of varying 

magnitudes. 

 

 

Figure 105: The effect of adding four more users distributed across the route, combined with 

increasing the number of reflections considered by the propagation model 

 

Each of the approaches described here for simulating the comparison between 

spatial multiplexing and beamforming-based approaches to Massive MIMO 

communications have their strengths and limitations. The described technique of 

setting receivers in transmit mode, for example, provides a representation of the 

decrease in SINR value that would be expected when users are positioned close 

together, but this does not precisely simulate the width of the decrease. It may be 

possible to adjust the parameters, however, to increase the precision of the 

magnitude and width of the SINR decrease through further empirical observations. 

In summary, it is possible to use the Remcom simulator to draw comparisons 

between beamforming and spatial multiplexing approaches to spectral efficiency 

gains. The methods for obtaining results for the beamforming approach include the 

use of MRT to track a user around a study area, which gives an indication of 

performance within different types of environments, but does not take into account 

the interference caused by the need to serve multiple nearby users. The second 

method for estimating beamforming performance is to repeat the first method, but 
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adding other antennas acting as ‘sinks’ that reduce the SINR performance as the 

user approaches them. The methods for obtaining results for spatial multiplexing are 

similar, but the closed singular value decomposition (SVD) method is used to 

generate multiple data streams, and no beamforming is used at the BS. 

The use of SVD spatial multiplexing is of limited value when only one antenna is 

present at the UE end of the link, even if a Massive MIMO antenna is used at the BS. 

This can be illustrated with an example that compares a system where there are four 

dipole antennas used at the UE end of the link with a system where each UE has 

only one antenna. 

The route considered in this example is shown in Figure 106, where the route taken 

by the UE is indicated by the dotted line. The total array power is 30dBm, with the 

array constructed from 8x8 dipole antennas at 3.4GHz with half-wavelength spacing. 

Both the UE and BS antennas are of the same vertical polarisation. The route taken 

by the UE has 5 metre spacing. 

 

Figure 106: Route of UE in example to show the use of SVD spatial multiplexing with different 

numbers of UE antennas. 
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When the UE has four antenna elements in a 2x2 configuration, no pre-coding 

weights are applied at the BS and selection combining is used at the UE (where the 

antenna with the highest SINR value is selected), the SINR is simulated to appear as 

shown in Figure 107 when plotted against the distance around the route taken by the 

UE. 

 

Figure 178: Simulated SINR for a UE travelling along the route shown in the previous figure with an 

array of four dipole antennas. No pre-coding weights are applied at the BS and Selection Combining 

is used for combining at the UE. 

 

The graph in Figure 108 shows the same configuration with four UE antennas, but 

using SVD spatial multiplexing. Here it can be seen that, at several intervals, an 

improvement in SINR is recorded (although there are other intervals when the 

performance is inferior). 
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Figure 108: When compared with the SINR observed where only one antenna is used with SVD, the 

SINR is seen to be lower  

 

 

Figure 109: SINR when a single antenna is used at the UE set to SVD. 

 

When compared with the SINR observed with no pre-coding weights and selection 

combining (Figure 109), not as much improvement is observed. 
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Figure 110: SINR when only one antenna is used, and no pre-coding weights are applied at the BS. 

 

This is more apparent when considering the average SINR values when using four 

antennas at the UE and when using just one antenna at the UE (Figure 110). Figure 

111 shows the average value (over five sample points) for the example where only 

one antenna is used at the UE for both the scenario where no pre-coding weights 

are used at the BS and where SVD spatial multiplexing is applied. 
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Figure 111: Simulated SINR values when one UE antenna is used. 

 

When this is compared with the example that is set up in the same way, but with four 

UE antennas (Figure 112), it is apparent that the average SINR value when SVD 

spatial multiplexing is applied offers an improvement over the SINR value when no 

pre-coding weights are applied, more often than when only one antenna is used, as 

shown in Figure 111. 

 

 

Figure 112: Simulated SINR values when four UE antennas are used. 

 

These methods are shown in the following mobility example. Consider the route 

shown in Figure 113, where the user travels along a flat terrain from the south 

towards the reflector. It then makes a sharp turn to the right before taking a diagonal 

route towards the reflector. The user then travels behind the reflector so that it is 

obscured from view of the BS, before emerging from the other side. It is possible to 

view each of these stages when the SINR and Throughput are plotted. The BS array, 

once again, is an 8x8 array with vertically polarised dipoles, situated in parallel with 

the western and eastern edges of the terrain. The user antenna is a 2x2 array, also 

with vertically polarised dipoles. 
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Figure 113: Mobility example: user travels in different directions along a flat terrain 

 

The SINR plot when MRT beamforming is used is shown in Figure 114. This shows 

fairly consistent performance throughout the study area, with the exception of the 

region where the user travels behind the reflector, where the SINR falls off sharply 

and then recovers quickly as soon as the user emerges from behind the reflector. 

This can be compared to the situation where no beamforming is used, but where 

MRC is still used at the receiver (Figure 115). Here, the SINR values are similar, but 

there are several instances where the values drop along the path. 

Reflector 
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Figure 114: The SINR plot when MRT beamforming is used 

 

Figure 115: The SINR plot when no MRT beamforming is used 

These results are broadly mirrored in the throughput graphs, where the beamforming 

example provides a generally consistent throughput, except when the user is located 

behind the reflector (Figure 116). As expected, the throughput for the scenario with 

no beamforming is much more variable, as shown in Figure 117. The bandwidth is 

set at 20MHz for these throughput examples, and the range of values shown are not 

much greater than what would be expected with a single antenna link when applying 

the Shannon-Hartley capacity formula. These values are also explained by the lack 

of complexity within the propagation environment, meaning that it is difficult to obtain 

values higher than for a single antenna link. 
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Figure 116: Throughput for scenario with beamforming 

 

Figure 117: Throughput for scenario with no beamforming 

These results can now be compared with the use of spatial multiplexing, as shown in 

Figure 119. Here it can be seen that, in some ways, the SINR variations within this 

spatial multiplexing scenario, largely mirror those of the beamforming example, 

although the SINR value is lower. This suggests that, in this scenario, beamforming 

outperforms spatial multiplexing, but either method is better than replying on diversity 

gain without beamforming. It also suggests that the process of beamforming does, in 

some situations, lead to results that resemble those of spatial multiplexing. 



 

 

 

203 

 

Figure 118: SINR for scenario with use of spatial multiplexing 

It is now possible to compare the different methods when nearby users are present. 

For this, other users are placed along the route with the same MIMO antenna as 

used by the user following the route, providing transmitting interference as the user 

passes (Figure 119). Each of the additional users remain stationary throughout the 

simulation. The total array power for each of these stationary users is the same as 

the total array power of the BS (Figure 120). 
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Figure 119: Route of user with other users placed along the route providing transmitting interference 

as the user passes 

Reflector 
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Figure 120: SINR with beamforming and the presence of interferers 

It could be seen in the example without the presence of interfering antennas, that 

both the spatial multiplexing and beamforming approaches resulted in similar SINR 

characteristics, but that the beamforming approach led to SINR values that were 

approximately 20dB higher than the purely spatial multiplexing approach. This would 

be explained due to the gains obtained through beamforming as the user is tracked 

around the study area. A disadvantage of the use of beamforming is that the 

interference noise due to other users will be greater at some points in the study area, 

either due to inter-beam interference, or due to the inability of the beam to separate 

the different users, due to limitations in how narrow the beam can be. It would make 

sense, therefore, with the model for spatial multiplexing, to reduce the potential level 

of interference from the users that are placed along the route. The total array power 

is set to 10dB, 20dB lower than for the beamforming example. This leads to a similar 

SINR plot (Figure 121) with reductions due to the presence of other users. It is 

important to note here that, even though the spatial multiplexing performance in the 

described environment is generally inferior when compared with the beamforming 

approach, there are some instances where the spatial multiplexing method can result 

in SINR values that are higher than for beamforming. For example, at 804m, the 

beamforming method shows an SINR of about -20dB, but the spatial multiplexing 

method shows -18dB. These periods when the spatial multiplexing method performs 

better than the beamforming method are brief in this simulation setup, which would 

be expected given the relatively simple multipath environment. It is possible that, in 
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more complex multipath environments, the spatial multiplexing method may be 

superior for longer amounts of time. It is also significant that, even in a mostly LoS 

environment, there may still be times when spatial multiplexing is superior to 

beamforming, even if only briefly. 

 

Figure 121: SINR without beamforming in the presence of interferers 

5.4.3 Urban Scenarios 

It is now possible to consider the urban scenario shown in Figure 123. A route is 

chosen, as in previous example, to provide a combination of LoS and Non-LoS 

environment from the perspective of different points of the route in relation to the 

Massive MIMO array at the BS. 
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Figure 122: Urban scenario with route of UE 

As before, it is observed that the use of MRT beamforming with MRC combining 

methods (Figure 124) produces a result that is superior to that of spatial multiplexing 

(Figure 125), but that mirrors beamforming when there is only one user present in 

the environment, so that a variation of 1dB of the SINR obtained with beamforming 

corresponds to a variation of 1dB of the SINR when using SVD spatial multiplexing. 

However, unlike in the previous example, it makes less sense to compare the 

performance between the two methods by adding receive points to reduce the SINR 

values near other users. Doing so would lead to the same kind of result shown in the 

previous example with a broadly LoS environment, where, even though beamforming 

was shown to be superior in nearly all the locations studied, there were some times 

close to other users where the performance of a spatial multiplexing system was 

superior. 
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Figure 123: SINR from use of MRT beamforming with MRC combining methods 

 

 

Figure 124: SINR from SVD spatial multiplexing 

 

In this urban scenario, the rate at which the beam changes direction as the user 

moves around the scenario is different depending on the propagation characteristics 

at that time. Therefore, it is sometimes the case that, even though the user moves in 

a non-LoS section by a similar distance that it would move in an LoS section, the 

distance that the beam moves may be much less. This can occur when a reflector is 

responsible for providing the main component of the link between the user and BS 
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and can be illustrated by an example. The route described in this urban scenario 

begins at the north of the study area and begins by following a path in front of the 

Massive MIMO array. This leads to the array tracking the user in a similar way to the 

general Non-LoS environment in previous examples. The polar plots in Figure 125 

and Figure 126 indicate the main components as they appear when the users are 50 

metres apart and still visible to the BS array. The main components are separated by 

approximately 18.9 degrees. 

 

 

Figure 125: Polar plot showing the departure angles at BS from point 1 on the route 
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Figure 126:  Polar plot showing the departure angles at BS from point 10 on the route 

 

The route taken by the user then moves behind the council building from the south 

and travels northwards. Compared with a variation of 18.9 degrees corresponding to 

a move of 50 metres when the user is in front of the council building, a move of 100 

metres behind the council building causes the main beam to move by only 4.3 

degrees (Figure 128 and Figure 129). If these positions represented users, it would 

be much more difficult for the BS to avoid interference between the beams serving 

the users, even though they would be further apart. 
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Figure 127: Polar plot showing the departure angles at BS from point 40 on the route 

 

 

Figure 128: Polar plot showing the departure angles at BS from point 60 on the route 
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5.5 Conclusion 

In an uncluttered environment with flat terrain, the use of beamforming with MRT and 

MRC almost always outperforms SVD spatial multiplexing without the application of 

beamforming. Generally, the MRT beamforming and SVD spatial multiplexing SINR 

values follow each other, with increases and decreases in SINR values being 

identical, but with the beamforming approach containing higher values. 

However, there may be some instances in a flat terrain, uncluttered environment 

when spatial multiplexing is able to outperform MRT beamforming, although these 

instances would appear to be often brief in the case of a dynamic environment, 

which is to say an environment where users are passing each other only 

occasionally. These instances occur in the presence of nearby transmitters that 

cause interference, both by these transmitters causing interference during uplink, 

and also by the overlapping of beams required to serve these separate users. 

Although this process is not modelled precisely in the propagation software, it may 

be possible to approximate it by adding interferers to the propagation environment 

whose power levels are suitably matched to the gain obtained by the beamforming. 

Thus, these power levels would be lower for spatial multiplexing than with 

beamforming. It is then possible to determine the zone on the SINR plot where the 

SINR obtained with beamforming falls below that obtained using spatial multiplexing, 

at which point the spatial multiplexing performance would be superior. This implies 

that, although for open spaces a beamforming approach to data throughput in 

Massive MIMO is generally superior, there may still be occasions when spatial 

multiplexing should be used, for example where users are expected to be clustered 

closely together. 

The approximation described for the flat propagation environments, however, does 

not apply to more complex urban environments where it is not always obvious how 

the main beam and sidelobes from the BS are directed. Here it is necessary to 

consider the separation between the beams that would be observed at the BS for 

each of the methods, and to considered whether the separation necessary to 

achieve the necessary throughput in attainable. It was shown that, when the UE is 

obscured from the BS, it is sometimes the case that a large physical separation 

between the users corresponds with only a small change in the main beams required 
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to serve the users simultaneously. In which case, it would not be advisable to use 

beamforming to serve the users, due to the increase in inter-beam interference. 
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6: Conclusion  

This thesis has been concerned with the study of propagation environments and the 

features of the environments that are most relevant to systems employing Massive 

MIMO antenna systems. The study of such systems will be of importance to the 

future of wireless networks, since they form a key part of 5G and 6G networks and 

are likely to continue to be a part of existing and future networks for a considerable 

amount of time. The reason for this is the ability of Massive MIMO to increase 

spectrum efficiency within a system beyond what could be achieved using the 

facilities available to previous networks. In other words, Massive MIMO is able to 

increase capacity without increasing the bandwidth requirements within a network. 

Such an ability would continue to be appealing to mobile network operators due to 

the scarcity of free space within the radio spectrum, and thus the great expense of 

obtaining the rights to the use of radio spectrum from the regulatory authorities. 

The study of the propagation environments that represent the types of settings in 

which such Massive MIMO communications systems operate is important. This 

importance applies both for the reasons associated with more established 

communication systems, such as the understanding of the level of coverage that can 

be expected with such a system within a certain geographic area, but also because 

the performance of a Massive MIMO system is affected in other ways by the 

propagation environment. These include the number of spatial streams that can be 

supported and the modulation schemes that can be used. Therefore, it is important 

to make sure that any propagation model used in the design of a network employing 

Massive MIMO technology takes account of the features within a propagation 

environment that affect the performance of the communications system. It is also 

important that these features are modelled in sufficient detail so that important 

features of the environment can be more accurately understood. Much of this thesis 

has been concerned with the study of the environment, a study which has led to 

several important observations and recommendations for Massive MIMO systems. 

This study has been conducted largely with the aid of ray-tracing propagation 

modelling systems, including both an in-house system developed within the 
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University of Bristol, and a proprietary commercial ray-tracing system. Both systems 

are based on methods from Geometric Optics to provide realistic interpretations of 

the propagation environments using the study of rays that represent the paths 

between the BS and UE antennas. In addition, these methods for studying the 

environments have been combined with location data from Bristol, for example from 

lidar data and open source street map data, to provide an impression of expected 

locations and densities of features that lead to scattering within the environment. 

These systems are able to model the channels at both transmit and receive ends of 

a communications link principally by simulating the reflections off the scatterers 

(such as buildings and terrain features acting as reflectors), but also through the 

modelling of diffraction effects, as well as path losses in the presence of different 

types of materials. These types of simulations allow for the power delay profile to be 

formed at either end of the link by combining the different time delays associated 

with each path, which often varying depending on the route that the path takes, with 

the received power, which is obtained by applying the relevant path loss model, 

either relating to losses incurred with propagation in free-space or within other 

context, such as through foliage. When studying Massive MIMO channels, the links 

between each antenna element at both the BS and UE is considered. It is then 

possible to combine the power delay profile data to obtain the matrix representing 

the channel for the entire system. The elements at the BS are often located close 

together, and it is important to be able to model the differences between the 

elements, from the perspective of the UE, to obtain a reasonable channel matrix and 

to understand the effects present within the environment. 

Although Massive MIMO can be implemented over a wide range of frequencies and 

is often associated with systems operating within mmWave frequencies, this thesis 

has been concerned exclusively with Massive MIMO systems operating below 

7.125GHz and the multipath propagation effects present within the systems. The 

mmWave systems operate largely within LoS contexts, providing beamforming as 

part of the link. While there has been research related to the use of millimetre wave 

Massive MIMO at 5G BSs, in practice this has not yet been of significant interest to 

MNOs in terms of deployment. 
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The thesis began with an overview of Massive MIMO systems from the point-of-view 

of the information transferred within a system, the capacity of this type of system 

being defined according to typical Shannon Capacity observations using the concept 

of mutual information. This was followed by a review of some of the standard 

propagation models that have been applied within research and within the various 

wireless standards to MIMO communications. These included the purely geometry-

based models where a selection of scatters are used to represent the physical 

locations of reflecting objects within the propagation environment. Hybrid models 

were also discussed, which are often applied in the wireless standards and feature 

scatterers combined with other statistical methods to model the propagation 

environment, but without reflecting exactly the physical layout of the environment. 

Purely correlative models that rely only on statistical techniques to model a MIMO 

channel were also discussed. Some of the limitations of these models as applied to 

Massive MIMO were also presented as a justification for much of the research in the 

following chapters. A summary of known measurement campaigns for Massive 

MIMO and the methodologies followed in obtaining the measurements was included 

to provide an overview of the information available for model validation. Some 

features of Massive MIMO systems have been especially relevant to the research 

presented in this thesis, and so the remainder of the chapter is concerned with some 

of these issues. Methods for detection within Massive MIMO systems were 

discussed, as the recovery of the transmit signal is relevant in some of the 

investigations that followed. Additionally, a summary of research related to spherical 

wavefronts has been included, an area that is especially relevant to chapter 3. The 

following chapters presented several key findings and recommendations, which are 

discussed in the following paragraphs along with a brief summary of the chapter 

contents. 

The third chapter focussed on the use of ray-tracing systems to model specific 

propagation scenarios that would be common within Massive MIMO systems. The 

ray-tracing provided an example of spherical wavefront type model and served to 

demonstrate the advantages of the use of such a model for Massive MIMO systems. 

Recommendation 1: It was shown in sections 3.3 to 3.7 that, even in fairly simple 

environments, the use of a spherical wavefront model can provide significant insights 
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into the nature of the channel that are not present within typical plane wave models. 

Examples include the variations in the power delay profile across the array in several 

different configurations. Therefore, it is likely that the use of a plane wave model will 

often lead to flawed analysis and conclusions in the design of Massive MIMO 

deployments. It is therefore recommended that the performance of any Massive 

MIMO propagation model should be assessed relative to a spherical wave model 

and not a plane wave model. 

Recommendation 2: An even more significant effect in the differences in how the 

channel was seen by the UE was observed when slow fading was introduced across 

the array, as discussed in section 3.6. This makes the model choice more critical 

when deploying these systems in environments where slow fading is likely to occur 

and, in such cases, approximations should take these effects into account. 

Recommendation 3: These effects were also observed when the UE was moving 

relative to the BS, and it was also observed that such effects led to changes in the 

correlation between the spatial streams at the UE. This was shown in the form of 

variation of the channel condition number, which provided an indication of the rank 

deficiency within the correlation matrix. Furthermore, it was shown that Massive 

MIMO channels have a tendency to enter various phases as the UE moves around 

the study area. These phases can be marked, for example, by greater variation in 

channel condition or by stages of consistently higher or lower values. Standard 

change detection methods were shown to successfully identify these changes within 

the Massive MIMO channel. The details are provided in sections 3.9 to 3.15. It is 

recommended that these methods should be applied within networks to identify 

significant changes that affect the spatial multiplexing performance of Massive MIMO 

systems. Further research may be conducted into how different anomaly detection 

methods may be able to detect or predict these changes.  

Recommendation 4: Furthermore, it was shown in section 3.12 that, within the 

different phases of the channel condition, it was possible to develop time-series 

models to simulate the behaviour of the varying channel conditions, based on auto-

regressive moving-average methods. Such methods would be useful in forecasting 

the state of a Massive MIMO channel, and it is recommended that these methods be 

used to provide approximations of expected variations in channel conditions. More 
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research is necessary to determine the accuracy of different time-series methods 

and which are the most useful to these applications. 

Recommendation 5: The question of how to interpret the changes in channel 

conditions in terms of the physical location of users was also addressed. It was 

noted in section 3.15 that the changes in channel condition did indeed correspond to 

differing user configurations, but it is recommended that more research be 

conducted to provide a more formal explanation of how the user configuration and 

channel condition changes are linked.  

The fourth chapter, in comparison with the previous chapter, was more focussed on 

beamforming with Massive MIMO systems than on propagation effects relevant to 

Massive MIMO in general. More specifically, it was concerned with how beams are 

selected for use within the synchronisation process within 5G networks. An overview 

of synchronisation within 5G was provided along with an overview of research topics 

within 5G beamforming optimisation. 

Recommendation 6: It was apparent that it was possible to describe the problem of 

assigning beams formally as a mathematical combinatorial optimisation problem. An 

approach to define what the optimal combination of beams around any BS was also 

presented, along with a simplified propagation modelling approach that allowed for 

the effectiveness of a beam selection method to be effectively evaluated. This 

approach can provide a useful framework for investigating the application of beam 

selection and it is recommended that this framework be used as part of efforts to 

optimise coverage for synchronisation, as discussed in section 4.6. 

Recommendation 7: A simulated annealing algorithm was presented, which was able 

to show that, by selecting the order in which beams were tested, it was possible to 

provide the most even coverage using significantly fewer iterations than would have 

been required if an exhaustive search was used to perform the optimisation, as 

discussed in sections 4.8 and 4.9. The deployment of such a technique within a 5G 

network could provide an operational advantage to an MNO by optimising the 

coverage during synchronisation and it is recommended that this approach be 

implemented in beam selection processes. Specific real-time implementations, for 

example, on open RAN architectures could be a topic for further research. 
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Recommendation 8: It is also possible to use methods for optimisation over longer 

time frames, for example by adjusting the types of beams used at different times of 

the day. It is recommended that this approach be incorporated into network planning 

when considering how user distributions vary throughout the day. This is discussed 

further in section 4.10. Further research may also be conducted on the performance 

of the method for specific user distributions and varying success criteria. 

Recommendation 9: It was observed that the number of iterations required of an SA 

technique for beam selection varied depending on user clustering, as discussed in 

section 4.9. It is recommended that further research be conducted to develop a 

greater understanding of how clustering may affect the use of such methods. 

While the fourth chapter focussed on the use of beamforming for synchronisation, 

the fifth chapter focussed more generally on the performance of Massive MIMO 

systems with different types of user configurations and propagation environments, 

and on how different methods for providing separate spatial streams compared 

within such environments. An overview of beamforming within these contexts was 

provided with explanations of how performance is measure. It was necessary to 220 

conduct tests to determine the effectiveness of the ray-tracing propagation system 

when applied to such beamforming scenarios. This was achieved by reducing the 

number of paths simulated and using simple environments with few scatters, before 

scaling up to move complex simulations and scenarios.  

Recommendation 10: It was shown that, compared with Singular Value 

Decomposition multiplexing, the use of basic beamforming methods often 

outperformed, however it is sometimes the case that closely overlapping beams 

make the use of such beamforming impractical, and other methods, such as those 

based on obtaining spatial multiplexing through multi-path within the propagation 

environments, may be preferred. Such scenarios can occur when users are located 

close together, in which case one would expect the performance of the system to dip 

as users pass one another. This is discussed in section 5.4. It is therefore 

recommended that a bias towards beamforming within a system be considered if it is 

predicted that users will generally be sufficiently separated for such an 

implementation to be advantageous. 
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Recommendation 11: A method was investigated in section 5.4 to simulate this 

decrease in performance by placing transmitters near the passing user, thus 

decreasing the effectiveness of the system. This method, however, is not based on 

computing the physics of the radio system, and thus it is recommended that more 

empirical investigation be conducted to determine threshold values that correctly 

match what would be observed within physical 5G systems. 

Recommendation 12: Another method of investigating the closeness of the main 

MPCs was studied, also in section 5.4, to determine how close the beams from the 

BS would need to be. This method is more based on the physics of the radio 

environment, and it is possible to determine how far separated the main MPCs would 

need to be for effective performance. A major implication of the use of this model is 

that, in some scenarios, users can be placed far apart, but beamforming is still not 

an appropriate method to use because the beams would overlap to an extent that 

the spatial streams for the users could not be separated effectively. Further research 

could be conducted into how these different systems performed within different 

locations, allowing for more effective optimisation by MNOs. It is recommended that, 

when planning a network, zones where the possibility of overlap is present even 

when the users are physically separated should be identified so that the risks of 

reduced performance can be mitigated. 
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