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The optimal scheme to estimate the diffusion coefficient requires both
variance and covariance to be considered.

The Mean-squared 
displacement over a 

given number of steps is 
normally distributed...

2D Random Walk 
for 16 Steps

From the 
central limit 

theorem.
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...However, as the number of steps 
increases so does the variance*...

2D Random Walk 
for 128 Steps

*Called Heteroscedasticity 
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A particle can reach 
a greater variety

of displacement values 
given more steps.

...And The displacements 
are correlated.
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the distance a 
particle covers in n 
steps affects the 
distance that it can 

cover in N+1, N+2, 
N+3, etc steps.

a Covariant Multi-dimensional Normal Distribution can be used as a 
generative model for mean-squared displacement...

...where each dimension 
is a different number of 
steps or time-interval. 

More than 
two dimensions, 
make me feel 

funny...

Heteroscedasticity and correlation must be accounted for to efficiently 
Estimate the diffusion coefficient and accurately estimate the uncertainty. 

Heteroscedastic 
and uncorrelated

Heteroscedastic 
and correlated

Population standard Deviation

Estimated Uncertainty

...any single 
estimate of D * is more 
likely to be closer to 

the true value...

...And the 
uncertainty can 
be accurately 

estimated from a 
single analysis. 

by Including 
heteroscedasticity 
and correlation... 
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data from molecular dynamics simulation can be used To Parameterise the model. 

the Full covariance matrix 
can be modelled based on 
freely diffusing particles*

Check out 
this link for the 

derivation of 
the covariance 

matrix.
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Modelled

numerical

ratio

looks like, 
The disagreement 
is minimal and due 
to the large-step 
limit assumption.

*In the large-step/long-time limit

...so we must 
rescale the 

observed variance by 
the number of 

independent samples.

σi =
σ
Ni
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σ

Overlapping samples are 
drawn to maximise the 

number of observations.

This ensures 
that we have a 

good estimate of 
the mean of the 

distribution...
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Simulation Steps

number of steps = 2

...but now our samples are not
statistically independent...

With support 
for pymatgen, ASE, 

and MDAnalysis 
objects

pip install kinisi

Available Now! 
Open-Source!

We can sample the parameterised distribution Likelihood with a Heaviside Prior to get an estimate of 
the diffusion coefficient distribution, which would typically require many 1000s of simulations.

...And using this method, on 4096 individual 
simulations, gives an unbiased, efficient  

Estimate of D * with good variance estimate.

This is a Bayesian sampling 
approach that uses Markov 

chain Monte Carlo...
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Here, you will see 
the posterior distribution 
of linear models, and, up 

ahead, the marginal 
posterior for the 

diffusion coefficient. 

the 
estimated 

distribution is 
a bit broader 

than the 
numerical and 
the variance is 
slightly over 

estimated...
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...due to 
that pesky 

assumption...

...but the 
estimates are 

generally 
very good.

thanks for 
reading!


