9
This electronic thesis or dissertation has been ING S

downloaded from the King’s Research Portal at CO/ / eg €
https://kclpure.kcl.ac.uk/portal/ LONDON

Opinion Formation and Herding in Financial Markets

Wang, Chaoran

Awarding institution:
King's College London

The copyright of this thesis rests with the author and no quotation from it or information derived from it
may be published without proper acknowledgement.

END USER LICENCE AGREEMENT ‘@ @ @ @ \

Unless another licence is stated on the immediately following page this work is licensed

under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International
licence. https://creativecommons.org/licenses/by-nc-nd/4.0/

You are free to copy, distribute and transmit the work

Under the following conditions:

o Attribution: You must attribute the work in the manner specified by the author (but not in any
way that suggests that they endorse you or your use of the work).

° Non Commercial: You may not use this work for commercial purposes.

o No Derivative Works - You may not alter, transform, or build upon this work.

Any of these conditions can be waived if you receive permission from the author. Your fair dealings and
other rights are in no way affected by the above.

Take down policy

If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing
details, and we will remove access to the work immediately and investigate your claim.

Download date: 09. May. 2024



Opinion Formation and Herding in

Financial Markets

ING'S
College
[LLONDON

By

Chaoran Wang

The Department of Informatics

King’s College London

This thesis is submitted for the degree of

Doctor of Philosophy

April 2023






Abstract

In financial markets, every investor seeks and receives information to decide how they should
act (e.g., buy or sell a certain asset). In certain social circles, investors also learn about the
decisions of other investors and they might sometimes ignore their own information and take
the same decisions as other investors. This phenomenon is known as "herding effect”. Many
believe that herding can be one of the main causes of crashes and bubbles in financial markets.
In this thesis, we adopt empirical methods to explore why investors try to imitate others, the
impact of herding on financial markets and whether the trading mechanism used in the market
affects herding.

Towards this goal, we connect opinion formation dynamics with herding in financial mar-
kets. We model social connections between the traders in different market environment as
a graph and adopt a well-established opinion diffusion dynamics. Opinions are translated to
trading positions and market prices evolve accordingly. We relate the shape of the graph so-
cial network to the equilibria of a game defined as follows. The players are traders that can
strategically decide whether to follow the wisdom of the crowd or act upon their own beliefs.
Their payoffs are defined as the wealth they accumulate from trading. We adopt Empirical
Game-Theoretic Analysis (EGTA) to compute the equilibria of our games.

We first explore the impact of social connections between market participants on herding
and market stability in a hypothetical market environment, where orders are always executed at
the desired price. We show that the larger the traders’ neighbourhood in the social network, the
more the traders are willing to imitate others and the less volatile the stock price is. However,
when every trader in the market has perfect knowledge of the opinions of all the other traders,
the market will still exhibit crashes and bubbles. The definitions of crashes and bubbles in
our research are based on changes in stock prices and are inspired by the financial concept of

Maximum Drawdown.

il



The mechanics of trading in an order-driven market environment can influence the be-
haviour of traders and the idealised setting in our simulated market environment is too simplis-
tic to model real markets. We then investigate opinion formation and herding in order-driven
financial markets, which are widely used for many asset classes. We concentrate on Continu-
ous Double Auctions, the principle trading mechanism in this class, and consider two forms of
order queuing mechanisms: price-time priority, the de-facto standard, and spread-price/time
priority, an alternative recently defined in literature to reduce toxic order flows due to latency
arms race. We find that our conclusions are robust and hold in both these realistic market
environments; the stronger the social connections between the agents, the more pronounced
the herding. Furthermore, our empirical research shows that as the market gives more weight
to spread, it becomes more stable thus confirming the findings of related work in our setup.

We conclude our work by enlarging the set of strategies that agents use. We use a meta-
game to simplify the actual large game and explore herding of different types of investors
in the market with different social connections. The results show that the herding is more
pronounced among long-term investors than short-term investors. We see our work as the
introduction of a framework that can be used to study more questions about herding in financial

markets and other complex systems.
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Chapter 1

Introduction

The efficient market hypothesis (EMH) was introduced in the mid-1960s and is widely ac-
cepted as an important financial theory. According to the theory, financial markets are inca-
pable of generating their own internal forces to upset the equilibrium, and large price changes
are simply the result of markets reacting to new external information or changing fundamen-
tals. Thus, according to the EMH, there is no room for asset prices to bubble or collapse [1].
However, history and past data show that the EMH has not always been successtul in explain-
ing phenomena in financial markets. From the Dutch tulip bubble in 1626, the South Sea
corporate bubble in the UK, the French Mississippi corporate bubble in the early 1700s and
the Japanese bubble in the 1980s, to the recent US subprime mortgages and the 2008 financial
crisis, bubbles and crashes have occurred and continue to occur in financial markets. People
increasingly believe that traditional economic models cannot explain the bubbles and crashes
of financial markets and related crises. Therefore, agent-based models (ABM) as an alter-
native method to better understand the complex dynamics of financial markets have received
attention [2-6].

Most explanations of crashes look for possible mechanisms or effects that operate on very
short time scales (hours, days or weeks at most), see e.g. [7]. But the root cause of the crash
could have been months or years before it happened [8]. Crashes happen because the market
has entered a phase of instability, near the apex of a bubble, and any small disturbance or

process can lead to a crash. Like a feather on one’s finger, it is this unstable position that



causes the feather to fall. The cause could be the instability of the finger or the wind. The
root cause of the collapse is the instability of the position, not what triggers it. Not a single

snowflake is innocent when an avalanche occurs.

There have been many financial crises throughout history, such as the Dutch financial
bubble of 1639. It was caused by the speculation of a large number of people on tulips [9].
In 1907, speculation was rife in the US banking sector and the entire financial market was
in a state of extreme speculation. In October of that year, the failure of the third largest trust
company in the US, the Knickerbocker Trust Company, to acquire shares in the United Copper
Company sparked rumours that Knickerbocker was about to go bankrupt. This rumour led to
a mad run on the bank’s customers and triggered the financial crisis on Wall Street [10]. The
US stock market crash of 1929 was caused by a massive sell-off of stocks by investors. The
investors didn’t actually know what was happening, they just copied each other because they
saw other investors dumping stocks [11]. Silicon Valley Bank (SVB) was founded in 1983 in
the United States as a subsidiary of Silicon Valley Bank Financial Group. On 10 March 2023,
Silicon Valley Bank, the 16th largest bank in the United States, collapsed. It was the second-
largest bank failure in US history and the largest since the near collapse of the US financial
system in 2008. The Federal Reserve’s aggressive interest rate hike policy acted as a trigger
that led to the collapse of Silicon Valley Bank. The COVID-19 epidemic is an unprecedented
blow to the global economy. The Federal Reserve controls unemployment and inflation by
raising interest rates. This has led to a high dollar index and rising yields on US Treasuries.
So people were taking cash out of the bank to buy Treasuries, which led to a liquidity crunch in
the banks and was the first cause of SVB’s bankruptcy [12]. Silicon Valley Bank bought a lot
of long-term US Treasuries before the Fed raised interest rates, which caused SVB’s cash flow
to become even tighter. So Silicon Valley Bank had to sell off its stock and sell the treasury
bonds it had previously bought to recoup its capital. Following the announcement, prominent
venture capitalists began warning about the situation on social media, some of whom urged
SVB customers to withdraw their deposits. People then began to worry whether the money
they had deposited with Silicon Valley Bank was still safe. When the panic began to spread,

SVB customers withdrew more than 42 billion dollars in a single day in what became known
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as the first “Twitter-fueled bank run”. This is the second reason why Silicon Valley Bank
went bankrupt [13]. When we look back at the financial crises that have occurred throughout
history, it is easy to see that much of the instability in the financial markets was due to social

phenomena such as herding.

Financial markets are an important part of the modern economy and their study is essential
for investors, policymakers and businesses to understand how they work and their impact on
the wider economy [14]. This thesis applies game theory to financial markets and makes a
number of innovative attempts and contributions. This chapter presents the motivation and the

outline of the thesis.

1.1 Motivation

Financial markets play a key role in supporting business growth and global economic develop-
ment. By providing access to capital, managing financial risk, allocating resources efficiently,
promoting innovation and entrepreneurship, and facilitating international trade, financial mar-
kets contribute to increased productivity, competitiveness and prosperity around the world.
Financial markets are changing rapidly as technology evolves. Algorithmic trading and high
frequency trading are now dominant and these trading methods have not only brought liquid-
ity but also made financial markets unstable [15]. Two of the most notable unstable states of
financial markets are market crashes and bubbles [16]. The study of crashes and bubbles in the
financial market has therefore become particularly important. Many people believe that the
“herding effect” has been a major cause of financial market crashes and mass panics through-
out history, see e.g. [17]. The study of herding has therefore become particularly important
in the field of finance [18-20]. In financial markets, the herding effect manifests itself in
investors following the behaviour or opinions of others rather than making independent deci-
sions based on their own analysis [21]. This can lead to market bubbles or crashes, as prices
become disconnected from the fundamentals of the asset [22]. Understanding herding can
also help in developing an investment strategy. By studying herding in finance, we can get a
better understanding of the dynamics of financial markets and develop strategies to mitigate

the negative effects of herd behaviour.
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Opinion formation plays a crucial role in financial markets as it influences the behaviour
of market participants. Participants in the market form opinions based on a variety of factors
such as economic data, company news, political events and market trends [23]. These opinions
can have a significant impact on market prices and ultimately determine the direction of the
market. Opinions based on incomplete information, bias and sentiment often lead to market
inefficiencies and mispricing [24]. As a result, opinion formation by participants can also lead
to market volatility and instability. Overall opinion formation is an integral part of financial
markets and investors should be aware of its impact on the market.

It is well known that real market environments are extremely complex and unpredictable.
Empirical game theory analysis relies on quantitative methods and statistical models, making
it a rigorous and objective method for analysing financial markets [25]. By applying empiri-
cal game theory analysis to large and complex systems such as financial markets, researchers
can better understand the underlying dynamics of financial markets by modelling how differ-
ent participants interact and respond to each other’s decisions [26]. Overall, empirical game
theory analysis provides a powerful tool for understanding financial markets and for making
investment decisions. By analysing market data and modelling the behaviour of market partic-
ipants, we can gain insight into the dynamics of markets and identify opportunities to improve
market efficiency. This thesis therefore delves into opinion formation and herding in different

financial market environments by empirical game theory analysis.

1.2 Outline of Thesis

The first chapter is an introduction to the thesis as a whole, including motivation and the
outline of the thesis. Chapter 2 is the literature review. All my contributions are contained
in Chapters 3, 4 and 5. Chapter 6 presents the conclusions, limitations of the experiment and

future work. The details of each chapter are summarised below:

» Chapter 2 provides the theoretical basis and sources for this thesis by reviewing the rele-
vant background to the research topic. It first introduces the agent-based model, opinion
formation and herding, which are the financial background underlying our research. This is

followed by a detailed presentation of the game theory background as a technical premise,
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a section that includes game theory, evolutionary game theory and empirical game theory

analysis.

» Chapter 3 defines a new ABM to investigate the extent to which social ties between mar-
ket participants influence herding and market stability. This is achieved by incorporating
classical opinion dynamics in the decision making process of traders and using EGTA to
calculate equilibria for appropriately defined strategic games. In these games, traders wish
to maximise profits while balancing private and public information about the asset in ques-
tion. Broadly speaking, we show that the more dense the social graph, the more likely

herding are to occur.

» Chapter 4 applies our agent-based model to order-driven markets and uses empirical game-
theoretic analysis to explore opinion formation and herding in financial markets with dif-
ferent social connections. We also investigate the impact of herding on different types of
investors. The experimental results show that the herding persists in order-driven markets.
In the same market environment, the herding is more pronounced for long-term investors.
To check the robustness of our findings to different trading mechanism, we study a new or-
der matching mechanism, called spread/price-time priority mechanism [27], to determine
the priority of order execution. The results show that the herding in the market becomes
less pronounced as the weight of spread in the order-matching mechanism increases. The
spread/price-time priority mechanism does improve the liquidity and stability of the mar-
ket, but we need to find a specific set of parameter settings by analysing equilibrium market
characteristics to make the spread/price-time priority order matching mechanism ensure

both low market volatility and a considerable trading volume.

» Chapter 5 proposes a meta-game model to analyse complex games with meta strategies.
The meta-game is concerned with the strategic choices that players make in the actual
game. In reality, the strategy set of traders has infinite size and we would like to study
herding in this case. So we use a meta-game to explore the impact of herding on different
types of investors in the market under different social connections. Three meta-strategies

are defined to simplify the game, they are “Imitation”, “Neutral” and “Confident”. The
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experimental results show that herding is more pronounced for long-term investors than
for short-term investors in order-driven markets. Under the same connectivity conditions,

more agents in the meta-game chose *Neutral’ meta-strategy than in the previous game.

» Chapter 6 gives the conclusions and summarises the contributions and limitations of our
work. Our ideas for future work offer some new directions for the study of opinion forma-

tion and herding in finance.

1.3 Research questions

The research question of this thesis can be summarized as follows:

How opinion formation in different market environments and social connections af-

fects herding effect.

Why investors try to imitate their neighbours.

What herding effect does to financial markets.

Does the trading mechanism used in the market affect the herding effect?

The impact of herding effects on different types of investors.

1.4 Thesis contributions

There are five main contributions to this thesis. First, we adopt a new opinion formation
method to explore herding in financial markets. Second, we try to integrate the agent-based
model and empirical game-theoretic analysis methods. Then we try different market envi-
ronments and a new order-matching mechanism. Finally one is the contributions to future
research. Our research focused on opinion formation and herding in financial markets. We
see our work as the introduction of a framework that can be used to study more questions

about herding in financial markets.

The link of code: https://github.com/Chaoran799/Opinion-Formation-and-Herding-in-Financial-
Markets.git



Chapter 2

Literature review

2.1 Agent-based model

Agent-based models (ABMs) represent a category of computational models designed to repli-
cate the actions and interactions of independent agents and assess their collective impact on
a system. This approach draws from various disciplines, including game theory, complex
systems, computational sociology, and multi-agent systems. ABMs function at a microscopic
level, simultaneously simulating the behaviors and interactions of numerous agents to replicate
and predict the emergence of complex phenomena. This computational methodology empow-
ers analysts to construct, analyze, and experiment with synthetic environments composed of
interacting agents [28]. ABMs operate on several foundational assumptions, including the
idea that agents possess varying degrees of rationality, as determined by either traditional or
adaptive behavior rules. These agents exhibit heterogeneity in their characteristics and engage
in learning processes [29]. This versatile modeling technique finds applications in analyzing
financial markets, particularly those comprised of diverse entities and intricate interactions.
ABMs offer a unique lens through which to examine economic phenomena, including finan-

cial crises, that are challenging to elucidate using conventional economic tools.
Research in ABMs has evolved significantly since its inception. Recent studies have fur-
ther advanced the field by incorporating real-world data, sophisticated agent behaviors, and

nuanced market structures. For instance, some researchers have extended ABMs to incorpo-
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rate sentiment analysis, news data, and social network dynamics, providing a more realistic
portrayal of market behavior. These enhancements have offered valuable insights into the role
of information and behavioral biases in shaping financial markets. Notable works include the
incorporation of agent learning mechanisms, such as reinforcement learning and deep learn-
ing, to better mimic the adaptability and evolving strategies of market participants. Previous
research endeavors have explored financial markets using ABMs, with one notable early ex-
ample being the ”Artificial Stock Market” model by Palmer, et al. (1994) [30]. In this model,
the authors constructed a basic representation of the stock market and demonstrated its capac-
ity to generate price bubbles, crashes, and enduringly high trading volumes. This pioneering
work has set the stage for subsequent studies in the realm of ABM-based financial market anal-
ysis. Antoine et al. develop an agent-based model of financial markets that contains multiple
assets belonging to the fixed income or equity asset classes [31]. The aim is to reproduce the
main facts about the emerging dynamics of the yield curve in the fixed-income market. They
compare the dynamics generated by different management processes of the risk-free rate with
the dynamics of the historical U.S. Treasury market. It is demonstrated that their ABM is able
to reproduce the main features of the autocorrelation surface of the volatility of U.S. Treasury

yields to maturity over a selected time horizon.

Moreover, recent research on ABMs has focused on exploring the implications of policy
interventions and regulations in financial markets. ABMs enable researchers to simulate the
effects of regulatory changes, stress tests, and market interventions, providing policymakers
with insights into potential outcomes and unintended consequences. In addition to examin-
ing market dynamics, ABMs have been employed to study systemic risk in financial systems.
These models facilitate the identification and evaluation of interconnectedness and vulnera-
bilities within financial networks, assisting in the design of more robust and resilient financial
systems. Overall, the continuous evolution of ABMs in financial market analysis has expanded
the scope and depth of our understanding of market behavior. This evolution has been instru-
mental in addressing the limitations of traditional economic models and has paved the way
for more realistic and comprehensive approaches to studying financial markets and economic

phenomena.
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2.2 Opinion Formation

Opinion formation describes the dynamics of opinions across a set of interacting factors and
is a powerful tool for predicting the evolution and diffusion of opinions. The study of opinion
formation in complex networks has developed significantly in recent years, owing to the grow-
ing relevance of understanding how opinions and information travel through interconnected
societies. One notable avenue of inquiry focuses on the integration of advanced computa-
tional techniques and real-world data to create more realistic models of opinion formation.
This level of sophistication allows researchers to simulate opinion dynamics under a variety
of conditions, contributing to a better understanding of how opinions evolve in different com-
munities. F. Slanina and H. Lavicka describe the Sznajd model of opinion formation and social
influence [32]. The Sznajd model is an economic physics model proposed in 2000. The Sz-
najd model implements a phenomenon called social validation [33]. In brief, the model posits
that if two people have the same opinion, their neighbors will begin to agree with them. If
the people around them disagree, their neighbors will begin to argue with them. Indeed, many
people used ABM to research opinion formation. Others have investigated the links between
network structure, viewpoint dynamics, and the ability of adversaries to artificially create dif-
ferences [34]. These authors address these issues by extending models of viewpoint formation
in the social sciences to represent scenarios familiar from recent events in response to them.
In this scenario, external actors attempt to destabilize communities through fake news and
bots through sophisticated information warfare strategies. They examine the nature of such
attacks and consider the best tactics for finding entities that divide adversaries and are respon-
sible for protecting networks from attacks. They then argue that network defenders mitigate
such attacks through heterogeneous isolation of nodes. Finally, they generalize these results
to two network structures, dynamic opinion processing and decoupling metrics. In summary,
research on opinion formation has evolved to encompass a wide range of factors, including
advanced computational modeling, the role of external manipulation, and cyber defense strate-
gies. These research efforts have helped provide valuable insights into the complexity and

dynamics of opinion formation, allowing us to gain a deeper understanding of the importance
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of opinion formation.

2.3 Game theory

Game theory is the study of mathematical models of strategic interactions between rational
subjects [35]. It has applications in all areas of social science as well as logic, systems sci-
ence, and computer science. Game theory was pioneered and only exists as a distinct field
by Princeton mathematician John von Neumann [36]. Game theory, as a branch of applied
mathematics, provides tools for analysing situations in which parties (called players) make
interdependent decisions. This interdependence leads each player to consider the possible de-
cisions or strategies of the other players when formulating a strategy. The solution to a game
describes the best decisions of players who may have similar, opposing, or mixed interests, and
the possible outcomes of these decisions. Game theory attempts to mathematically and logi-
cally determine the actions that players should take to ensure the best outcome for themselves
in the game. Games can be classified according to certain distinguishing characteristics, the
most obvious of which is the number of players. Thus, a game can be designated as a single-
player, two-player, or multi-player (with more than two players) game, each category having

its own unique characteristics. In addition, the players can be either individuals or a team.

Nowadays, human beings live in a complex system with different social interactions. In-
dividuals can engage in a variety of activities within society, such as sporting competitions,
buying and selling transactions, and scientific research. In these activities, people behave ac-
cording to their goals and their position. Advanced technology has not only changed our lives
but has also brought us new problems. When high frequency trading is possible, it brings not
only liquidity to the market but also conflict and risk. Game theory is the formal study of con-
flict and cooperation [37]. A game consists of players, strategies, and payoffs for each player
in a determined environment [38]. Players are essentially agents of the game and strategies
are the actions they can take. The payoff is the utility of each player given a certain outcome
of the game. There is often strategic interaction between players, which means that payoffs
depend not only on the actions taken but also on the actions taken by opponents. In the modern

discipline, game theory refers to the study of multiple individuals or teams in a game in a de-
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termined environment, using each other’s strategies to implement the corresponding strategies
in the game. Throughout the game, the strategies of the other players are important to each
player.

The applications of game theory extend far beyond economics to include fields such as
political science, biology, and computer science. It has been used to analyze international
conflicts, strategic interactions in biology, and the design of algorithms for multi-intelligence
systems. In summary, game theory has come a long way since its inception, evolving from a
theoretical construct into a practical tool for understanding a wide range of interactions and
decision-making processes. Its contributions span multiple fields, making it an important area
of study for understanding strategic behavior and rational decision-making in cooperative and

competitive environments.

2.4 Nash equilibrium

The concept of Nash equilibrium, named after the mathematician John Nash, has played a
key role in the development of game theory and its interdisciplinary applications. John Nash’s
seminal work on equilibrium points in non-cooperative games was presented in his 1950 doc-
toral dissertation, "Non-Cooperative Games” [39]. The Nash equilibrium is a central concept
in game theory that describes a situation in which no participant has an incentive to unilaterally

change his or her strategy, given the strategies chosen by the other participants.

In economics, one of the aims of analysing a game is to find the best strategy to maximise
the player’s rewards. In general, the optimal strategy depends on the actions chosen by the
players. Finding the best strategy for a game is not just a simple question of optimisation.
The best strategy should be the one that gives a higher payoff than other strategies, taking
into account the possible actions of other opponents. The situation in which each player
simultaneously responds optimally to the other’s strategy is a Nash equilibrium. The Nash
equilibrium represents the action profile of all players in the game and is used to predict the
outcome of their decision-making interactions. It models a steady state (i.e. a combination
of all players’ strategies) in which no player can benefit by unilaterally changing his or her

strategy [40].
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Nash equilibria have been widely used in economics to analyze markets, oligopolies, auc-
tions, and various competitive environments. The application of Nash equilibria in these con-
texts provides insights into pricing strategies, market competition, and industry dynamics. In
summary, Nash equilibrium represents a fundamental concept in game theory that provides
a powerful framework for analyzing strategic interactions. The applications of Nash equilib-
rium extend far beyond economics, influencing fields as diverse as biology, computer science,

and political science.

2.5 Empirical Game-Theoretic Analysis

Empirical game theory analysis is an emerging empirical methodology that bridges the gap
between game theory and simulation in practical strategic reasoning [41]. “Game-Theoretic
Analysis” usually describes its subject games from their starting point, i.e., a formal model of
multiple subject interactions. The equilibrium we obtain in the empirical game is considered
likely to be relatively stable in a full game [42]. However, many interesting games go far
beyond the bounds of manageable modeling and reasoning. The problem here is not just the
complexity of the analysis task or finding a balance. For example, the Trading Agent Com-
petitive Supply Chain Management (TAC/SCM) game [43]. This is a well-defined six-person
symmetric game of incomplete information. This game poses a difficult challenge for game-
theoretic analysis. Even if a complete strategy is given for all six agents, there is no obvious
way to obtain the expected gains unless sampling is done from a random environment using an
available game simulator. In Wellman’s article, they break down empirical game theory analy-
sis into three basic steps which are: Parametrize Strategy Space, Estimate Empirical Game and
Analyze Empirical Game. They apply this approach to a variety of games, especially market-
based scenarios. In some cases, this approach is able to support conclusions in these games
that cannot be reached through standard analytical methods. In EGTA, techniques from sim-
ulation, search, and statistics are combined with game theoretical concepts. Techniques from
search and statistics are combined with concepts from game theory to describe the strategic
properties of a domain [44]. It starts with a set of strategies, usually heuristic strategies de-

rived from domain knowledge or experience, and often limited by meaningful features. The
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basic steps in EGTA are to simulate a strategy profile and to identify the payoff. Based on
the accumulated data, we propose an empirical game model. On this model, we can perform
any standard calculation applicable to the game format. Based on these results, we can choose
to refine the model by considering more strategies or strategy profiles or by obtaining more

strategies or strategy profiles.

Empirical game theoretic analysis has been applied in a variety of fields, including eco-
nomics, supply chain management, and multi-agent systems. It is particularly valuable in
situations where traditional game theory may struggle to capture the complexity of real-world
interactions. Empirical game theoretic analysis is a practical and flexible approach to un-
derstanding strategic interactions and equilibria in complex real-world scenarios. Combining
game theory with simulation, search, and statistical techniques, it provides a powerful frame-
work for modeling and analyzing strategic behavior across a wide range of domains, offering

insights not typically available from traditional analytical approaches.

2.6 Opinion Formation in Game Theory

Game theory studies the situation where strategic players can modify the state of a given sys-
tem without central authorization. Solution concepts, such as Nash equilibrium (NE), have
been defined in order to predict the outcome of such situations. It has been pointed out that in
a multiplayer game environment, the solution concept should be obtained through a decentral-
ized and reasonably simple process. In many models, a group of people in a social network
are studied, each of whom holds his or her own opinion and arrives at a common opinion by
repeatedly averaging with neighbors in the network. Since they actually rarely reach a con-
sensus, Morris H. Degroot presents a model that describes how a group of people can reach a
consensus on a common subjective probability distribution of parameters by pooling their in-
dividual opinions [45]. He explicitly describes the process leading to consensus and identifies
the common distribution achieved. Similarly, David Bindel et al. studies a related sociologi-
cal model in which individuals’ intrinsic beliefs counteract the averaging process and generate
multiple opinions [46]. They interpret the repeated averaging process as the optimal response

dynamics in the underlying game with natural returns and its limits as equilibrium. This al-
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lows them to study divergence costs by comparing the difference between equilibrium costs
and socially optimal costs. Mengbin Ye et al. attempt to study dynamically changing relative
interactions, since interactions may change depending on the issue under discussion. Specifi-
cally, they study a matrix of relative interactions that change periodically with the issues [47].
Research suggests that the social power of individuals recognizes a cyclical solution. Thus,
Diodato Ferraioli et al. have studied the computation of solution concepts through decentral-
ized dynamics [48]. These algorithms allow participants to take turns to act in order to reduce
their own costs, in the hope that the system will ”balance out” quickly. They formally analysed
the formation of opinions in social networks. Specifically, they studied the optimal response
dynamics and showed upper and lower bounds on the convergence of the Nash equilibrium.
They also study a noisy version of the best response dynamics, the logit dynamics, and show
a range of results for the rate of convergence as the system noise varies. In the framework of
strategic game theory, a method is proposed to simulate basic interactions between different
individuals by Alessandro Di Mare and Vito Latora [49]. In their model, tolerance thresholds
are defined so that individuals with differences of opinion greater than the threshold are unable
to interact. They then considered individuals with different propensities to change views and
the ability to persuade others. In this way, they obtained the so-called ”’stubborn individual and
speaker” (SO) model. They explored the dynamics of the SO model through numerical sim-
ulations. In the paper of Markos Epitropou et al., a continuous opinion formation game with
aggregation aspects is studied [50]. In order to find the interaction between global and local
influence, they propose a model of an opinion formation game with aggregation. They show
that there is a unique equilibrium in the average oriented opinion formation game. They show
some results in the context of a general opinion game with negative effects and extend their
results to the case where the opinions expressed must come from a restricted area. Kshipra
Bhawalkar et al. propose a game model of opinion formation in social networks in which
opinions themselves and friendships develop together [51]. In these models, nodes form their
opinions by maximizing agreement with their friends, which is influenced by the strength of
the relationship, which in turn depends on the differences in opinions with their respective

friends. They obtain a function on how many nodes value their own opinions and how much
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weight they give to links with friends who more closely agree with them. There is much more

work in this area and I only cover the papers more relevant to this project.

2.7 Opinion Formation in finance

Wyart and Bouchaud study a general model of self-referencing behavior in financial mar-
kets [52]. In this model, agents use correlations between specific quantities of information
and prices estimated through history to create strategies. The effect of these strategies on
prices corrects the observed correlations and creates a feedback loop. They argue that these
strategies can destabilize the market through efficient behavior. This mechanism can lead to
overreaction and excessive volatility. However, their model does not take into account the
effects of imitation through social networks. An “information cascade” occurs when a person
trusts his neighbors’ information too much and does not consider his own [53]. “Informa-
tion cascade” is a phenomenon described in behavioral economics and network theory, where
many people make the same decision in a continuous manner. In these models, agents know
that the information is incomplete. To supplement this information, they look around and ask
their neighbors for hints. The agents imitate because they think that other agents have more
information. The results show that under the condition that decisions are continuous, one after
the other, and irreversible, an agent’s use of other agents’ decisions to make its own will lead
to an “information cascade” with probability 1. Some studies have combined and optimized
these two lines of research. Georges Harras and Didier Sornette proposed a simple agent-
based model to study how proximate causes of crashes or rallies relate to their underlying
mechanisms and vice versa [54]. There are three sources of information in the paper: pub-
lic information (news), information from their neighbors’ networks, and private information.
Agents use the past correlation of these three sources of information to form and adjust their
trading strategies. In their experiment, they simulated a market. In this market there are 2,500
agents trading the same stock at given time steps, i.e., the social graph is a grid. They explored
the characteristics of crashes and bubbles by observing the change in the price of this stock.
Each of their agents has four neighbors. It weights the neighbor information quantified by the

coefficient ¢j; € [0,Cy]. In their conclusion, they argue that the resulting market is approxi-
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mately efficient when an agent has little faith in its neighbors. They think that when the agent
is more trusting of its neighbor is more prone to crash and bubble. In summary, the field of
opinion formation in game theory offers a rich landscape for understanding how individuals’

opinions and beliefs are influenced by, and influence, their strategic interactions.

2.8 Crashes and Bubbles

The study of bubbles and crashes in financial markets has been the subject of extensive em-
pirical research. Bubbles, characterized by prolonged price increases, often precede market
crashes. Understanding the origins and mechanisms of these phenomena is a central concern
in both economics and finance. Blanchard’s seminal work in 1979 introduced the concept of
rational expectations in the context of bubbles. According to this theory, speculative bubbles
eventually lead to market crashes, and these events are consistent with the assumption of ra-
tional expectations [55]. This theory laid the groundwork for understanding how rationality
can coexist with bubbles. Bubbles can manifest in various forms, making them challenging
to detect or reject. The diverse nature of bubbles in financial markets has led to ongoing
debates about their existence and characteristics. Researchers have sought to identify ratio-
nal bubbles in markets, and in many cases, they have found that phenomena like runaway
asset prices and market crashes align with rational bubble dynamics [56]. Johansen and col-
leagues have explored the characteristics of growing bubbles in various markets. They have
attributed the ever-increasing rate of price rises to the dynamics of noise traders, who con-
tribute to the escalation of crash risk and, consequently, the occurrence of crashes [57]. An
alternative perspective suggests that positive feedback from agents following certain strate-
gies can drive prices up and increase crash risk. This positive feedback loop, rather than noise
traders, is seen as a key driver of bubble dynamics [58]. Empirical studies have sought to
shed light on the role of speculation in bubble formation and crashes. For instance, Lei et al.
conducted experiments in asset markets, where speculation was not possible, to understand
the dynamics of bubbles and crashes. Their findings suggested that rational speculation alone
does not adequately explain the occurrence of bubbles [59]. Levine and colleagues attempted

to explain bubbles in the context of limited rationality. Their focus on the role of bounded
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rationality and behavioral factors in bubble dynamics aimed to provide a more comprehensive
understanding of these phenomena [60]. Several researchers have utilized agent-based mod-
els to explore the existence and characteristics of bubbles and crashes. For example, Lee and
Lee introduced the concept of “heterogeneous expectations” and “herding behavior” in their
agent-based model. Their findings illustrated how heterogeneous expectations among agents
could influence the likelihood of bubbles and crashes in financial markets [61]. Giardina and
Bouchaud presented a complex market model that incorporates agents’ strategies, wealth, and
price dynamics. Their model introduced different mechanisms, leading to oscillatory phases
with bubbles and crashes, intermittent phases, and rational market phases [62]. In the context
of modern financial markets, Leal et al. developed an agent-based model to investigate the
interaction between low-frequency and high-frequency trading. Their research revealed that
the presence of high-frequency traders can exacerbate market volatility and contribute to flash
crashes. The study emphasizes the role of high-frequency trading in shaping market dynam-
ics [63]. Sornette presented a general theory of financial collapse and stock market instability
in 2003 [64]. He discusses the limitations of standard analysis in describing the specificity of
crashes and the main causes of crashes, such as imitation and herd behavior among investors.
He identifies generic features of crashes. These characteristic patterns have been documented
in virtually all crashes in developed and emerging stock markets, currency markets, corpo-
rate stocks, and so on. He reviews this discovery in detail and demonstrates how detailed
predictions obtained from the model can be used to predict crashes. James et al. designed, im-
plemented and evaluated a model based on hybrid micro-macro agents in which price impacts
arise endogenously through the limit order placing activities of algorithmic traders [65]. They
characterize the time windows available for regulatory intervention during the propagation of
a flash crash crisis, and their results suggest that ex-ante preventive measures may be more

effective than ex-post responses.

In conclusion, the empirical exploration of bubbles and crashes in financial markets in-
volves a multidisciplinary approach, drawing from traditional economic theory, behavioral
factors, and advanced agent-based modeling. The field continues to evolve, providing valu-

able insights into the dynamics of these market phenomena and their implications for market
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stability and regulation.

2.9 Maximum Drawdown

Maximum Drawdown (MDD) is defined as the maximum loss that occurs from peak to trough
over a specified time period. The maximum drawdown at time T of a random process on [0,T]
can be defined informally as the largest drop from a peak to a trough [66]. A sharp contraction
may even indicate that an already successful trading system is deteriorating due to changes in
the market regime. Often, MDD is a very important risk measure [67]. MDD also has been
widely used. A drawdown is the cumulative percentage loss due to successive declines in
investment prices. It is collected at non-fixed time intervals and its duration is also a random
variable. The maximum reduction that occurs over a fixed investment horizon is a flexible
measure that provides a different view of the risk and price flows of such investments. There
is a paper that proposes a new strategy for modeling maximum loss that separates duration
and severity and suggests a flexible distribution from the extreme value theory of modeled
loss [68]. The nature of model-based maximum risk extraction is then analyzed, and a new risk
measure is proposed. The authors think this approach is also applicable to a variety of different
investment strategies. In Hongzhong Zhang and Olympia Hadjiliadis’ paper, they study the
probabilistic behavior of two quantities that are closely related to market crashes [69]. The first
is the drawdown of an asset, and the second is the time interval between the last reset of the
maximum value and the impairment before the drawdown. The first is the fall of an investor’s
current asset from a historical high to a pre-specified level. This is widely used in the financial
risk management literature as an indicator of a market crash. The second is the rate at which
investors’ capital decreases and therefore measures the speed at which a market crash occurs.
They call this the speed of market crashes. In the classification of large financial crashes
presented in Giulia Rotundo and Mauro Navarra’s article, the bursting of speculative bubbles
due to endogenous causes is located in the framework of extreme stock market crashes [70].
They further delve into the analysis by examining the drawdown and maximum drawdown of
declines in index prices to further describe the rising component of these selected bubbles.

An analysis of decreasing duration, which is central to their estimated risk measures, is also
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performed. It can be then seen that MDD is widely used to explore crashes and bubbles in the

financial market.

In conclusion, Maximum Drawdown (MDD) is a widely used risk measure in financial
markets for assessing the potential downside risk of investment portfolios. Its applications
extend to understanding market crashes, the speed at which they occur, and the dynamics of
speculative bubbles. Researchers have explored different modeling approaches and have used

MDD as a critical tool for risk management and analysis in the financial industry.

2.10 Herding effect

Herd behavior is the behavior of individuals in a group who act collectively without a cen-
tralised command. Herd behavior occurs not only in flocks of birds, schools of fish, etc., but
also in humans. Voting, demonstrations, general strikes, sporting events, decision-making, and
opinion formation are all forms of human-centered herd behavior [71]. Often the same thing
happens in financial markets as in our everyday lives. We imitate other people’s decisions
rather than analysing the available information and making our own decisions. This decision
mimicry can lead to collective hysteria and investments can be affected by these panic situ-
ations. In financial markets, every investor receives information about how they should act.
They are also aware of other people’s decisions, even though they do not know the information
they receive. Using this information, each investor can make his or her own decisions. But
blind faith in other people’s decisions can sometimes lead investors to ignore the information
they themselves receive and instead make the same decisions as their counterparts. This effect
on the economy is known as the “Herding effect”. Many believe that this phenomenon has

been a major cause of stock market crashes and mass panics throughout history [17,72].

There is a herding effect in financial markets when a group of investors ignore their own
information and only listen to the decisions of other investors. Early studies on herding in
finance were rooted in the field of behavioral economics. Researchers like De Long et al.
(1990) observed the existence of herding behavior in stock markets, highlighting the discon-
nect between market prices and fundamental values [73]. There are many scenarios in which

herding effects can occur in financial markets. Thomas et al. examine herding behavior in
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global markets by applying daily data for 18 countries from May 25, 1988, through April 24,
2009 [74]. They find evidence of herding in advanced stock markets (except the US) and in
Asian markets. For example, when investors realise that the government is unable to pay its
debts, they convert the government’s currency into real assets (such as gold) or foreign cur-
rency. This is when a herding effect tends to occur in the currency markets. It tends to cause
moderate inflation in the short term. When consumers realise that inflation has increased for
the goods they need, they start to stock up. This accelerates the rate of inflation even faster and
eventually leads to a collapse of the currency. A similar thing can happen in the stock mar-
ket [75]. Some studies have shown that herding effects can influence the decisions of normal
market participants [76,77]. The emergence of collective decision-making in the market is not
necessarily harmful [72]. Indeed, when all agents tend to align their expectations with those
of one or a few leaders, the herd effect may greatly reduce market efficiency. However, market
dynamics become efficient when each agent considers multiple opinions and thus follows the

wisdom of the crowd.

In conclusion, the herding effect represents a fascinating and complex aspect of financial
decision-making and market behavior. It is rooted in behavioral biases and has significant
implications for market dynamics, asset prices, and investor decision-making. Research con-
tinues to explore the causes and consequences of herding behavior and its role in shaping

financial markets.

2.11 Order-driven markets

The order-driven market is a financial market. In an order-driven market, trades are executed
using trading rules. Orders from both buyers and sellers are displayed in the order book,
and trades are only executed when the buy and sell prices match. In an order-driven market,
dealers are not involved, instead, traders buy and sell directly from each other. An order-driven
market consists of a continuous flow of buy and sell orders from market participants. There
is no designated liquidity provider and the two basic types of orders are market orders and
limit orders. Market orders are executed at the best possible price in the market. However,

there is no guarantee of their execution or price. A limit order sets a maximum purchase limit
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or a minimum sale limit. Orders can only be executed below, not above, the buy limit and
not below the sell limit. The greatest advantage of an order-driven market is transparency,
as the entire order book is displayed to investors who wish to access this information. The
order-driven trading system ranks buy and sell orders according to price, matching the highest
ranked order (if possible) with the minimum order size. If there are any shares left to buy or
sell in a given order, the trading system matches that order with the next highest ranked sell or

buy order.

Since 2000, order-driven markets have been widely used in major financial institutions
around the world. At the same time, economic physics has become an established area of
research for physicists [78,79]. But in a multi-agent framework, the physicist’s approach to the
microstructure of order-driven markets has always lacked an appropriate utility function [80].
As a result, there is a preference in economics for simple statistical methods to study the
problem. Bak, Paczuski and shubik constructed a simple model of the stock market and argued
that large changes in stock prices may be due to herdings, where agents imitate each other’s
behavior [81]. Different scaling behavior is obtained when agents imitate each other and react
to recent market fluctuations. They investigate the interaction between “rational” traders, who
act by analysing basic information about stocks, and “noise traders”, who make decisions by
studying market dynamics and the behavior of other traders only. When the relative number
of rational traders is small, bubbles typically occur, where market prices are outside the range
justified by fundamental market analysis. When the number of rational traders is high, market
prices are generally locked within their defined price range. Maslov introduced and examined
a simple model of a limit order-driven market [82]. Traders in this model can either trade
the stock at the market price or place a limit order. The choice between these two options is
completely random. Numerical simulations of the model show that, despite these minimalist
rules, the model generates price patterns with realistic characteristics. This line of research is

known as zero intelligence [83].
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2.12 Continuous double auctions

A continuous double auction (CDA) is a dynamic market environment in which bidders re-
peatedly exchange bids to buy and sell units of a commodity in order to maximize trade sur-
pluses [84]. CDA is one of the most common types of auctions and underpins most financial
and commodity exchanges. Double means that both buyers and sellers bid, while continuous
means that once bidding occurs, the auction will be held for a period of time. The bids are then
cleared. After a new sell (buy) bid is received, the auction checks to see if it matches the best
outstanding buy (sell) bid. If so, each bidder’s transaction price is usually determined by the
previous bid, and a new offer is posted. A typical offer consists of a bid and offers pair, where
BID is the highest outstanding purchase price and ASK is the lowest outstanding sale price.
The standard CDA allows bidding for multiple units of a good, which are usually considered
to be divisible quantities. Thus, a bid effectively expresses a willingness to trade any part of
a specified quantity at a given price. Unmatched or partially matched bids are listed in the
order book and usually remain unpaid until matched, substituted, withdrawn, or canceled at
the end of the auction. There are many variations of this overall scheme, with different rules

for bidding, clearing and quoting.

The standard model in economics emphasises the role of intelligent agents who maximise
utility. However, in some cases, constraints imposed by the market system govern the behavior
of strategic agents. Farmer, Patelli and Zovko tested a simple model using data from the
London Stock Exchange [83]. In this model, a minimum number of intelligent agents place
random orders to trade. The model deals with orders, prices and statistical mechanisms in the
context of a continuous double auction and generates simple laws relating order arrival rates to
statistical properties of the market. It demonstrates the existence of simple laws linking prices
to order flow. And it shows that in some cases the strategic behavior of agents may be governed
by other considerations. Order-driven markets are based on the principle of continuous double
auctions. It explains the inflow of demand and supply by constantly adjusting the prices of
assets. Orders placed by traders are organised and matched in the limit order book (LOB)

which ultimately defines the microstructure of the market. Bartolozzi introduced a new multi-
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agent model that aims to reproduce the dynamics of the dual auction market at the micro
time scale by faithfully modeling the matching mechanism in the limit order book [85]. The
agents’ actions are related to a random variable, namely market sentiment. He defined this
as a mixture of public and private information. Although the model makes only a few basic
assumptions about the agents’ trading strategies, it is able to reproduce empirical features of
the high-frequency dynamics of the market microstructure. Generally, a trade is successful
if the highest price offered by the buyer matches the lowest price offered by the seller. In
addition, the second indicator of matching orders is the timestamp of each order when the
bid/ask prices of the orders are the same. CDA is commonly used by the financial markets for

high frequency trading.

2.13 High-frequency trading

High frequency trading refers to trading at very high frequencies, but there is still no single
definition. The US Securities and Exchange Commission (SEC) and the US Commodity Fu-
tures Trading Commission (CFTC) define a high frequency trader as a proprietary trading firm
that uses high speed systems to monitor market data and submit large volumes of orders. The
European Securities and Regulation Commission (CESR) considers high frequency trading to
be a form of automated trading, using sophisticated computer and IT systems to execute trades
at millisecond speeds and hold positions briefly during the day, profiting from trading financial
instruments between different trading platforms at ultra-high speeds. High-frequency trading
refers to computerised trading that seeks to profit from extremely short-lived market move-
ments that people cannot take advantage of. In recent years, high frequency trading has seen
rapid growth. In the United States, high-frequency trading accounts for over 70% of the total
equity trading volume. The same trend is evident in Europe, where the number of contracts

traded at high frequencies has experienced exponential growth [86].

Despite the minimal profits from a single trade, high-frequency traders make huge profits
by using computers to place and withdraw orders up to tens of thousands of times per sec-
ond, either by pre-empting trades or by programming the logic to be fixed and completing

operations as soon as market information enters. High-frequency trading can free up the mar-
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ket’s hidden liquidity and increase its liquidity. High-frequency traders can play the role of
formal or informal market makers placing simultaneous limit orders to buyers and sellers on
limit sheets, which provides liquidity to market participants trading at the same time. High-
frequency trading results in lower bid/ask spreads in the market. The spread is the difference
in price between buying and selling an investment product, which is the cost of trading to the
investor. However, for regulators, high-frequency trading is difficult to control effectively and
regulation is more difficult.

Due to the boom in high-frequency trading in recent years, the study of it has become a
major area of interest for financial practitioners. Brogaard, Hendershott and Riordan examined
the role of high frequency traders in price discovery and price efficiency [87]. In general,
HFTs promote price efficiency by trading in the direction of permanent price changes and in
the opposite direction to transient pricing errors, both at average prices and on the highest
volatility days. They argue that the direction of trading in high-frequency trading is related
to public information, such as macro news announcements, market-wide price movements
and limited order books. High-frequency trading is also widely used in the foreign exchange
market. Golub, Dupuis and Olsen outlined key insights from the academic literature on the
fundamental mechanisms of the foreign exchange market and the impact of high-frequency
traders in the foreign exchange market and discuss actual market events where there are short-
term price disruptions [27]. They focus on the behavior of the relevant high-frequency traders.
They also propose a new approach to achieving price stability. They suggest that a limit order
thin queuing system rewards market participants by offering competitive two-way prices. The

results of the simulations suggest that this may well enhance market stability.



Chapter 3

Opinion formation, herding and market

stability

3.1 Introduction

Our research in this chapter attempts to study crashes and bubbles by using an agent-based
model that reflects traders’ (agents’) opinions and herding behavior. The agents are located
on a social graph and trade only one stock in the simulated market. A single stock assumption
limits the liquidity of the markets we model. While liquidity is probably a catalyst in the
development of crashes and bubbles, it may not be the nucleating and triggering factor [54].
We aim to find the crashes and bubbles by observing the changes in the price of this stock
under different levels of trust of agents [88]. Specifically, we try to explore crashes and bubbles
by connecting social graphs, opinion formation, and markets. We set a parameter similar to
the degree of stubbornness of agents. A higher level of agent stubbornness means that the
agent is more likely to believe in itself than its social connections. By varying the value of
this parameter, we observe how the stock price changes for agents with different levels of
stubbornness. We use Maximum Drawdown to define crashes and bubbles [66]. Our results
allow to relate crashes and bubbles and their duration to different levels of stubbornness in

cliques social graph.

We use ABM to connect two complex dynamics in financial markets. The first is concerned

25
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with how traders’ decisions are influenced by their professional connections. We adopt a
model of opinion dynamics, introduced in [89] building upon the seminal work of DeGroot
[45], and studied extensively by the community working on incentives in a multi-agent system,
see, e.g., [46,48]. In this model, each agent (modeling a trader) needs to balance its own
personal belief about the future movement of a financial asset with the opinions of the other
traders in the market. The interplay between steering (acting upon personal belief) and herding
(acting upon the wisdom of the crowd) is in fact the second dynamic we want to study. To
capture this, we link the opinion dynamics with trading decisions, which naturally define
market price dynamics. In this setup, we study the emergence of herding in financial markets,

as a function of the structure of the social network of traders.

We will use empirical game-theoretic analysis to validate our results and explore some
new relationships between stubbornness and crashes and bubbles. We compute the equilibria
of the game, where agents decide at each step whether to follow or steer, for a variety of social
graphs. Once we reach a stubbornness equilibrium, we observe how the stock price changes by
using our ABM. We further assess how herding (or lack thereof) affects markets by studying
crashes and bubbles. Our results overall confirm that at equilibrium, the more traders are
connected in the social network the more likely it is that herding will occur. However, herding
will not cause substantial price movements in the market unless the social graph is a clique. In
this case, in fact, we find that a minority of agents will maintain a high level of stubbornness

at equilibrium, which will lead to a few bumps in the price time series.

An idealised market environment is simulated in our experiments. In such a market, all
participants have access to perfect information and are rational in their decision making, seek-
ing to maximise their individual utility. Although real markets are often more complex and
vulnerable to imperfections and external factors that can deviate from the idealised market
in various ways. But idealised markets can be a useful benchmark for analysing real mar-
kets. Understanding the differences between ideal and real markets can help promote market

efficiency. In Chapter 4 and 5 we will simulate a more realistic market.
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3.2 An agent-based model (ABM) of Opinion Formation

We try to make some adjustments based on a paper that we mention in Section 2.7 [54]. In our
model, public news is included in private information. Moreover, in our experiment, we use a
fully connected clique. More neighbors of the agent can make the agent’s opinion formation
more realistic and allow a more complete study of herd behavior. We also used a new agent-
based model of opinion formation inspired by [48].

We set up a fixed number of N agents who are buying and selling a stock. As mentioned
in [54], this can be thought of as a market portfolio, trading in an organized market coordinated
by market makers. At each time step, the agent may trade or hold. We focus on understanding
the detailed issues behind bubbles and crashes.

The information that underlies an agent’s decision is limited to two sources (neighbors
and themselves) and the returns that have been realized. Our agent will use all available

information to maximize profits.

Figure 3.1: G= (N,E)

2
2
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In our experiments, the decisions made by agents at each time step depend on their opinion
at the current time step.We denote the opinion for agent i at time step 7, as s;(¢) € [0, 1]. The
graph G = (V,E),V = N, is undirected with E = {(i, j)|i,j € N}. Figure 1 represents a clique
where E =V x V. N; as the neighborhood of i in G, i.e., N; = {j € V|(i, j) € E}. For cliques,
we have N; = V' \ {i}. We assume that agents are aware of each other’s decisions at the last

time step.

3.2.1 Two sources of information for opinions

At each time step, the agents examine and weigh their available information (including public
news) to form their own private opinion on what the future price variation will be. Based on
their private opinion, they decide whether to trade or remain inactive. The information they
use has two different origins.

Private information. The first source of information is private information denoted by b;(t),
which is information obtained by agent i at time ¢ in its own unique ways, but which is not
public. It reflects each agent’s particular subjective view of the stock’s future performance.
Intuitively, b;(¢) can be seen as a belief of agent i about the stock; the bigger b;(r) the more the
agent believes that the stock will increase in value (and then need to be bought). The private
information b;(t) is different for each agent and there is no correlation between each agent’s
private information; moreover each b;(¢) changes with the time step ¢.

Neighbor information. The second source of information is provided by the past decisions of
other agents at time ¢, s j(t), for je Nand ¢t < T, we let T denote the trading horizon. With
limited access to information and limited bounded rationality, some argue that imitating others
is optimal [90]. In our model, motivated by work in game theory, agents gather information
on the opinions of their “neighbors” in their social network and incorporate it as an ingredient

into their trading decisions.

3.2.2 Opinion formation

The cost of the opinion s;(¢) for agent i at time step ¢ is denoted by C(s;(¢)) [48]. It represents
the degree of match between the opinion of the agent i and the information it receives. The

smaller the gap between its opinion and the two sources of information, the lower the cost to
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the agent.

Z][\(];jl)eE,i7éj] [Si(t) — Sj(t — 1)]2
|Ni]

C(si(t)) = (1— a)[si(t) — bi(1)* + 3.1)

As we can see in (3.1), [s;(t) — b;(t)] means the difference between the opinion of agent
i at time ¢, (s;(¢)) and the private information it got (b;(r)); a denotes that how much agents
trust their neighbors, o € [0,1]. A bigger a represents more trusting other agents’ opinions,
and vice versa. In this experiment, we limited each agent to only two sources of information
(private information and neighbor information) in the market. So (1 — a) means the agent’s
level of trust in itself; this is what we call stubbornness. The value of s;(¢) at the minimum
of C(s;(t)) is the optimal opinion chosen by our agent i at time ¢. In this sense, traders are

rational as they minimize their costs.

3.2.3 Trading decision

Buy or sell. we now relate the opinions to the trading decisions in terms of decision and size.
The signal for the trading is determined by the opinion s;(¢) for agent i at time 7. We set a
buying threshold thp and a selling threshold thAg, both in [0, 1], with thg > thg. They can be
seen as the agent’s risk tolerance in each experiment. When s;(¢) > thp, the agent i will buy
the stock. When s;(¢) < thg, the agent i will sell the stock. When thg < s;(t) < thp, the agent i

will hold, as shown in Figure 2.

Figure 3.2: Trading decision

ths ths
Hold

JETEEE B e S

0 Sell Buy 1 si(t)

Trading size. The assets of agent i consist of the amount of cash it holds, cash;(t), and the

number of stocks traded in the market, stock;(t); price(t) is the price of the stock of time 7.
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When an agent decides to buy, it uses a fixed fraction g of its cash to buy stocks. When an

agent decides to sell the stock, it sells a fixed fraction g of its stock. Therefore, its action A;(¢)

and the direction B;(t) of its decision is made by:

If 5;(t) > thg
cash;(t)

price(t)
Bi(t) = +1(buying)

Ai(t) =g

If 5;(t) <thg
Ai(t) = g - stock;(t)

Bi(t) = —1(selling)

3.2.4 Price clearing

(3.2)

(3.3)

(3.4)

(3.5)

When all the agents have completed the transaction, a new price is created. In the following

formula (3.6), r(t) is the average of the stock return; y represents the relative impact of the

excess demand upon the price. We assume for simplicity the existence of a market maker,

who accepts all transactions from agents and has an unlimited amount of cash and stock. The

assumption makes sense for markets with many high frequency traders, providing liquidity to

the market. The price is determined by:

=
=

log|price(t +1)] = log[price(t)] + r(t)

(3.6)

(3.7)

In (3.6), we assume that the linear market impact function is a rough approximation of a

time scale that is significantly larger than the trade-by-trade time scale on which the nonlinear

impact function is observed [91]. This is similar to [54].
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3.2.5 Cash and stock

We assume a frictionless market that has no transaction costs. When the return and new price
of the stock are determined by (3.6) and (3.7), the amount of cash and stock held by agent i

will be determined by the following formulas:

cash;(t) = cashi(t — 1) — A;(t) - price(t) - Bi(t) (3.8)

stocki(t) = stocki(t — 1) +A;(t) - Bi(t) (3.9)

3.2.6 Crashes and bubbles

To the best of our knowledge, there are no accepted quantitative definitions of these concepts.
The definitions of crashes and bubbles in our research are based on changes in stock prices
inspired by the financial concept of Maximum Drawdown. We let P, and P,;, denote max-
imum and minimum stock prices in a suitable time interval, they are initially set at price(0).
We let P, denote a shorthand for the current price at time ¢, price(t). We assume that there are
two thresholds &;, and 8,,;. These two thresholds allow to study different market conditions.
When the stock price trends downwards, J;, is the percentage decline in stock price, used to
determine the starting point of the crash and J,,, is the growth after the stock price reaches
its lowest point, used to determine the end point of the crash; &;, and J,,, are similarly used
to determine where bubbles start and end when stock prices tend to rise. The point-in-time at
which the crashes and bubbles begin is named #;,, and the point at the end of the crashes and

bubbles is named ?,,;.

We let t,,,, denote the time step in which the price was P, and #,,;, be the time step when
the price was P,;;,. Our notion of crash is given in Algorithm 1. The duration of this crash
is from #;, to t,,,. When 8; > J;, and &, > &, there is a crash, see Figure 3.3. Bubbles are
defined similarly in Algorithm 2. When &3 > §;, and 84 > 0,,, there is a bubble, see Figure
3.3.

In the other case, as shown in Figure 3.4, although 8; > 6;, and 03 > J;,, & < 8,y and &, <
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Algorithm 1 Definition of crash
Let 31 — Bnax—Pinin , 62 — B —Buin

Prax Poin

while 51 > 5,',1 do
tin < timax

| Tout < lmin

end
end
Crash in [, fous ]
Set Pax < Puin

Algorithm 2 Definition of bubble
Let 3 = Ty T 6, = B T
while 53 > 51',1 do

tin < tmin

if 84 > 6,,; then
‘ t{)ut <_ tmax

end
end
Bubble in [fi,, fou]
Set Puin < Puax

Figure 3.3: Definition of crash and bubble

bubble time step

crash




3.2. An agent-based model (ABM) of Opinion Formation 33

Figure 3.4: Another situation

price A

(B52>8in) \\_ l

time step

Oout» there are no crashes or bubbles. In our experiment, &1, &, 63 and 8, are the proportion

of changes in stock prices.

3.2.7 Set up parameters

Our agents will invest a certain proportion of their cash in the only stock traded in the market.
Thus, when most agents buy the stock with their money, the local maximum value of the
stock’s price is reached. Until there are few agents to buy the stock, the price of the stock will

peak, after which its price will fall.

Basic parameters. Our experiment is based on [54], in order to observe the difference and
connection between the two sets of experimental results. The graph G = (V,E) is a clique.
We let T denote the trading horizon and set 7 = 10,000 in our experiments, this is the same
as Georges’s experiment. In our simulations, we fix the number of agents in the system to
N =100, y=0.25, the fraction of their cash or stocks that investors trade per action to g = 2%.
This means that each agent has 99 neighbors, which is enough to support us through the later

experiments. The initial amount of cash and stocks held by each agent to cash;(0) = 1 and
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stocki(0) = 1; price(0) = 1. For the value of the private information, b;(r), we use random
values from 0 to 1 because the private information changes with every time step and each
agent has different personal information. However, this does not mean that the agents change
their minds at every time step. The agents just get different information about the stock at

every time step.

Trading threshold. Because the agents in our experiment have only three trading strategies
(buy, sell and hold), we set thg = %, thsg = % That means when the opinion for agent i at time
step ¢, s;(t) > %, the agent i will use its cash at the rate of g to buy the stock. When s;(¢) < 3,
agent i will sell g of its stock. When the value of < s;(¢) is between % and %, the agent will not

trade, it will keep its cash and portfolio unchanged.

Oin and J,,;. As mentioned above what we try to find is the duration of crashes and bubbles
that occur in the market. In fact, crashes can occur with small changes in stock prices [92]. As
the value of &, and J,,, become smaller, the probability of crashes and bubbles will become
higher. If we try to change the value of crashes and bubbles, we will get results under dif-
ferent market environments. In our experiments, we try to explore the impact of agents with
different levels of stubbornness on market stability. In order to better observe the results of
the experiment, we do not need large changes in stock prices to define crashes and bubbles.
As from Section 3.2.6, §;, and J,,, determine the market crash and bubble’s in point and out

point. In our experiment we set 0;, = 5%, Oy = 2.5% [65,93].

3.2.8 Results

We did this experiment by picking different values of &. For each different o, we run 100
simulations and then we take the average of the prices at each time step. To make the experi-
ment fairer and more convincing, we used the same set of data of b;(¢) for each different value

of a.

In Table 3.1 and 3.2, we can clearly see the number and timing of crashes and bubbles at
different values of &. When o = 0, the stubbornness of agent i reaches its maximum. That
means agent i only trust itself, s;(¢) depends entirely on its private information (b;(¢)). When

a > 0.7, few agents trade in the market. The price of the stock remains almost unchanged.
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Table 3.1: Results
Crashes and bubbles in different a

Value of a Number of crashes Number of bubbles
0.1 0 0
0.2 2 0
0.3 4 1
04 5 1
0.5 5 1
0.6 8 7
0.65 8 9
0.7 1 0

Table 3.2: Duration steps of each Crash and Bubble

Value of o Duration of crashes Duration of bubbles

0.1 none none

3127, 3894 none
2, 2481, 4512, 2045 90
3,1913,1907, 2915, 1817 169
4,1972, 2072, 2708, 1490 129

5, 855, 679, 538, 1126, 906, 1253, 535 149, 96, 75, 383, 548, 164, 500

7,256, 372, 344, 327, 620, 297, 129 | 712, 390, 670, 730, 212, 298, 592, 427, 403

10 none
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We find that four states emerge, depending on how much the agent is influenced on average
by its neighbors (controlled by «). With small o systems (low herding regime), agents are
sometimes influenced by the news and sometimes by their neighbors. But since by default
they have little or no trust in their neighbors, they do not over-imitate them. Agents’ decisions
are largely determined by their private information. As shown in Figure 3.5, the stock price is

relatively stable and tends to fall.

By increasing o above a certain threshold, the system enters a second state in which agents
on average pay more attention to the information of their neighbors than their private infor-
mation. Because agents are always trying to better match their decisions with the information
they receive, it makes sense for agents to follow the majority and “surf” during bubbles or
crashes. This process is characterized by the fact that agents’ strategies are locally adjusted
to market sentiment and therefore fluctuate greatly from the underlying price. As shown in
Figure 3.6, the red part denotes crashes and the green part denotes bubbles, it is the same for
the following figures. We can see there are 5 crashes and 1 bubble occurring under this regime,

but stock prices still tend to decline.

As we continue to increase the value of o, the system will enter a third state. In this regime,
the agent pays more attention to information about its neighbors. As a result, the underlying
price of the stock is still highly volatile and there are many crashes and bubbles. However, as

shown in Figure 3.7, the stock price is rising.

It is not until the value of & increases to another threshold that the system enters the fourth
state. In this state, agents are reluctant to trust private information about themselves. Instead,
they are more willing to trust their neighbors’ information. As noted above, the agents’ de-
cisions at the beginning of the experiment depended heavily on their private information. As
the time steps increases, few agents are inclined to trade, and they are more likely to hold their

stocks. As a result, as shown in Figure 3.8, stock prices fluctuate little and trend upward.

In general, our model is like an efficient market, except that during bubbles and crashes
these huge price changes occur. As the value of o increases, the stubbornness of agents
reduces and the likelihood of crashes and bubbles increases. This is similar to the conclusion

of [54]. The difference is that when the value of o reaches a certain threshold, there are very
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price

Figure 3.5: Price time series when o = 0.1
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Figure 3.6: Price time series when o = 0.6
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price

price

Figure 3.7: Price time series when o = 0.65
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Figure 3.8: Price time series when o = 0.7
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few agents in the market who will trade and the stock prices will not change much. In the
experiment, we have another interesting discovery. The price of stocks in the market will
always tend to decline until the value of « is bigger than a certain threshold. At this point, the

price of the stock will tend to increase.

3.2.9 The initial flash crash

We can see there is a flash crash in the first few time steps, as is shown in Figure 3.9. One of our
conjectures is that the large difference from the base price at the beginning of the experiment
stems from private information. A similar set of private information (including news) appears
randomly in order to push prices in one direction and begin the process of synchronization of
agents. This is realistic because economic news tends to be consistent. As a result, traders are
either confident (a string of good news) or overly pessimistic (a string of bad news) about the
future of the economy and they will push stock prices in one direction. Once the market reacts
to a sharp drop in stock prices and they trust their neighbors’ information, they will mimic

their neighbors’ decisions and produce the same behavior as in our model.

Figure 3.9: Price time series when o = 0.5
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Through our experiments, we find that the reason for the flash crash is the price of the stock
is actually calculated at the first time step. In Figure 9, our initial price is 1 (price(0) = 1).
When ¢ = 0, the opinion of agent i is only decided by b;(t) as shown by formula (1). We use the
same set of b;(¢). In this set of data, there are a lot of b;(¢) that are smaller than thg in the first
few time steps. That means that a lot of agents will choose to sell the stock at the beginning of
the simulation. This leads to a flash crash at the beginning. As agents in the market continue
to trade, the market quickly returns to normal. This also reflects the self-regulating function

of our simulated markets.

As shown in Figure 3.10, in our experiment, the average of the first five time steps of b;(¢)
is 0.31. That is smaller than thg. The average of each time step of b;(¢) is 0.47 as shown in
Figure 3.11. So we try to use a set of private information where the average of b;(¢) for the
first few time steps is less one-sided as shown in Figure 3.12. The average of the first five time

steps of b;(¢) is 0.5. The average of each time step of b;(¢) is also 0.5.

Figure 3.10: First 100 time steps of b;(t)
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Figure 3.10 shows the average of the first 100 time steps of private information, b;(r). The

red part is the average of the first 5 time steps of b;(¢).

Figure 3.11: Distribution of original set of b;(t)’s
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We rerun the experiment with a new set of private information at oc = 0.5, see Figure 3.12.
The result of the experiment is as expected. The flash crash at the beginning of the experiment

disappeared, see Figure 3.13:

Figure 3.13 shows the price change of the stock when a = 0.5 by using the new set of
bi(t). There are 4 times crashes and no bubble. As we can see in Figure 3.11 and Figure 3.12,
in both the original and new set of private information, the value of b;(¢) is more clustered in
[0,0.3]. This could be the reason for the overall downward trend in stock prices. It is only
when the value of o reaches a certain threshold that the herding of agents comes into play

leading to an upward trend in stock prices even though everyone is pessimistic.

3.2.10 Different opinion formation rules

In (3.1), the denominator is |N;|. We think that this denominator is going to cause opinions
that are not too linked to our graph since we take the average of the difference between agent

i and its neighbors. So we try to change our opinion formation to :
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Figure 3.12: Distribution of new set of b;(¢)’s
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Figure 3.13: oo = 0.5 with new b;(r)
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N
Csi(t)) = (1—a)[si(t) =i+ Y, [si(t) = st — D] (3.10)

[(i.))€E,i#]]
The results show that agents in the market only trade when the value of « is very small.
As we discussed earlier, the clique is too strong for (3.10) and herding occurs for very small
values of . This is not an effective opinion formation rule. As shown in Figure 3.14, when
o = 0.021 the stock price fluctuations reach their maximum. At this point, we get 13 crashes

and 13 bubbles. The market never moves significantly when o is more than 0.27.

Figure 3.14: Price time series when o = 0.021
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3.3 Empirical Game Theory Analysis (EGTA)

In the real market, traders cannot all have the same level of stubbornness in every trade as we
set out above. Every trader should have their own choice. For simplicity in this chapter, we

will consider a small game to see the extent to which incentives change our result. In Chapter
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5, we look at a more general setup. In our game, we start by identifying three strategies and
find a Nash equilibrium in the game by calculating the average payoff of the agents under each
strategy. Crashes and bubbles occurring when the market is in equilibrium are then observed

based on the number of agents choosing each strategy.

3.3.1 An example of Nash equilibrium calculation

Calculating a Nash equilibrium using the Empirical Game-Theoretic Analysis (EGTA) method
is a data-driven process that involves several steps. Let’s go through a step-by-step example
using a simplified scenario:

Step 1: Define the Game. Let’s consider a version of the classic “Prisoner’s Dilemma”
game. There are two players, Player A and Player B. They each have two strategies: “Coop-
erate” (C) or “Defect” (D).

Step 2: Parameterized strategic space. Define the strategy space for Player A and Player
B. In our example, they have two strategies each: “Cooperate” (C) and “Defect” (D).

Step 3: Generate Data. We need to collect real-world data or data from simulations that re-
flect how Player A and Player B make decisions in the game. This can be based on observation
or experimentation.

Step 4: Estimate Empirical Game. Use the collected data to estimate empirical payoffs
for each strategy profile. The empirical payoffs are based on the frequencies of observed

outcomes. The payoff matrix for this game is shown in Table 3.3

Table 3.3: The payoff matrix for this game

Player B
m Cooperate (C) Defect (D)

Cooperate (C) (3.3) (0.5)

Defect (D) (5.0) (1.1)

For Player A choosing “Cooperate” and Player B choosing “Cooperate”, we assume that

in three simulations of the strategy profile (C, C) we get payoffs (2, 2) (3, 3) and (4, 4). Then
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the empirical payoff will be the average A: 3, B: 3 (3, 3). Similarly, for Player A choosing
”Cooperate” and Player B choosing ”Defect”, the empirical payoffs are A: 0, B: 5 (0, 5).

Step 5: Use a solver to compute the equilibrium. Analyze the empirical game to identify

Nash equilibrium. In our example, you can calculate the following:

For Player A: The best response to Player B choosing “Cooperate” is “Defect” (D). The

best response to Player B choosing “Defect” is also “Defect” (D).

For Player B: The best response to Player A choosing “Cooperate” is “Defect” (D). The

best response to Player A choosing “Defect” is “Defect” (D).

Given the analysis, the strategy profile (D, D) is a Nash equilibrium since neither player

has an incentive to unilaterally change their strategy.

3.3.2 Three Strategies

In our experiments, each agent has three strategies to choose from. They are “Imitation”,
“Neutral” and “No imitation”. As mentioned above, a higher level of agent stubbornness
means that the agent is more likely to believe in itself. This means that we can define these
three strategies in terms of the value of a. For example, we use o = 0 to represent the “No
imitation” strategy. Then we choose a higher value of « to represent the “Imitation” strategy.
The value of « for the “Neutral” strategy can be chosen within the interval of the o values of

the two strategies mentioned above.

3.3.3 Payoffs

As we mentioned above, the amount of cash and stock held by agent i will be determined by
3.8 and 3.9. So the total assets of agent i at time step ¢ will be determined by the following

formula:

Zi(t) = cash;(t) + stock;(t) - price(t) (3.11)

Then the total payoff of agent i after ¢ time steps will be determined by:
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Ri(t) =(Zi(1) = Zi(0))+ (Zi(2) = Zi(1)) + - -+ (Zi(t) — Zi(t — 1)) 3.12)
= 2(1) ~ (0) |

3.3.4 Basic experiment setup

Our experiments were carried out on the basis of all the above settings. We went 10,000
time steps per experiment which means that 7 = 10,000. In our experiments, each agent can
choose one of the three strategies per experiment. At the end of each experiment, according to
3.11 and 3.12, we record the number of agents who chose each strategy and their average total
payoff, respectively. By varying the number of agents for each strategy, we obtained each of
the possible scenarios and their average total return. We then use EGTA to process these data
analytically and find the Nash equilibrium. We will then observe the crashes and bubbles that

occur in markets at these Nash equilibrium points.

3.3.5 Choice of the value of

Based on the results of Table 3.1, it is easy to see that when the value of a exceeds 0.7,
the price of the stock only fluctuates very little and only very few crashes or bubbles occur.
After several tests, we have determined that the price of a stock will no longer change when
a = 0.75. So we set o = 0.75 as one of the strategies, called “Imitation”. Similarly, the
results of Table 3.1 show that when the value of o exceeds 0.5, there are significantly more
crashes and bubbles in the market and the fluctuation of price becomes greater. Therefore we
set oo = (.5 as the second strategy, called “Neutral”. The last strategy is “No imitation” and it

is represented by o = 0.

3.3.6 Results of EGTA

To make our results more robust, we run 100 simulations for each different profile and get
the average payoff of the agents choosing each strategy. In each of these 100 simulations, we
used completely different sets of private information (b;(t)), and for each profile, we used the
same 100 sets of b;(¢). Figure 3.15 shows the Nash equilibrium that we obtained. The triangle

represents the strategy space in two dimensions. The points in the triangle represent the unit



3.3. Empirical Game Theory Analysis (EGTA) 47

simplex strategy. The vertices represent the pure strategies. The open circle in the triangle
represents a Nash equilibrium. Each line represents a trajectory that starts from an Original
strategy and then applies the function repeatedly until it reaches an equilibrium. By looking
at the dynamic trajectory of the agents’ choice of strategy in the figure we can find two Nash
equilibrium points. At the first point we have 92 agents choosing “Imitation” strategy, 0 agents
choosing “Neutral” strategy, and 8 agents choosing “No imitation” strategy. And at the second
point we have 93 agents choosing “Imitation” strategy, 7 agents choose “Neutral” strategy and

0 agent choose “No imitation” strategy.

Figure 3.15: Nash Equilibrium

No imitation

Imitation Neutral

With these two equilibrium points, we obtain the results shown in Figure 3.16 and 3.17.
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There are 3 crashes and 4 bubbles at the first Nash equilibrium, 1 crashes, and 3 bubbles at the

second Nash equilibrium.

3.4 Different social connections between agents

In the above experiment, we set up 100 agents that are connected to each other. This means
that each agent has 99 neighbors. To round out our experiment, we will try to use different
social graphs. We can change the way agents contact each other so that the information they
get about their neighbors changes. We obtain the Nash equilibrium points as shown in Figure

3.18:

Figure 3.16: Crashes and Bubbles at the first Nash equilibrium
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In Figure 3.18, ‘x-a-group’ represents a graph where each group has x agents and each
agent has x — 1 neighbors. The graph is a ring where agent i has en edge with the nearest

x — 1 agents. For example, the “10-a-group” as it appears in Figure 3.18 represents that each
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Figure 3.17: Crashes and Bubbles at the second Nash equilibrium
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agent knows the opinion of 9 other agents. In other words, each agent has 9 neighbors, and
so on. As shown in Figure 3.18, each social connection has multiple Nash equilibriums. To
better study the extent to which social connections between market participants affect market
stability, we will choose the point with the lowest price volatility for each social connection
as the Nash equilibrium point for this social connection. In Chapter 4 and 5 we do not need to
choose the Nash equilibrium because the Nash equilibrium of different social connections is
unique. We use the average standard deviation of prices to express price volatility (we run 100
times for each Nash equilibrium). As shown in Figure 3.15, there are two Nash equilibriums
at this social connection. The price volatility of these two Nash equilibrium points are 11%
and 13% respectively, and we choose the point where the price volatility is 11% as the Nash
equilibrium point of this social connection. In the same way, the Nash equilibrium of each

social connection is shown in Table 3.4.

As shown in Table 3.4, as agents get more of their neighbors’ opinions more people choose

the “Imitation” strategy. This is quite understandable, traders are easily influenced in their
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Figure 3.18: Nash equilibria for different graphs
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judgment by outside information in real life. This means that in the real market, the more
information traders have about others, the more they will want to imitate them. In Table 3.4
we can see that at “90-a-group” no agent chose the “No imitation” strategy, which just proves
that agents are also becoming more rational in our experiments. At “100-a-group” we find 8
agents choosing the “No imitation” strategy. That means when each agent is given almost the
same information, there will always be a few agents who believe that imitation does not yield

higher returns. So they choose to trust their own private information.

The data in Table 3.5 shows that the more neighbors agents have the fewer crashes and
bubbles there will be in the market. In particular, there is no crash or bubble at “90-a-group”.
This result indicates that when most people in the market are willing to imitate others and
no one believes their own private information, the market will reach a relatively stable state.
At “100-a-group”, as we mentioned above, each agent is aware of all the other agents’ infor-
mation. In our experiments, agents who choose the “No imitation” strategy means they only
trust their own private information, b;(f). The value of b;(z) is random from O to 1. In other
words, at “100-a-group” when a few agents who choose the “No imitation™ strategy make
some random decisions other agents are trying to imitate their decisions. This is why there

were 3 crashes and 4 bubbles in the market at “100-a-group”.

When we relate Table 3.4 to 3.5, it is easy to see that as agents are given more information,
more agents choose the “Imitation” strategy. Crashes and bubbles that occur in the market
also decrease as agents are given more information. This means that as agents are given more
information, the more willing they are to imitate others and the less volatile the price of the
stock. In general, the less neighbors’ information the agents have in our experiments the more
unstable the market becomes. But when every agent in the market knows all the other agents’
information, there will still be crashes and bubbles in the market. The market reaches its most

stable state at “90-a-group”.

Figure 3.19 shows the percentage of agents who chose each strategy at ‘10-a-group’ and
20-a-group’. Based on the information in the graph we can see that the largest number of
agents chose the “No imitation” strategy, with very few agents choosing the other two strate-

gies at ‘10-a-group’. And at ‘20-a-group’, the number of agents choosing the “Imitation”
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Table 3.4: Number of agents at Nash equilibrium

Agents of Agents of Agents of No

Imitation Neutral imitation
10-a-group 4 4 92
20-a-group 36 5 59
30-a-group 92 4 4
40-a-group 92 0 8
50-a-group 94 0 b
60-a-group 94 0 3]
/0-a-group 93 0 7
80-a-group 94 0 b
90-a-group 98 2 0
100-a-group 92 0 8

Figure 3.19: 10-a-group and 20-a-group
10-a-group 20-a-group

.
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strategy increases significantly.

Figure 3.20: 30-a-group and 40-a-group
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At ‘30-a-group’, as shown in Figure 3.20, the agents choosing the “No imitation” strategy
become very few, while those choosing the “Imitation” strategy become the most numerous.

Very few agents choose the “Neutral” strategy at ‘40-a-group’.

Figure 3.21: 50-a-group and 80-a-group
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As we can see in Figure 3.21, the proportion of agents choosing each strategy remains
almost unchanged as our social graph gradually changes from ‘50-a-group’ to ‘80-a-group’.
The majority of agents still choose the “Imitation” strategy and we hardly see any agents

choosing the “Neutral” strategy.



54 3.4. Different social connections between agents

Figure 3.22: 90-a-group and 100-a-group
90-a-group 100-a-group
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Figure 3.22 shows the agent’s choice of strategy at ‘90-a-group’ and ‘100-a-group’. In
Figure 3.22 we can see that at ‘90-a-group’ almost all agents have opted for the “Imitation”
strategy and no agent chose the “No imitation” strategy. At ‘100-a-group’ we can find several
agents chose the “No imitation” strategy. That means when each agent is given almost the
same information, there will always be a few agents who believe that imitation does not yield

higher returns. So they choose to trust their own private information.

According to the information given in Figures 3.19 to Figure 3.22, we can find that as
agents get more information from neighbors the more people choose the “Imitation” strategy.
This is quite understandable, traders are easily influenced in their judgment by outside infor-
mation in real life. This means that in the real market, the more information traders have about
others, the more they will want to imitate them.

Based on the data in Table 3.4, we record the number of crashes and bubbles that have
occurred in the market in Table 3.5:

Based on the data at Nash equilibrium of different social graphs, we record the number of
crashes and bubbles that have occurred in the market in Table 3.5. The data in Table 3.5 shows
that the more neighbor information agents get the fewer crashes and bubbles there will be in
the market. In particular, there is no crash or bubble at ‘90-a-group’. This result indicates
that when most people in the market are willing to imitate others and no one believes their

own private information, the market will reach a relatively stable state. At ‘100-a-group’,
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Table 3.5: Crashes and Bubbles at equilibrium in different graph

Different graph Number of crashes Number of bubbles
10-a-group 13 9
20-a-group 6 3
30-a-group 2 3
40-a-group 1 5
50-a-group 2 3
60-a-group 1 3
70-a-group 0 3
80-a-group 0 P
90-a-group 0 0
100-a-group 3 4

as we mentioned above, each agent is aware of all the other agents’ information. In our
experiments, agents who choose the “No imitation” strategy means they only trust their own
private information, b;(t). The value of b;(¢) is random from O to 1. In other words, at
‘100-a-group’ when a few agents who choose the “No imitation” strategy make some random
decisions other agents are trying to imitate their decisions. This is why there were 3 crashes

and 4 bubbles that occurred in the market at ‘100-a-group’.

As for the singularity of the ‘90-a-group’, as we stated above (Figure 3.22) when each
agent is essentially endowed with progressively more information from ‘30-a-group’ to ‘80-a-
group’ as shown in Figure 3.19 to Figure 3.21, there will always be a few agents who believe
that imitation will not yield higher returns and choose to trust their own private information.
However, in the case of ‘90-a-group’, the opinions of other traders are not ignored; we can
speculate that this is because the herding is maximized for this setting. Basically, all agents in
the market choose the “Imitation” strategy, but few prefer to keep a positive weight for their
belief. This changes in the ‘100-a-group’, where every agent is given the information of the

other 99 agents. In this full information setup, some agents remain stubborn.
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Crashes and bubbles that occur in the market also decrease as agents are given more infor-
mation. This means that as agents are given more information, the more willing they are to
imitate others and the less volatile the price of the stock. In general, the less neighbors’ infor-
mation the agents have in our experiments the more unstable the market becomes. But when
every agent in the market knows all the other agents’ information, there will still be crashes

and bubbles in the market. The market reaches its most stable state at ‘90-a-group’.

3.5 Changing risk attitude and trading size

3.5.1 About the risk attitude

As from Section 3.2.3, when thg < s;(t) < thp, the agent i will hold. We can think of (thp —thg)
as the ‘risk aversion‘ of the agent. When the value of (thp —thg) is bigger, it means the agents
are more likely to want to avoid the risk and vice versa. We set thg = % and thg = % in the
above experiment. To explore what effect different risk attitudes have on the results of our
experiments, we try to move the threshold of trading to thg = %, thg = %, thus capturing risk
seeking traders. This also allows to check the robustness of our ABM; the riskier the traders
the more volatile the market should be.

No matter the social graphs we get the same result at equilibrium that there are 4% agents
choosing the “Imitation” strategy, 4% agents choosing the “Neutral” strategy, and 92% agents
choosing the “No imitation” strategy. This means that when the trading risk is high enough,
most agents will not want to imitate their neighbors no matter how much neighbors’ informa-
tion they are given. The number of crashes and bubbles that occur in the market at any given
social graph remains virtually unchanged. This is because when the vast majority of agents
choose the “No imitation” strategy, their decisions depend on their private information, b;(t).
We used the same b;(t)’s for each different social graph in our experiments. This resulted in
the number of crashes and bubbles being similar in each of the social graphs. We got 8 crashes
and 4 bubbles in this experiment, which is higher than the data in Table 3.5. This confirms
that high risk makes markets unstable.

Then we change the threshold of trading to thp = %‘, ths = % This means that trading

in the market has become less risky. The results of the experiment were very similar to the
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results in Section 3.4. They have the same pattern which is at ‘10-a-group’ and ‘20-a-group’,
the majority of agents in the market choose the “No imitation” strategy and from ‘30-a-group’
to ‘80-a-group’ The choice of agents hardly varies much. In this state, approximately 94% of
agents choose the “Imitation” strategy and 6% agents choose the “No imitation” strategy. The
result of ‘90-a-group’ and ‘100-a-group’ is similar to Figure 3.22. At ‘90-a-group’ almost all
agents have opted for the “Imitation” strategy and no agent chose the “No imitation” strategy
and several agents chose the “No imitation” strategy at ‘100-a-group’. From these results, we
can see that, unlike in the high-risk state, the pattern of agents’ choice decisions in the low-risk

market is very similar to that in Section 3.4, especially the singularity of the ‘90-a-group’.

3.5.2 About the trading size

In our experiment, the fraction of cash or stocks that investors trade per action g as mentioned
in Section 3.2.3 is the same for all agents following [54] and g = 2%. When we change g to
1%, crashes and bubbles in the market have become less frequent. When we increase g to 5%,
the number of crashes and bubbles will increase with g. Then we randomly choose g from 1%
to 5% for each agent of different social graphs and get the Nash equilibrium. The results are
nearly the same as the Figure 3.18. That means the trading size g only changes the stability of

the market and cannot affect the Nash equilibrium of different social graphs.

3.6 Conclusions

We have defined a new agent-based model to study the extent to which social connections
between market participants affect herding and market stability. This is achieved by incor-
porating classical opinion dynamics in the decision making process of the traders and using
EGTA to compute the equilibria of a suitably defined strategic game. In these games, traders
want to maximise their profits whilst balancing private and public information about the asset.
Loosely speaking, we show that herding is the more likely the denser the social graph. There
is however a surprising discontinuity point in what herding actually means for market stability.

Essentially, the herd responds quickly to the actions taken by the stubborn traders.

We see our work as the introduction of a framework that can be used to study more ques-
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tions about herding in financial markets. There are in fact still some gaps between our simu-
lated market environment and the real market. This is a limitation we can overcome with an
order-driven market or different market trading mechanisms. In Chapter 4, we will explore
opinion formation and herding in order-driven markets with different social connections. We

also study a new order-matching mechanism to determine the priority of order execution.



Chapter 4

Opinion formation and herding in

order-driven markets

4.1 Introduction

Order-driven markets are used in many different financial markets, including stock exchanges,
futures markets, and some foreign exchange markets. One of the advantages of order-driven
markets is that they provide transparency and equal access to market information for all market
participants. To refine our experiments, we apply our agent-based model to an order-driven
market and use empirical game theory analysis to explore opinion formation and herding in
financial markets with different social connections. We also investigate the impact of herding
on different types of investors. The experimental results show that herding persists in order-
driven markets. In the same market environment, herding is more pronounced for long-term

investors.

For our experiment above, it is worth mentioning one important limitation, which is the
absence of market makers. Market Makers (MMs) play an important role in financial markets,
facilitating trading in order-driven markets. A market maker is a liquidity provider who can
be a company or an individual. They quote both bid and ask prices for tradable assets held in
inventory, hoping to make a profit from the bid/ask spread or pass-through [94]. The primary

goal of market making is to ensure that financial markets operate smoothly and efficiently.

59
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To overcome the limitation of not having market makers in our experiments, we added a new
order matching mechanism, spread/price-time priority mechanism [27], which determines by
involving three indicators (spread, price, and time) order execution priorities. By analysing the
experimental results we find that as the weight of spreads in the order matching mechanism
increases, the herding of the market becomes less pronounced. The spread/price-time priority
mechanism can indeed improve market liquidity and stability. However, in order to make it
a more efficient mechanism, the weighting of spreads in the order matching mechanism also

needs to be adjusted.

4.2 The model of limit order book (LOB)

4.2.1 Limit order book (LOB)

As a result of the explosion of technological innovation over the last two decades, most fi-
nancial transactions are now electronic and high in frequency. Limit Order Books (LOBs) are
primarily used to facilitate electronic trading [95]. A LOB can be thought of as a file that
stores a list of all market participants’ orders for a particular asset; it contains a time record
of each order, including the positions bought or sold and their corresponding quantities. The
LOB ranks the orders on both sides of the market and regularly matches and executes the
top-ranked buy and sell orders according to market rules.

A limit order book is a record of outstanding limit orders kept in the market. A limit order
is an order to buy or sell a security at a specific price or better. A buy limit order is an order
to buy at a pre-determined price or lower, while a sell limit order is an order to sell a security
at a pre-determined price or higher. When a limit order for a security is entered, it is kept
on record. As buy and sell limit orders are placed for securities, these orders are recorded
in the order book. When the market moves to a pre-specified price, the market will execute
the order at or better than the specified limit price. The market must ensure that the highest
priority orders in the limit order book are executed before other orders in the book and before
orders of equal or higher price are held or submitted by other traders on the floor (such as floor
brokers and market makers).

LOBs are a simple way to encapsulate the complex dynamics of finance, where micro
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interactions between traders lead to complex macro phenomena [96]. The dynamics of LOBs
can be used to understand market price discovery and efficiency [97], help improve regulation
and ensure the orderly functioning of capital markets. The study of the microstructure of
LOBs is therefore also of interest to researchers and regulators. Overall, the LOB provides

traders with valuable information on market dynamics, liquidity and sentiment.

4.2.2 Trading patterns of LOB

The limit order book is a real-time list of all limit orders for each participant over a period of
time [98]. It consists of two main parts, buyers and sellers. Buyers provide orders with bids
and order sizes to buy and sellers provide orders with sell prices and order sizes to sell. The
highest bid refers to Best Bid, while the lowest ask refers to Best Ask. The Spread of the
market is the difference between the highest price the buyer is willing to pay (the bid) and the
lowest price the seller is willing to accept (the ask) (Spread= Best Ask - Best Bid). Traders
can observe the bid/ask spread in the LOB to determine the liquidity of the market and the
price at which they can enter or exit a trade. Participants can trade in the order book by using
two types of orders - Limit order and Market order. A limit order is where a participant
offers a specific price and quantity that he is willing to buy or sell at any time. A market order
acts automatically by setting a specific number of shares; its advantage is that it is fast. It
follows that market orders demand market liquidity, while limit orders provide liquidity to the
market. Canceling an order is another action that participants can take to close their position

in the market.

Table 4.1 shows an illustration of a limit order book for a stock. The next step is to illustrate
the ranking of order execution and queuing through Table 4.1. If a limit order comes into the
market and a participant wants to sell the stock of size 100 at 47.5£. This order will soon
match the best bid price on the limit order book. However, if the sell price of this limit order is
changed to 48.5, it will not be executed until the best bid price is at or above 48.5. On the other
hand, suppose a buy market order of size 350 is entered into the market for this stock. This
market order will immediately be filled by an order from Trader A (300 of 50£) and Trader

B (50 of 51£). The limit order book therefore changes over time as a result of the interaction
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Table 4.1: Example of a limit order book (LOB) for a stock
Trader Ask/Bid Price(£) Size

Bid 42 500

Bid 45 350

Bid 47 400

Bid 48 200 Best Bid
A Ask 50 300 Best Ask
B Ask 51 100
C Ask 54 450
D Ask 56 550

of the market and limit orders. At the same time, it provides an insight into a market where
all participants are seeking the best price for an asset to gain maximum benefit, and where
they interact with each other in the market. The orders in the trading example above are all
at different prices. In fact, orders are matched following price-time priority. When there are

two limit orders at the same price, the order that enters the market first will be executed first.

4.2.3 Agent-based model of LOB

We will explore opinion formation and herding in order-driven markets on the basis of Bar-
tolozzi’s proposed multi-agent model [85] by using EGTA. Figure 4.1 is a schematic depiction

of an agent-based model of limit order book.

As shown in Figure 4.1, agents refer to participants who aim to gain benefits from trading
in the market. Agent i gets its own opinion s;(¢) at each time step 7 by the information they re-
ceive (private information b;(¢) and neighbor information s;(¢)) and by their own stubbornness

o (as in Section 3.2). When s;(f) > thp, the agent i will submit a bid order. When s;(¢) < thg,
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Figure 4.1: An agent based model of LOB
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the agent i will submit an ask order. When thg < s;(t) < thp, the agent i will not submit new

orders.

At each time step agents submit orders to the market, the order generation involves three
points: order type, order price and order size. In our experiments, we will address these issues
using the same approach as [85]. Our decision to submit a limit order or a market order is
related to the “aggressiveness” of the agent. If an order needs to be filled quickly, an agent
may accept the cost of paying the difference up front and send a market order. The alternative
is a less aggressive limit order, which will be executed at a pre-determined price. Orders that
are further away from the opposite optimum position will take more time to complete. The
price at which an order is submitted, and its “aggressiveness”, is derived from a log-normal
distribution whose g-quantile is centered on the best bid or best offer. The “direction” of
the distribution is also chosen according to the direction of the order. The size of an order
that a trader is willing to buy or sell may be related to several factors: the specific execution
strategy, the available liquidity in the market and the volatility at that point in time, among

others. In a real trading environment, single large orders are often split into smaller orders to
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minimise the costs associated with their impact. While this is an important issue in practice,
to keep things simple we are only sending orders in a single block in this experiment. The
number of contracts an agent is willing to buy or sell (g) is consistent with the randomness
of the process, which is drawn from a log-normal distribution, rounded to whole numbers.
The value of g must be greater than or equal to 1 and less than a quarter of the total volume

contained on the appropriate side of the LOB.

At each time step, the agent in the LOB with the outstanding order will decide whether to
delete it or not depending on whether it times out or not. That is, if the order is not executed
within the 7,,,, time step, it is automatically deleted. This time step is relatively long if

compared to the average duration of the transaction.

Finally, orders entering the LOB at each time step will be matched according to price-time
priority. Each agent will be given new neighbor information and will repeat the above steps

at the next time step to make a new decision based on its own opinion.

4.3 Empirical Game Theory Analysis (EGTA)

In this section, we will use Empirical Game Theory Analysis (EGTA) to empirically solve the
game and analyse the equilibrium state of the market described above. In our game, we first
identify three strategies and find the Nash equilibrium in the game by calculating the average

payoff of the agents under each strategy.

4.3.1 Three strategies

In our experiments, each agent has three strategies to choose from. They are “Imitation”,
“Neutral” and “No imitation”. As mentioned above, a higher level of agent stubbornness
means that the agent is more likely to believe in itself. This means that we can define these
three strategies in terms of the value of a. For example, we use @ = 0 to represent the “No
imitation” strategy. Then we choose a higher value of « to represent the “Imitation” strategy.
The value of o for the “Neutral” strategy can be chosen within the interval of the o values
of the two strategies mentioned above. These three strategies are set up in the same way

as in Section 3.3. In our experiments, each agent can choose one of the three strategies per
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experiment. At the end of each experiment, we record the number of agents who chose each
strategy and their total payoff, respectively. By varying the number of agents for each strategy,
we obtained each of the possible scenarios and their average total return. We then process these

data analytically and find the Nash equilibrium by EGTA.

4.3.2 Payoffs

As defined in Section 3.3, the total assets of agent i at time step ¢ will be the sum of the value
of the stocks (stock;(t)) it holds and the cash it currently owns (cash;(t)) at time ¢ (see (3.11)

for details). Then the total payoff of agent i after # time steps will be determined by:

Ri(t) = Zi(t) — Zi(0) (4.1)

4.3.3 Setup of experimental parameters

In our experiments, we set up 1000 agents, i.e. N = 1000. Initially, we would have liked to set
up 10,000 agents as in previous work, but the EGTA part was computationally out of reach.
Numerical tests show that when the number of agents reaches a certain value, the results are
independent of the number of agents [85]. Our experiment will run for 1000 time steps. In
previous experiments, we found that 7 = 1000 was sufficient to ensure that the simulation
reached a steady state. We set Tmax = 100 which determines whether an order is time-out.
This means that when the order exceeds 100 time steps and is still not matched, the order
will be canceled. We set thy = %, ths = % That means when the opinion for agent i at
time step ¢, s;(¢) > %, the agent i will will submit a bid order. When s;(t) < 3, agent i will
submit a ask order. When the value of s;(¢) is between % and 2, the agent will not offer any
orders at time ¢. Pp, and Pg;, are the best ask and best bid, respectively. The price price(t)
of the stock at each time step is the mid-price of the current time step of the limit order book
(price(t) = (Pgs + Pgp)/2). And the distribution, q-quantile, ¢ = 0.5 in our case the same
as [85]. And 9;, and 6,,; determine the market crash and bubble’s in point and out point. In
our experiment, we set 8;,, = 5%, 8, = 2.5% [65,93]. Our experiment will be repeated 100

times and results are average over these runs.
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4.3.4 The value of o

For the choice of the value of &, we use the approach of Section 3.3. We set o = 0.75 as
the “Imitation” strategy and set @ = 0.5 as the “Neutral” strategy. The last strategy is “No
imitation” and it is represented by @ = 0. This strategy setup allows us to better analyse and
compare opinion formation and herdings in the market environment we set in Section 3 and

the order-driven market environment.

4.3.5 Experimental results

After 100 simulations we obtained the results shown in Figure 4.2 and the proportion of agents
at Nash equilibrium is shown in Figure 4.3. We have 94% agents who choose “Imitation”
strategy, 6% agents choosing ‘“Neutral” strategy, and 0% agents choosing the “No imitation”
strategy. This result is similar to what we got in Section 3.3.6. The only difference is that in the
order-driven market environment, no agent chooses “No imitation” strategy. This means that
in the CDA market, we have designed, no agent to trust only its own private information. In
contrast to the previous results, most agents in an order-driven market environment are willing

to trust and imitate the decisions of their neighbors.

Figure 4.2: The Nash equilibrium of EGTA

No imitation

Imitation Neutral
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Figure 4.3: The proportion of agents at Nash equilibrium of EGTA

m Imitation Neutral m No imitation

4.3.6 Different social connections

Having obtained these results, we will continue to explore whether the different social con-
nections between agents will have an impact on the results of our experiments. The Nash
equilibrium of different social connections shown in Figure 4.4 and Table 4.2 shows the pro-
portion of agents at the Nash equilibrium of different social connections. As in Section 3.4,
‘x-a-group’ represents a graph where each group has x agents and each agent has x — 1 neigh-
bors.

The first column in Table 4.2 shows the social ties between agents, and the second to fourth
columns show the proportion of agents choosing different strategies at the Nash equilibrium
point, respectively. From the information given in this figure, we can see that most agents
chose the “No imitation” strategy and a small number of agents chose “Imitation” strategy and
“Neutral” strategy at ‘100-a-group’ and ‘200-a-group’. Starting with the ‘300-a-group’, most
agents prefer the “Imitation” strategy. No agent chose ‘“Neutral” strategy from ‘400-a-group’
to ‘800-a-group’ and only a small number of agents chose “No imitation” strategy. The choice
of agent has changed at ‘900-a-group’, there are 97% agents choosing the “Imitation” strategy

and 3% agents choosing the “Neutral” strategy, and no agent chooses the “No imitation”
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No imitation

Figure 4.4: The NE of different social connections
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strategy anymore.

Based on the results obtained, we can analyse that most agents prefer to trust their own pri-
vate information when they are given relatively little neighbor information (like ‘100-a-group’
and ‘200-a-group’). They believe that the information they receive about their neighbors is
not sufficient to change their decisions. When an agent is given enough information about its
neighbors (from ‘300-a-group’ to ‘800-a-group’), most agents will choose “Imitation” strat-
egy, they are willing to imitate the trading decisions of their neighbors. But there will still be
a small number of ‘stubborn’ agents in the market who still believe only in their own private
information. At this point, herding is already present in the market. When agents have access
to the information of almost all other agents in the market (‘900-a-group’), there will be no
agents in the market who believe only in their own private information. Almost all agents will
choose “Imitation” strategy due to herding. But when every agent in the market knows all the
other agents’ information (‘1000-a-group’), the proportion of agents choosing the imitation
strategy decreases. This may be because for each agent in the market, they are given almost

the same information. A small proportion of them do not believe that choosing an imitation
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strategy will lead to higher returns.

Table 4.2: The proportion of agents at Nash equilibrium

Imitation Neutral No imitation
1000-a-group 94% 6% 0%
900-a-group 97% 3% 0%
800-a-group 93% 0% %
700-a-group 94% 0% 6%
600-a-group 94% 0% 6%
500-a-group 93% 0% %
400-a-group 91% 0% 9%
300-a-group 91% 4% 5%
200-a-group 5% 6% 89%
100-a-group 5% 5% 90%

4.4 Two types of investors

4.4.1 Long-term and short-term investors

There are two types of investors in the market: long-term investors and short-term investors.
They are both essential presences in the market. Long-term investors and short-term investors
are two types of investors with different investment objectives and strategies. Short-term in-
vestors aim to make quick profits in a relatively short period of time. Long-term investors, on
the other hand, take a more patient approach to building wealth over a longer period of time.
Long-term investing usually refers to putting money into an investment vehicle and holding
it for an extended period of time with a view to achieving a higher return. This investment
strategy requires patience and a long-term perspective. Because markets are volatile, short-

term fluctuations may cause investors to panic. However, if held for the long term, it can
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often yield better returns. In contrast, short-term investing is more short-sighted and usually
involves putting money into the market with the aim of achieving high returns in the short
term. This investment strategy is usually more flexible and potentially more profitable but
is also more risky due to higher market volatility. In short, both long-term and short-term
investments have their advantages and disadvantages. Long-term investments may generate
higher returns, but they require time and patience. Short-term investments, on the other hand,
may be more profitable but involve a higher level of risk. In this section, we build on our
previous experiments to explore whether herdings have different implications for long-term

and short-term investors.

4.4.2 Experimental results and analysis

In simple terms, the difference between long-term and short-term investors in our experiments
is the difference in the number of time steps agents take to trade in the market. In the above
experiment, we run 1000 time steps per experiment. We consider the agents in Section 4.3.6
to be long-term investors. We then changed the number of running time steps to 100 for each

experiment and simulated it 100 times. The results obtained are shown in Table 4.3.

From the information in Table 4.3 we can see that no agent chose “Imitation” strategy
at ‘100-a-group’. There are 96% agents who chose “No imitation” strategy and 4% agents
choosing “Neutral” strategy at this social connection. The proportion of agents choosing “Im-
itation” strategy increases with the amount of information available to agents in the market
and reaches a peak at ‘900-a-group’ (90%). On the other hand, the number of agents who are
willing to trust only their own private information is becoming less and less. This proves that
herding has an impact on short-term investors as well. The reason for the specificity in the
‘1000-a-group’ should be the same as for Section 4.3.6 is that when agents in the market are
given almost identical information, there will be a small fraction of agents who will no longer

be willing to imitate their neighbors’ decisions.

To get a more intuitive view of the impact of the herding on long-term and short-term in-
vestors in the market, we compare the proportion of agents choosing the “Imitation” strategy

in Table 4.2 and Table 4.3. From Figure 4.5 we can see that, given the same social connections,
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Table 4.3: The NE of short-term investors

Imitation Neutral No imitation
1000-a-group 86% 6% 8%
900-a-group 90% 5% 5%
800-a-group 88% 5% %
700-a-group 171% 12% 11%
600-a-group 65% 17% 18%
500-a-group 53% 26% 21%
400-a-group 21% 22% 57%
300-a-group 12% 14% 73%
200-a-group 4% 6% 90%
100-a-group 0% 4% 96%

long-term investors always have more agents choosing “Imitation” strategy than short-term in-
vestors. This is because as the time step increases, more and more agents are willing to accept
and imitate the behavior of their neighbors. This means that the herding is more pronounced

for long-term investors in the same market environment.
4.5 Spread/price-time priority

4.5.1 Market maker (MM)

For our experiment above, it is worth mentioning one important limitation, which is the ab-
sence of a market maker. Market makers (MM) play an important role in financial markets,
facilitating trading in order-driven markets. A market maker is a liquidity provider who can
be a company or an individual. They quote both bid and ask prices for tradable assets held in
inventory, hoping to make a profit from the bid/ask spread or pass-through [94]. The primary
goal of market making is to ensure that financial markets operate smoothly and efficiently.

Market makers can be broadly divided into two types, the first being official market mak-
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Figure 4.5: Investors who choose “Imitation” strategy
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ers. They are often designed to act as market makers and dealers, and they are contractually
obliged to provide reasonable spreads and maintain order and fairness in the market. At the
London Stock Exchange, official market makers are available for many securities. A number
of LSE member firms have taken on the obligation to always set a two-way price for each
stock in which they make a market. Their price is the one displayed on the Stock Exchange
Automated Quotation (SEAQ) system. The second type are unofficial market makers, who are
not obliged to always set two-way prices, but who also do not have the advantage of everyone
having to deal with them. In a limit order book (LOB), investors can submit orders for both
sides and quotes can be stored in the LOB until the order is traded or canceled [99]. They also
provide liquidity to the market without necessarily having to comply with contractual restric-
tions. Thus, in order-driven markets, electronic trading systems allow participants to become
market makers and seek profits from their high-frequency trading strategies through two-sided
quotes. In our research, we consider market makers to be unofficial market makers who trade

in the market without obligations or contractual restrictions.
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Previous research has shown that the impact of market makers is expected to be positive,
promoting market liquidity, price discovery and market stability [100—102]. Market makers
generally adapt to temporary order imbalances by carrying some inventory, they not only make
a profit but also stabilise prices [103]. Because of this, market makers may accumulate large
inventories over a period of time. While they can effectively hedge their risk with future
contracts, this inventory risk can affect the liquidity of the market [104]. Overall, the impact

of market makers on market liquidity and stability has been positive.

Due to the benefits that the study of market maker has brought to the market, a large
research literature on optimal market making has emerged around the world [105-108]. It is
worth noting that the study of MM can contribute to the optimisation and design of trading

mechanisms. We can maintain market stability by incentivising market makers [27].

In high-frequency trading, participants can become market makers on a voluntary basis.
They maximise their profits by managing inventories and taking advantage of the spreads.
The widely used price-time ranking system will stimulate high-frequency traders to always
submit orders with very low latency and close to the best ask/best bid price. This is because,
in a price time ranking system, the best bid/ask price received first will be executed first in
the LOB. As this matching mechanism only takes into account the order price, this can lead
to high-frequency traders offering a large number of one-sided unbalanced orders, resulting in
large price swings, as was the case in the flash crash of 2010. If one thinks about this problem
from the perspective of an order-matching mechanism, the matching mechanism should not
only encourage traders to enter the market but also avoid the possibility of such imbalances.
The paper [27] proposes a new type of order matching mechanism called spread/price-time
priority, which determines three indicators (spread, price and time) to determine the order ex-
ecution priorities, thus overcoming these uncoordinated incentives. The article suggests that
a queuing system for limited order books rewards market participants by offering competitive
prices in both directions. The model simulations they present suggest that this new order-
matching mechanism is likely to enhance market stability. In order to get rid of the limitation
of the absence of market makers in the market and to explore the impact of herding on the

market environment with different trading matching mechanisms, we add spread/price-time
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priority to our previous experiments and attempt to explore the impact of this new order match-

ing mechanism on the liquidity and stability of the order-driven market mentioned above.

4.5.2 Order matching mechanism

In the previous experiment, orders in the market are matched according to price-time priority.
Golub et al. developed a new matching system based on price-time priority spread/price-time
priority mechanism [27]. They make the spread another indicator for the ranking of executed
orders. In essence, this new matching mechanism provides a new way to reward participants
who submit two-sided limit orders rather than one-sided orders.

Spread/price-time priority has two ranking attributes, price and spread. In this setting, the
top-ranked orders are executed with the highest priority. The ranking is a weighted average
ranking of the spread ranking and the price ranking based on the parameters 3 € [0,1], as in

Formula (4.2).

Rank(B) = B -spread + (1 — ) - price (4.2)

In our experiments, the price ranking price is the distance from the best ask/bid. We use
P, and Py to indicate the price of the ask/bid order provided by the agent, Pp, and Pg;, to
determine the price of the Best Ask and Best Bid. The spread ranking spread is generally
the difference between the prices of two-side orders offered by the agent. For agents offering
only one-side orders, the spread on their order is the highest spread between the two sides of
the limit order in the LOB, which we denote by spready;,,. The price and spread are defined

as follow:

0, new best buy/sell price
price = § P,y — Py, sell limit order
Ppiq — Pgp, buy limit order

spreadyayx, one-side limit order

spread =
P,k — Ppig, two-side limit order

Orders with smaller spreads will result in a more balanced market. Conversely, if the



4.5. Spread/price—time priority 75

spread is large, the volatility of the market will increase. Therefore, the smaller the spread,
the higher the priority of the order. Limit orders on two sides have a higher spread priority
than limit orders on one side. In summary, spread/price-time is an optimised version of price-
time priority, where 3 is used to adjust the importance of the spread relative to the primary
ranking of the price. A larger value of B means that the spread has a greater impact on the
matching priority of an order, and vice versa. In simple terms, 3 is how much importance the
market’s order matching mechanism places on spreads. In addition, it provides more liquidity
to the market by encouraging participants to submit two-side limit orders. The spread/price-
time priority matching mechanism also reduces the market’s spreads, making the market more

stable [27].

4.5.3 Experimental setup and results

As noted above, we replace the price-time priority order matching mechanism from the ex-
periments in Section 4.3.5 with the current spread/price-time priority. We use [ to represent
the probability of an agent submitting a two-side order, u € [0,1]. The probability of an
agent submitting a one-sided order is (1 — u). That is, in our agent-based model of LOB
there are two new degrees of freedom: the parameter 8 € [0, 1| determines the primary rank-
ing (), and the parameter u € [0, 1] determines the probability of submitting a two-sided
limit order. We will test the following combinations of values for these two parameters:
B €{0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1} and u € {0.1,0.3,0.5,0.7,0.9}. In total, we
obtained 55 games with different pairs of 8 and u, each set of parameter pairs we denote by
(B, ). For each (B, u) we perform 100 simulations and run each experiment for 1000 time
steps, as we have done in Section 4.3.5. Similarly, every agent in the market has three strate-
gies to choose from: “Imitation” strategy (o« = 0.75), “Neutral” strategy (o« = 0.5) and “No

imitation” strategy (@ = 0).

The results obtained are as follows, Table 4.4, 4.5 and 4.6 show the Nash equilibrium we
obtain for different pairs of (f3, ). The first column of the table shows the value of 3, and
the second to fourth columns show the proportion of agents choosing “Imitation” strategy,

“Neutral” strategy and “No imitation” strategy at Nash equilibrium.
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Table 4.4: The table on the left is 4 = 0.1 and the right one is 4 = 0.3

B Imitation Neutral No Imitation B Imitation Neutral No Imitation

0 94% 6% 0% 0 94% 6% 0%
0.1 91% 8% 1% 0.1 90% 10% 0%
0.2 86% 10% 4% 0.2 85% 12% 3%
0.3 81% 12% 7% 0.3 81% 14% 5%
0.4 70% 17% 13% 04 72% 19% 9%
0.5 60% 20% 20% 0.5 56% 22% 22%
0.6 40% 18% 42% 0.6 35% 20% 45%
0.7 37% 14% 49% 0.7 37% 13% 50%
0.8 20% 9% % 0.8 19% 9% 12%
0.9 7% 6% 87% 0.9 6% 5% 89%

1 0% 0% 100% 1 0% 0% 100%

Table 4.5: The table on the left is 4 = 0.5 and the right one is = 0.7

B Imitation Neutral No Imitation B Imitation Neutral No Imitation

0 94% 6% 0% 0 94% 6% 0%
0.1 90% 10% 0% 0.1 89% 11% 0%
0.2 86% 1% 3% 0.2 80% 15% 5%
0.3 80% 14% 6% 0.3 1% 18% 11%
0.4 72% 18% 10% 04 62% 22% 16%
0.5 55% 23% 22% 0.5 52% 25% 23%
0.6 A1% 18% A% 0.6 45% 20% 35%
0.7 34% 13% 53% 0.7 32% 14% 54%
0.8 19% 7% 74% 0.8 18% 8% 74%
0.9 4% 5% 91% 0.9 5% 5% 90%

1 0% 0% 100% 1 0% 0% 100%

Table 4.6: u=0.9

B Imitation Neutral No Imitation
0 94% 6% 0%
0.1 85% 9% 6%
0.2 76% 15% 9%
03 67% 20% 13%
0.4 5% 24% 19%
0.5 46% 29% 25%
0.6 34% 28% 38%
0.7 20% 23% 51%
0.8 1% 16% 73%
0.9 2% 4% 94%
1 0% 0% 100%
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From the information in the figures above we can see that as the weight of spread ()
gets larger, fewer agents choose the “Imitation” strategy and more agents choose the “No
imitation” strategy. This proves that herding on the market is becoming less pronounced. As
the market gives less and less weight to price (1 — ), agents do not get higher returns by
choosing the “Imitation” strategy. When 8 = 1, all agents choose the “No imitation” strategy.
In our experiments, the agents’ choice of the “No imitation” strategy means that the agents are
only influenced by their own private information. This shows that when the priority of order
matching in the market is influenced only by the spread, agents will only make decisions based

on their own private information and will not choose the imitation strategy.

4.5.4 Liquidity and stability of the market

To better observe the impact of the new order-matching mechanism on the liquidity and sta-
bility of our simulated order-driven market. We will also analyse the trading volume and price
volatility of the market in each experiment. The trading volume we obtained is the average
of the cumulative trading volume per 1000 time steps over 100 simulated experiments. To
account for different frequency traders, the price volatility is calculated on smaller and larger
scales. In other words, the price volatility o in our experiment is the average of the price

volatility at 20, 40, 100, 200, 300, 400, 500, and 1000 time steps [27]:

o= %0 + 040 + 0100 + 0200 + 0300 + 0400 + 0500 + 01000
8 )
where o, is the standard deviation of price over windows of x steps. The results of the experi-

ment are shown in Table 4.7.

Based on the information in Table 4.7 it is easy to see that either parameter 3 or parameter
u can influence the average volume of the market. When we fix the weight of the market order
matching mechanism on the spread (the value of ), we compare the information in the table
horizontally. We can see that there is a clear trend towards an increase in the average volume
of the market as the probability of an agent submitting a two-sided order () increases. When
we look at the information in the table vertically we can see that the average market volume

increases as the value of 8 becomes bigger. However, this increasing trend is not evident when
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B > 0.5. When 8 < 0.5, the average market volume increases significantly as the value of 3
becomes bigger. We have the following explanation for this: a higher value of u represents
a higher probability for each trader to become a market maker and submit two-sided orders.
As a result, the number of orders in the market will increase, which leads to more executions.
The spread/price-time priority mechanism will result in a significant increase in the average
trading volume of the market and this growth trend will slow down as spread dominates more

in the ranking (8 > 0.5).

Table 4.7: Average volume for different (8, 1)

u=0.1 p=0.3 pu=0.5 p=0.7 p=0.9

0 39976 50963 60479 71835 80456

0.1 45355 54316 66841 75247 84932
0.2 49753 60874 70523 80634 89255
0.3 55422 66028 75714 86744 95472
0.4 61257 71149 80571 91481 107933
0.5 71448 80633 91483 101479 115647
0.6 85564 95421 105822 115482 125429
0.7 84508 98364 104965 114833 130966
0.8 87011 97465 107837 117895 128431
0.9 85497 100522 115478 120178 124867
1 87631 95629 108974 114786 128763

—
Volume increases

The average volatility for different (f, i) are shown in Table 4.8. The information in
this figure shows that increasing the value of u reduces volatility, which means the greater
the probability of an agent submitting a two-sided order in the market, the lower the average
volatility of the market. When the weight of the price in the order matching mechanism is

higher than the weight of the spread, the volatility of the market becomes higher (8 < 0.5). It
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is clear that the volatility of the market is highest when the contribution of the spread is zero.
When we fix the probability of an agent submitting a two-sided order, the lowest volatility of
the market always occurs at § = 0.5. When 8 > 0.5, there is a relatively weak increase in the
volatility of the market. The following explanation can be given for these phenomena. The
higher the value of u, the higher the probability that an agent will offer a two-sided order. This
implies an increase in the number of orders in the market and a sufficient number of orders
contributes to market stability. Price-time priority (8 = 0) gives priority to the execution of
orders close to the mid-price, which may lead to a large number of unilateral orders in the
market causing large price fluctuations. The order matching mechanism with spread solves
this problem, as it encourages agents to submit a two-sided order. As shown in Table 4.8, the
optimal weighting of the spread is § = 0.5. However, when the spread is fully dominant, the
priority of order trading is determined entirely by the spread. This will result in a bilateral
order being offered at a price that is significantly different from the market’s mid-price, but it

will still be executed and the volatility of the market will increase as a result.

Table 4.8: Average volatility for different (3, i)

B u=0.1 u=0.3 u=0.5 u=0.7 p=0.9
0 227563 206394 178671 150967 119752
0.1 212458 195471 170584 146982 110347
0.2 185739 176697 157961 127736 104728
0.3 142076 135941 117430 87234 67201
0.4 75279 65237 53479 54912 40537
0.5 3146 3079 2984 3108 2943
0.6 3484 3395 3314 3357 3297
0.7 3759 3743 3671 3619 3681
0.8 4294 4176 4093 4129 4081
0.9 4637 4692 4561 4621 4543
1 5179 5140 5086 5127 4982

Volatility increases



80 4.6. Conclusions

In general, with the increasing weight of spread in the order-matching mechanism, the
herding in the market is becoming less pronounced. Increasing the probability of market
agents submitting two-sided orders can improve the liquidity and stability of the market.
Increasing the weight of spreads in the order-matching mechanism can also reduce market
volatility and increase the volume of orders traded in the market. However, these positive
effects on the market slowly disappear as the contribution of spreads reaches a threshold. Ac-
cording to the experimental results above, the spread/price time priority mechanism encour-
ages traders to submit two-sided orders. But in order to make it a more effective mechanism,

it is crucial to fine-tune the weighting of spreads in the order matching mechanism.

4.6 Conclusions

In this chapter, we leverage agent-based modeling to delve into order-driven markets. Through
empirical game-theoretic analysis, we explore opinion formation and herding effects in finan-
cial markets with different social connections. Our exploration also delves into the influence of
the herd effect on various investor types. The experimental outcomes unveil a persistent pres-
ence of the herd effect in order-driven markets. Furthermore, it becomes evident that this herd
effect is notably more pronounced among long-term investors operating within the same mar-
ket environment. To gauge the robustness of our findings across varying trading mechanisms,
we meticulously examine a novel order-matching system known as the spread/price-time pri-
ority mechanism. These results reveal a noteworthy observation: as the weight assigned to the
spread in the order-matching mechanism increases, the herding effect within the market tends
to diminish. While the spread/price-time prioritization mechanism shows promise in enhanc-
ing market liquidity and stability, it is evident that adjustments to the weightings of spreads

within the mechanism may be necessary for optimal performance and efficiency.



Chapter 5

Exploring herding in order-driven

markets through a meta-game

5.1 Introduction

In Chapter 4 we examine opinion formation and herding in order-driven markets through an
agent-based model (ABM) and Empirical Game-Theoretic Analysis (EGTA). In our experi-
ment, we assume that the number of agents is constant, and strategies are fixed. By assuming
a constant number of agents, we can remove the complexity of agents entering or exiting
the system, thus making the model easier to manage and analyze. A fixed policy means that
agent behavior remains consistent throughout the simulation, which can lead to stable and
predictable results. With constant agents and fixed strategies, we can focus more on the in-
teraction between agents and the market environment. However, assuming a constant number
of agents and a fixed policy may not accurately represent dynamic real-world systems. If the
strategies are fixed, we may miss the opportunity to explore the influence of agents by other
strategies. In the previous experiments, each agent had three strategies to choose from. They
are “Imitation”, “Neutral” and “No imitation”. We defined these three strategies in terms of
the value of o € [0,1] (¢ means how much agents trust their neighbors, see Section 3 for
more details). In fact, the value of & can be any value within the range of values it takes. In

other words, in the games we design, the agents can choose from a wide range of strategies,
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such as a = 0.1,0.2,0.3, etc. To refine our experiments, we enrich the set of strategies that
agents can choose from. Correspondingly, this game will become very complex. It will have
a large number of possible entries, which will make it impossible for us to handle. Therefore,
we will use a meta-game to simplify this game. The results of the experiment show that in
order-driven markets herding is more pronounced for long-term investors than for short-term
investors. Given the same connections, more agents in the meta-game chose the ‘“Neutral”

strategy than in the previous game.

5.2 Meta-game

A normal-form game is a matrix presentation of a game. It involves players, possible actions,
and the rewards of choosing the appropriate strategy. As a game becomes complex, with more
players and strategies, the entries in a normal-form game increase exponentially. In contrast
to simple games, complex systems can be analysed at a high level by grouping the strategies
available to the players. The set of strategies obtained from these groupings is called meta-
strategy [109]. Rather than exploring all possible strategies, a meta-strategy is a classification
based on all possible strategies in the game. A new meta-strategy will be defined as the set of

strategies that participate in a meta-game.

In addition, in game theory, games can be divided into symmetric and asymmetric games.
They refer to the degree to which the participants in a game and their strategies are similar or
different. In a symmetric game, all players have the same set of strategies and payoffs, and
the game is identical from each player’s perspective [110]. In other words, the players have
the same roles and there is no inherent advantage or disadvantage to any player. Examples
of symmetric games include the classic Prisoner’s Dilemma and Rock-Paper-Scissors games.
In contrast, in an asymmetric game, players have different sets of strategies and payoffs, and
each player may have a different perspective. In other words, players play different roles,
and different players may have inherent advantages or disadvantages. In our experiments, the

focus is on symmetric games.

In our experiments, the choice of strategies available to agents in the market is too rich

to model. So we try to define a set of three simple meta-strategies to reduce the complexity
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of the game. By analysing the experimental results of the meta-game, we can get a more
comprehensive understanding of the impact of herding in order-driven markets at different

social connections between agents.

5.3 Experimental setup

Based on the experiments in Section 4.3, we have added a new meta-strategy setting and

updated the calculation of the payoff for agents who choose meta-strategies.

5.3.1 Meta-strategies

As we mentioned above, the strategies available to the agent are determined by the degree of
trust the agent has in its neighbors (the value of o € [0,1]). We, therefore, tried to reduce
the complexity of the game by defining all the strategies available to the agent as three meta-
strategies: “Imitation”, “Neutral” and “Confident”. The first meta-strategy is the “Imitation”
strategy, An agent choosing this meta-strategy is always willing to trust its neighbor informa-
tion and imitate its neighbors’ decisions. So we define this meta-strategy by o € (%, 1} . We use
ac [%, %] to define the “Neutral” strategy. The agent who chooses this meta-strategy remains
neutral in its decision whether or not to imitate its neighbor. The last meta-strategy is “Con-
fident” strategy. We replaced the previous “No imitation” strategy with this meta-strategy.
Agents who choose this meta-strategy are more likely to trust their own private information.

We define this meta-strategy by o € [0, %)

5.3.2 Payoffs

We need to analyse the evolution of the meta-strategy through the relative expected payoffs
between the strategies and observe the market conditions in the process. A heuristic payoff
table is a tool used in decision-making that provides a simplified representation of the possible
outcomes of a decision, along with the probabilities of those outcomes and their corresponding
payoffs. It is often used when it is difficult or impossible to determine the exact probabilities
and payoffs of different decisions. By using a heuristic payoff table, we can compare the
expected values of different decisions and choose the one that offers the highest expected

payoff [111]. Figure 5.1 indicates an example for generating a heuristic payoff table for 3
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meta-strategies (sy,s2 and s3) and 3 individuals. N represents a matrix which contains all
the discrete distributions and U is the corresponding payoff matrix. P = (N,U) represents
the heuristic payoff table which captures information on payoffs for all possible distributions
among a finite population. In our experiments, we record the average payoff of each agent in

a heuristic payoff table according to formula (3.11) and formula (3.12).

Figure 5.1: An example of a heuristic payoff table for 3 meta-strategies and 3 individuals

First Step: Second Step:
Enumerate a matrix N of all possible Each distribution over strategies can be
distributions over 3 meta-strategies for 3 simulated, finally returning a matrix I/ of
individuals. corresponding payoffs of N.

S1 5z 53 U(sy) U(sz) Ulss)

[0 0 3] 0 0 0.6

0 1 2 0 0.4 0.5

0 2 1 0 0.6 0.6

030 10 simulations

N 1 0 2 U
= —— =

1 1 1

1 2 0

2 0 1

2 1 0

13 0 O 0.6 0 0

L J

Third Step: Heuristic Payoff Matrix: P = (N, U)

N U
0 0 3 0 0 08
3 0 0 06 0 O

Below we show a simplified meta-game payoff table for a 1000 player meta-game and
three meta-strategies with (1001 +1) - % = 501,501 entries. Each row on the left, repre-
senting one combination of players, sums three positive integers to 1000. The three integer
columns represent the number of agents who choose “Imitation”, “Neutral” and “Confident”

strategies respectively. Uy, Uy and U¢ respectively correspond to the payoffs for choosing the
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three strategies. Each row in the payoff table P can be obtained by one simulation, and an

entire meta payoff table will be 501,501 simulations.

0 0 1000| U;(0) Un(0) Ucs(1000)

L_ | 100 990 | U[(10) UN(0) Uc(990)

1000 0 0 |U;(1000) Uy(0)  Uc(0)

5.4 Experimental results and analysis

As in Section 4.3, our experiments simulate 100 times, with a time step of 1000 for each

experiment. The Nash equilibrium is shown below.

Figure 5.2: The Nash equilibrium of meta-game
Confident

Imitation Neutral

The proportion of agents choosing the three meta-strategies at this Nash equilibrium is
shown in Figure 5.3. The proportion of agents choosing the “Imitation” strategy is 90%, the
proportion of agents choosing the “Neutral” strategy is 10% and no agents chose the “Con-
fident” strategy. We can see that herding is still present in the market, but that more agents
choose “Neutral” strategy and fewer agents choose “Imitation” strategy compared to the re-

sults in Section 4.3.5. This means that when we have a less stringent definition of the strategies
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that agents can choose, more will choose the neutral strategy.

Figure 5.3: The proportion of agents at Nash equilibrium

m Imitation m Neutral m Confident

5.4.1 Different social connections in the meta-game

Having obtained these results, we attempted to explore the effects of different social connec-
tions between agents on the strategy choices of agents at Nash equilibrium in the meta-game.
There are 10 different types of social connections between agents as the same in Section 4.3.6.
We obtain the following results in Figure 5.4.

The proportion of agents at Nash equilibrium of different social connections is shown in
Table 5.1. From the results given in Table 5.1, we can see that at ‘900-a-group’ there are
93% agents who choose “Imitation™ strategy and 7% agents choose “Neutral” strategy, no
agent chooses “Confident” strategy. Starting with the ‘800-a-group’, most agents prefer the
“Imitation” strategy and a small number of agents choose “Neutral” strategy and “Confident”
strategy. Most agents choose “Confident” strategy at ‘100-a-group’ and ‘200-a-group’. In

general, the same results as those obtained in Section 4.3.6, as agents gain more neighbor
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Figure 5.4: The NE of different social connections in meta-game

Confident Confident Confident

Imitation Neutral Imitation Neutral Imitation Neutral
1000-a-group 900-a-group
Confident Confident

Imitation Neutral Imitation Neutral |mitation Neutral
400-a-group 200-a-group 100-a-group

information, the proportion of agents choosing “Imitation” strategy becomes larger. Most
agents prefer to trust their own private information when they are given relatively little neigh-
bor information. However, when every agent in the market knows information about all other
agents (‘1000-a-group’), the proportion of agents choosing the imitation strategy decreases
compared to ‘900-a-group’. This is because when the agents in the market are socially related
to the ‘1000-a-group’, for each agent they receive almost the same information. This leads to
a small number of agents who do not believe that choosing an imitation strategy will lead to
higher returns. When we compare the results in Table 5.1 with Table 4.2, it is easy to see that
the proportion of agents choosing the “Neutral” strategy has increased significantly as shown
in Figure 5.5, while the number of agents choosing the other two strategies has decreased. This
phenomenon can be explained by the fact that agents in our meta-game have more strategies
to choose from compared to previous games, which leads to fewer extreme agents choosing

“Imitation” strategy and “Confident” strategy and more agents choosing ‘“Neutral” strategy.
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Table 5.1: The proportion of agents at Nash equilibrium in meta-game

Imitation Neutral Confident
1000-a-group 90% 10% 0%
900-a-group 93% 1% 0%
800-a-group 87% 8% 5%
700-a-group 86% 10% 4%
600-a-group 84% 9% 7%
500-a-group 86% 8% 6%
400-a-group 83% 11% 6%
300-a-group 81% 10% 9%
200-a-group 6% 12% 82%
100-a-group 4% 8% 88%

Figure 5.5: Proportion of agents choosing “Neutral” strategy
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5.4.2 Long-term and short-term investors

Next we will try to explore whether the herding has different implications for long-term and
short-term investors in the meta-game. In our experiments, the difference between long-term
and short-term investors is the difference in the number of time steps agents take to trade in
the market. In the above experiment, we run 1000 time steps per experiment. We consider
the agents in Section 5.4.1 to be long-term investors. We then changed the number of running
time steps to 100 for each experiment and simulated it 100 times. We consider the agents in

this experiment to be the short-term investors. The results obtained are shown in Table 5.2.

Table 5.2: The NE of short-term investors in meta-game

Imitation Neutral Confident

1000-a-group 83% 10% 7%
900-a-group 86% 8% 6%
800-a-group 81% 9% 10%
700-a-group 2% 12% 16%
600-a-group 59% 21% 20%
500-a-group 43% 29% 28%
400-a-group 19% 30% 51%
300-a-group 11% 22% 67%
200-a-group 2% 14% 84%
100-a-group 0% 8% 92%

From the information in Table 5.2 we can see that no agent chose the “Imitation” strategy at
‘100-a-group’. There are 92% agents who chose the “Confident” strategy and 8% agents chose

“Neutral” strategy at this social connection. The proportion of agents choosing “Imitation”
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strategy increases with the amount of information available to agents in the market and reaches
a peak at ‘900-a-group’ (86%). On the contrary, the number of agents who are willing to trust
only their own private information is becoming less and less. This proves that herding has an
impact on short-term investors in meta-game as well. When we compare the results in Table
4.3 and 5.2 we can see that more short-term investors choose the neutral strategy and fewer
agents choose the other two strategies in the meta-game with the same connection compared
to the results in Section 4.4. We have compared the proportion of long-term and short-term
investors who choose imitation strategies based on the information in Table 5.1 and 5.2. As
shown in Figure 5.6, it is easy to see that there are always more long-term investors opting for
“Imitation” strategy than short-term investors with the same connection. This is because as
the time step increases, more and more agents are willing to accept and imitate the behavior

of their neighbors and Fewer investors are willing to trust their own private information.

Figure 5.6: Investors who choose “Imitation” strategy in meta-game
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In general, a greater proportion of long-term investors have always opted for “Imitation”
strategy than short-term investors, both in the previous game and in the meta-game. This im-

plies that herdings are more pronounced for long-term investors in order-driven markets than
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for short-term investors. With the same connection, more agents choose “Neutral” strategy in
the meta-game than in the previous game. This is because, when the agents in the game have
more strategies to choose from, there will be fewer relatively extreme agents who are willing

to trust only themselves or who are more inclined to imitate the decisions of others.

5.5 Conclusions

In this chapter, we propose a meta-game model to analyse complex games with meta-strategies.
The meta-game primarily focuses on the strategic decisions made by players within the actual
game. Given that, in practice, traders have an infinitely large strategy set, our aim is to investi-
gate herding behavior in this context. To achieve this, we employ the meta-game framework to
examine how herding influences various investor types in the market, considering different so-
cial connections. Within this framework, we define three distinct meta-strategies: “Imitation,”
“Neutral,” and ”Confident.” These meta-strategies serve to streamline the game’s complex-
ity. The empirical findings indicate that, in order-driven markets, herding tendencies are more
pronounced among long-term investors than their short-term counterparts. Interestingly, under
equivalent connectivity conditions, a higher proportion of agents within the meta-game opt for
the 'neutral’ meta-strategy compared to the previous game. This suggests a shift in strategic

decision-making patterns when considering the meta-game perspective.
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Chapter 6

Conclusions and Future Work

The final chapter provides a summary of my research work, outlining important research con-

tributions. In addition, this chapter also discusses future work.

6.1 Research Summary

My PhD research focused on opinion formation and herding in financial markets. We see our
work as the introduction of a framework that can be used to study more questions about herd-
ing in financial markets. Opinion formation and herding are important in finance because they
can influence market behavior, investment decisions, and the overall health of the financial
system. Research into them can contribute to the creation of a stable and well-functioning
market. The main research objective of this thesis is to explore the opinion formation and
herding of participants in different market environments and different social connections. My
work focuses on an empirical approach to the above-mentioned problems in finance. Most
previous research has focused on agent-based models, as the complexity of financial scenarios
poses many difficulties for theoretical analysis. We have adopted a simulation-based approach
(EGTA) to generate empirical games, thus making possible the analysis of some of the results

in ABM.

6.2 Research Contributions

The significant contributions of my research are briefly outlined as follows:
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1. The impact of social connections between market participants on herdings and

market stability (Chapter 3)

* We have defined a novel ABM to study the extent to which social connections

between market participants affect herding and market stability.

* We incorporate classical opinion dynamics in decision making process of traders
and use EGTA to calculate the equilibrium of an appropriately defined strategic
game. In these games, traders want to maximise their profits whilst balancing

private and public information about the asset.

* In the EGTA experiment, we mainly explored the Nash equilibrium of the game
in different contact between agents. We also study the relationship between the

stability of the market and the strategies chosen by agents in different social graphs.

* Loosely speaking, our results show that herding is the more likely the denser the
social graph. Essentially, the herd responds quickly to the actions taken by the

stubborn traders.
2. Opinion Formation and Herding in order-driven market (Chapter 4)

* We bridge some of the gaps between our simulated market environment and the
real market through order-driven markets and different market trading mecha-

nisms.

* We extend the known model to an order-driven market environment. In this mar-
ket environment, agents strategically choose the level of trust they place in their
neighbors based on different social connections in order to make a profit on their

transactions.

* We have conducted separate experiments with long-term and short-term investors

and compared the results.

* To overcome the limitation of not having a market maker in the market, we have
introduced a new order-matching mechanism called spread/price-time priority into

the order-driven market. The spread/price-time priority is determined by involving
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three indicators (spread, price and time) order execution priorities, thus overcom-

ing these uncoordinated incentives.

* The results of the experiment show that herdings still appear in order-driven mar-
kets. Long-term investors are more susceptible to herding than short-term in-
vestors. The spread/price time priority mechanism helps to improve market sta-
bility and liquidity. However, in order to make it a more efficient mechanism, the

weighting of spreads in the mechanism needs to be fine-tuned.
3. Exploring the herding in order-driven markets through a meta-game (Chapter 5)

* To refine our experiments, we enriched the set of strategies available to agents
and used a meta-game to simplify the game and explore the impact of herdings in

order-driven markets on both short-term and long-term investors.

* We define a set of three simple meta-strategies to reduce the complexity of the

game and record the average payoff per agent in a heuristic payoff table.

* QOverall, in a similar conclusion to the previous one, long-term investors in the
meta-game are more vulnerable to herdings than short-term investors. With the

same connection, more agents choose “Neutral” strategy in the meta-game.

6.3 Academic Publications
Some of the work from my Ph.D. research has been published or submitted.
* Chaoran Wang, Ji Qi, Carmine Ventre. ‘Opinion Formation and Herding in Financial

Markets’, International Conference on Autonomous Agents and Multiagent Systems,

Workshop on Learning with Strategic Agents. 2022.

6.4 Limitations

Agent-Based Modeling (ABM) is a powerful and versatile approach. ABM is very effective
in modeling complex systems where individual agents interact with each other and their en-

vironment. It provides a bottom-up approach to understanding emergent phenomena. ABM
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allows the modeling of agents with different characteristics, behaviors, and decision-making
processes, which allows for highly realistic simulations. ABM can account for heterogeneity
among agents, which is often critical for capturing the diversity of behaviors and character-
istics in real-world systems. While ABM has many advantages, it also has some limitations.
Constructing detailed ABMs typically requires large amounts of data and significant computa-
tional resources, which can be challenging to obtain and manage. Running ABM simulations
can be computationally intensive, so it is necessary to consider the time and resources required
for large-scale or long-duration simulations. If the ABM model is complex, validating or cali-
brating it against real-world data may become difficult, especially if there is limited empirical
data available.

The network topology used to model social connections is relatively simple - all agents
have the same number of connections, i.e. the underlying network structure is homogeneous.
Whether agents would lie or share misinformation was not considered in our experiment and
will be part of my future research. The topology of real-world financial markets is very dif-
ferent, e.g., like scale-free networks, nodes may have different numbers of connections. The
most important limitation of our game model is the reliance on the number of strategies, as
generating payoff tables requires sufficient computational power. Due to computational power
limitations, we used three strategy/meta-strategy games in the above study. An increase in the
number of strategies in the game may lead to more discoveries, but also to an exponential

increase in computing power.

6.5 Future Work

Based on current research on opinion formation and herdings in the financial field, the follow-

ing three main directions merit further exploration:

* Refining the agent-based model. In Chapter 4 and Chapter 5, additional parameters
can be changed or added to our agent-based model to restore a realistic financial market
environment. Firstly, the model can explore the performance of traders with different
‘risk aversion® in an order-driven market environment by varying the trading threshold

(thp and thg). Secondly, in reality, market maker transaction fees and market maker
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rebates play an important role in high frequency trading markets and this should also
be reflected in the model. Thirdly, the inclusion of public information in the model,
such as news, could be considered and it should be used as a new factor influencing
the decisions made by participants. Finally, we can calibrate our ABM with some real-
world data. In addition, we can also consider different concepts of crashes and bubbles
where the length is limited in time, such as flash crashes. And try to limit the rate of

crashes and bubbles by certain parameters.

* In-depth exploration of spread/price-time priority. In Chapter 4 we have shown that
the spread/price-time priority mechanism helps to improve market stability and liquidity,
but we need to fine-tune the spread weights in this mechanism. To do this, we can find
a specific set of parameter settings by analysing equilibrium market characteristics for
different values of 8 and u. Under this parameter setting, the spread/price-time priority
order matching mechanism ensures both low market volatility and a considerable trading

volume.

* Other analyses and scenarios about the meta-game. In Chapter 5, we propose a
meta-game model to analyse complex games with meta strategies. In the future, we
can reverse-engineer strategies based on desired system behavior. We can also increase
heterogeneity through social connections between agents by learning from data. This is
a widely used technique to deal with large games [112]. In future experiments, we can
simulate a more realistic scenario by mixing long-term and short-term investors in the

meta-game.

* Extending symmetric games to asymmetric games. In our study above, we focus
on symmetric games. That is, games in which participants in our experiments have
the same set of options and each option has the same payoff. This means that each
player can use the same strategy and receive the same reward for each outcome. In a
real market environment, however, each player has different options and motivations.
This means that our games require more strategic thinking and decision-making skills.

Therefore, we can try to extend symmetric games to asymmetric games. Players in
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an asymmetric game can have different sets of options and different payoffs for each
option. This means that each player has a unique set of strategies available to them and

receives a different reward for each outcome.

In summary, in this thesis, we have studied opinion formation and herding in different
market environments and social connections through ABM and EGTA. Essentially, in our ex-
periments, the flock reacts quickly to actions taken by recalcitrant traders. We show that the
denser the social graph, the more likely the herding is. The experimental results demonstrate
that adding spread/price-time priority mechanism to the order-driven market can improve lig-
uidity and stability of the market, but that the spread weights in the order matching mechanism
need to be fine-tuned. In addition, an increase in the spread weighting in the order-matching
mechanism would make the herding in the market less pronounced.

Our research provides new perspectives for understanding financial markets and develop-
ing strategies. Applied to real data and markets, this research helps bridge the gap between
theory and practice, enabling informed decision-making, risk management and optimization

of investment outcomes in real-world financial environments.
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