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Abstract

Diverse actions give rise to rich audio-visual signals in
long videos. Recent works showcase that the two modali-
ties of audio and video exhibit different temporal extents of
events and distinct labels. We address the interplay between
the two modalities in long videos by explicitly modelling the
temporal extents of audio and visual events. We propose
the Time Interval Machine (TIM) where a modality-specific
time interval poses as a query to a transformer encoder that
ingests a long video input. The encoder then attends to the
specified interval, as well as the surrounding context in both
modalities, in order to recognise the ongoing action.

We test TIM on three long audio-visual video datasets:
EPIC-KITCHENS, Perception Test, and AVE, report-
ing state-of-the-art (SOTA) for recognition. On EPIC-
KITCHENS, we beat previous SOTA that utilises LLMs and
significantly larger pre-training by 2.9% top-1 action recog-
nition accuracy. Additionally, we show that TIM can be
adapted for action detection, using dense multi-scale inter-
val queries, outperforming SOTA on EPIC-KITCHENS-100
for most metrics, and showing strong performance on the
Perception Test. Our ablations show the critical role of in-
tegrating the two modalities and modelling their time inter-
vals in achieving this performance. Code and models at:
https://github.com/JacobChalk/TIM .

1. Introduction

Long videos exhibit a quick succession of auditory and vi-
sual events. The latest attempts to annotate events in these
modalities separately [21, 38], showcase that both the tem-
poral extents and class labels differ between the two. How-
ever, these events still remain correlated – identifying tem-
porally close events in both modalities can improve recog-
nition of actions in both visual and audio.

Furthermore, most methods to date typically only utilise
the exact temporal extent of an action; a precise, trimmed
clip of the action is fed into a convolutional [6, 10, 50] or

∗Equal technical contribution.

Figure 1. Time Interval Machine (TIM): Top: Given a visual and
auditory stream input, the ongoing action in a particular time inter-
val is determined by a query specifying the start and end time of
the interval, along with the modality of interest. Bottom: TIM can
query for visual (e.g. ‘Rinse Sponge’) and auditory (e.g. ‘Water’)
action classes, as well as distinguish between overlapping actions
within the same modality (‘Glass Collision’ and ‘Scrub / Scrape’).

transformer-based [1, 14, 30] backbone, which predicts the
action taking place. Even when the surrounding context is
utilised to improve action recognition [25, 40, 54], again,
this context is supplied in the form of exact clips of neigh-
bouring actions, rather than the untrimmed long input video.

In this paper, we propose an approach that encodes mul-
tiple events that occur in both visual and auditory streams of
a long video input. We achieve this by elevating time inter-
vals to first-class citizens, utilising them to specify a query
within an accompanying modality. We term this mecha-
nism a Time Interval Machine (TIM). It is able to receive
a long video input, and output the actions that occur within
the queried intervals of the queried modalities.

Consider the example in Figure 1. The input contains
the sound of water running while a sponge is being rinsed,
which is then used to wipe a surface. These distinct events
may vary significantly in duration and may be more promi-
nent in the audio or visual modality. Despite differences
between these events, there are likely many correlations be-
tween them and the surrounding context, which may be
beneficial to recognising a given event (e.g. the sound of
water is relevant to rinsing a sponge, providing useful in-
formation for recognising the visual action). TIM is able
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to exploit this by accessing the context within both modali-
ties, including the background when no events occur. It can
then distinguish between different, potentially overlapping,
events within the same input by querying the time interval
of a particular event within a given modality.

We test TIM on three challenging audio-visual recog-
nition datasets consisting of long videos: EPIC-
KITCHENS [9], which recently offered distinct audio an-
notations through EPIC-SOUNDS [21], the Perception
Test [38], and AVE [47]. We show that TIM can effec-
tively learn both visual and auditory classes within a long
input, outperforming the current SOTA top-1 accuracy on
EPIC-KITCHENS by 2.9% and 1.4% on EPIC-SOUNDS,
despite competing methods for the former using far larger
pre-training datasets, large language models or higher res-
olution input. We also outperform models pre-trained with
public datasets on AVE by 0.6% and improve over a strong
baseline on the Perception Test in visual and audio action
recognition by 9.9% and 3.2% respectively.

Additionally, we adapt TIM to action detection, through
fixed multi-scale dense querying with an added interval re-
gression loss. We report strong detection results on EPIC-
KITCHENS and the Perception Test, outperforming Action
Former [61] by 1.6 and 4.3 mAP respectively.

Our contributions are summarised as: (i) we propose the
TIM query mechanism for attending to modality-specific
intervals in long videos. (ii) we efficiently train TIM to
encode/query multiple audio-visual actions using time in-
tervals. (iii) we showcase the value of TIM for both visual
and auditory action recognition, and adapt it for detection
with an added interval regression loss. (iv) we achieve new
SOTA in both video and multi-modal recognition on multi-
ple datasets.

2. Related Works
Audio-visual action recognition. A number of works have
employed audio and visual modalities for action recogni-
tion [12, 24, 25, 34, 52, 56]. Some introduce new architec-
tures to effectively fuse modalities [24, 25, 34, 56]; others
propose unique training techniques to solve problems oc-
curring while training multi-modal models, such as Gradi-
ent Blending [52], to tackle overfitting at different speeds
for each modality, or contrastive learning for cross-modal
discrimination [33]. However, these works use the same
set of semantic and temporal labels for both modalities.
Recent works have shown that both the temporal intervals
and semantics of events differ between modalities [21, 38].
[48] temporally annotates visual and auditory events inde-
pendently, although they share the same set of labels. In
this work, we train with distinct labels for each modality to
leverage discriminative audio and visual actions.
Leveraging temporal context. Several works have consid-
ered incorporating temporal context [25, 35, 54, 55, 60], a

direction orthogonal to employing multiple modalities and
particularly useful in untrimmed videos. An auto-regressive
LSTM-based encoder-decoder is proposed in [35] for ac-
tion sequence classification, effectively leveraging past ac-
tion context to predict the current action. The Temporal
Query Network [60] uses learnable query vectors that cor-
respond to specific attributes of a long video, allowing the
model to attend to the aspects of the video and its sur-
rounding context to produce a response for each attribute.
[54] proposes to enhance the representation of the action
by aggregating temporal context from neighbouring action
clips using a Long-Term Feature Bank along with an atten-
tion mechanism. [55] crafts a more sophisticated memory
bank by storing keys and values of all the intermediate lay-
ers of a transformer to aggregate the past context. Lastly,
[25] exploits multi-modal temporal context from surround-
ing actions using vision, audio, and language.

[25, 54, 55] are the closest to our approach, in that the
common goal is to enrich the representation of the action
of interest using surrounding context from the untrimmed
video, rather than neighbouring clips. Nevertheless, [54,
55] are single modality models, recognising visual actions
solely. [25] assumes the temporal extents of all actions are
known, including for the test set, which is restrictive.
Queries in visual models. Learning visual queries with
Transformer architectures has gained recent attention [5, 20,
22, 31, 60]. Commonly, approaches employ a set of learn-
able vectors that are used to inquire about the presence of a
concept in the input. For example, in [5, 31] the learnable
queries correspond to different objects, whereas in [20] they
are used for multi-task learning and each learnable query
corresponds to a different task. [22] has incorporated learn-
able queries for adapting a pre-trained model while keeping
the rest of its parameters frozen. Closest to our motivation
is [60], where the queries correspond to events and their
attributes for fine-grained action recognition in videos. The
authors note that the queries also have the role of temporally
localising the events in untrimmed videos.

Different from [60] and other works, our queries are pri-
marily temporal with no semantic interpretation and are ap-
plied to multiple modalities. Importantly, since time is con-
tinuous, we cannot use a predefined set of queries. Instead,
we employ an MLP architecture to encode time, in a form
akin to a universal clock. We present our approach next.

3. Time Interval Machine
In this section, we describe the Time Interval Machine
(TIM), a multi-modal transformer encoder architecture
where all inputs, both features and queries, are encoded
with their associated time intervals. A time interval incor-
porates the duration and position of each audio and visual
feature and is also used to query the network for any action
occurring within the given time interval.
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Figure 2. Overview of the Time Interval Machine (TIM). The model ingests a sequence of audio and visual features from a video, with
each feature time-stamped by the temporal interval it spans, and encoded with its modality. To infer the action occurring over a temporal
interval (a visual or audio event) a query is formed specifying the interval and modality of interest.

The architecture of TIM is illustrated in Figure 2. It in-
gests a large video input, represented as a sequence of audio
and visual features, and outputs the ongoing auditory or vi-
sual action label for the provided query time intervals.

3.1. Model architecture

Input. The input to TIM is a long crop of the untrimmed
video, represented by extracted features. When considering
two modality inputs, such as video and audio, each modal-
ity is embedded separately as follows: for each modality
m, let Xm = [Xm

1 , · · · , Xm
Nm ] be Nm temporally-ordered

feature representations of the input video, obtained from
a pre-trained feature extractor Sm(·). We feed the fea-
tures through modality-specific embedding layers gm(·),
projecting them to a lower, common dimension D across all
modalities. The embedded features1 are then tagged with
modality encodings and time interval encodings, forming
the input to the transformer encoder. We now detail how we
encode the time intervals.
Encoding Time Intervals. In this work, we introduce a
new type of learnt query network, the Time Interval MLP,
which produces a single D-dimensional vector representing
a given time interval. This network is used within TIM to
encode the time intervals of the input features and the time
interval we wish to query, and later classify. Figure 3 illus-
trates the concept of this network.

The Time Interval MLP I(·) : R2 → RD receives a time
interval, represented by start and end time, and produces a
single D-dimensional encoding. Note that this is distinct
from encoding the start and end times separately. Specifi-
cally, let ts and te be the start and end time of an interval of
interest, normalised by the length of the long video input.

1Note that the number of features can differ between modalities

Figure 3. Illustration of the Time Interval MLP I(·). It inputs the
two dimensional vector, start and end times of an interval, and pro-
duces a single vector, which can be concatenated along the chan-
nel dimension to either input features or [CLS] tokens. The figure
shows three time interval inputs and three corresponding outputs.
Note that in practice, time intervals are ingested simultaneously.

I(·) receives the interval t̃ = [ts, te] as input, and outputs a
D-dimensional vector encoding of that interval. This vec-
tor encodes both the relative position of the time interval
within the input, as well as its duration. This vector then
acts as a query for the model concerning the action taking
place within the interval. Furthermore, each feature {Xm

i }
spans a certain time interval within the input. Thus, it is
important to also encode the time intervals of the features.

In summary, the Time Interval MLP acts as an universal
clock, which encodes the temporal extent of features, from
any modality, within the input. Note that it is critical that the
same Time Interval MLP is used for encoding all time inter-
vals of the input features and queries across both modalities
to accurately encode universal time. It is also important to
note that Time interval MLP can cover continuous time in-
tervals, whereas traditional positional encoding only covers
a fixed set of positions of the input features. The Time Inter-
val MLP is trained end-to-end along with the transformer.

Transformer Feature Inputs. Let t̃m = [t̃m1 , · · · , t̃mNm ]
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be the corresponding time intervals of the video’s features
Xm from the modality m. We inject the encoded time
interval I(t̃m) into the embedded features via channel-
wise concatenation. A learnable modality-specific encoding
em ∈ R2D is then summed to the temporally-encoded fea-
tures to discriminate between each modality. In summary,
the feature inputs Em for TIM are computed by,

Em
i = [gm(Xm

i ), I(t̃mi )] + em ∀i ∈ [1, ..., Nm] (1)

where [·, ·] indicates concatenation.
Transformer Query Inputs. To query for an action within
an interval of interest, we adopt a standard approach of
appending a learnable classification token to the input se-
quence, CLSm. If t̃Q is an interval of interest, we concate-
nate the time interval representation I(t̃Q) to this classifi-
cation token along the channel dimension, which acts as a
query for the network in order to predict the correspond-
ing action happening within t̃Q. We also add the modality-
specific encoding em to each classification token, as a flag to
distinguish between which modality we are querying. The
encoded [CLS]m tokens can be more formally defined as:

[CLS]m = [CLSm, I(t̃Q)] + em (2)

During training, we add a classification token for each ac-
tion within the input video, resulting in multiple [CLS] to-
kens across both modalities.
Transformer Encoder. We use a transformer encoder to
perform self-attention on the input sequence to aggregate
relevant temporal context and cross-modal relations.

We form the transformer input sequence with the en-
coded feature inputs Em and one or more classification to-
kens [CLS]m, representing each time interval query, and
feed these into the encoder. Note that we recognise all ac-
tions from any modality simultaneously by appending mul-
tiple CLSm tokens to the input. The transformer output rep-
resentation of [CLS]m, namely Zm

CLS, is then passed to the
corresponding linear classifier to predict the action labels.

Importantly, we use an attention mask to prevent queries
from attending to one another, and we similarly prevent in-
put features from attending to queries. This ensures each
query is recognised without the privileged knowledge of
any other query, or action boundary, during inference.

3.2. Training and Testing in TIM

To train TIM, we consider all long segments of W seconds
and stride Hw across the entirety of the untrimmed videos.
We randomly select batches from these. For each window,
we query all annotated audio and visual actions that overlap
with the window by more than δ = 0.2 seconds.

All queries in the window are encoded and concatenated
to separate CLS tokens. To classify queries, let hm

CLS(·) be
a linear classifier for modality m, and let ŷmCLS = hm(Zm

CLS)

be the predicted action of the output representation Zm
CLS.

We train TIM by using a cross-entropy classification loss
CE(·) on the ground truth ymCLS by:

Lm =
1

NQ

NQ∑
CE(ŷmCLS, y

m
CLS) (3)

where NQ is the number of queries within the batch.
Temporal Distance Loss. In addition to the standard classi-
fication loss, we introduce a Temporal Distance (TD) loss as
an auxiliary loss for training TIM. Inspired by [29], where
relative patch positions in token embeddings are learnt us-
ing self-supervision, we similarly train the network to take
two transformer outputs and predict the elapsed time be-
tween their corresponding time intervals.

Let the Z1:
∑

m Nm be the transformer outputs of the fea-
tures from all modalities. We randomly sample a set of fea-
ture pairs B ⊂ Z1:

∑
m Nm from these outputs, concatenate

along the channel dimension and feed them to the temporal
distance regression head ht̃(·) : R4D → R1 to predict the
time interval difference between each pair. Note that feature
pairs can be sampled both within and across modalities. In
our case, we sample across modalities by pairing one visual
feature with another audio feature. This helps the model to
learn the temporal relations between modalities.

Formally, a TD loss Ltd is computed as:

Ltd =
∑

{Zi,Zj}∈B

|ht̃(Zi, Zj)− dij | (4)

where dij is the temporal distance between intervals t̃i, t̃j .
Training objective and regime. For our final training loss,
we sum the losses across modalities along with the TD loss:

Ltotal =

(∑
m∈M

λmLm

)
+ λtdLtd (5)

where M is a set of modalities, λm controls the strength
of each modality’s loss and λtd is a hyperparameter that
controls the strength of the TD loss.
Test-Time Augmentation. We use test-time augmentation,
as this generally increases prediction robustness and perfor-
mance [37, 41]. In TIM, we use a sliding window across the
untrimmed video, thus feeding the same interval query with
varying contexts. We then aggregate predictions of the same
interval query across windows to make the final prediction.

3.3. Adapting for Detection

While primarily designed for recognition, we can adapt
TIM for detection. The backbone remains largely un-
changed from recognition, but there are two main differ-
ences. First, we construct dense multi-scale interval queries
spanning the entirety of the video input at each scale. These
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are used as interval queries in both training and detection in-
ference. The multi-scale intervals allow for detecting both
long and short actions. Second, we introduce an additional
interval regression head, which regresses the query interval
to the action’s exact temporal duration.

During training, we deem any query in the multi-scale
pyramid that overlaps with a ground truth action by more
than some IoU threshold as a positive query. In addition to
classifying the query, we train a DIOU regression loss [64]
to predict the exact interval of the action. Both classifica-
tion and interval regression losses are trained jointly. We
provide full details in the ArXiv appendix.

4. Experiments
This section describes the datasets used to evaluate our
model, implementation details and results along with a
comparison to the state-of-the-art methods.

4.1. Dataset

EPIC-KITCHENS-100 [9] is a large-scale video dataset,
including 700 egocentric videos recording actions in
kitchens. It consists of 89,977 segments of fine-grained ac-
tions. Inspired by prior works [14, 45, 46], we directly pre-
dict the action out of 3806 classes present in the train and
validation set to avoid predicting invalid actions.
EPIC-SOUNDS [21] offers audio annotations capturing
temporal extents and class labels within the audio stream
of EPIC-KITCHENS-100. The annotations contain 78,366
labelled audio events. We combine the visual annotations
from EPIC-KITCHENS with the audio annotations from
EPIC-SOUNDS to train our audio-visual model. TIM can
recognise actions from both datasets using a single model.
AVE [47] contains 4,143 videos covering a range of real-
life scenes and labelled with 27 categories, such as church
bell, male speaking and dog barking. Each video is equally
divided into 10 segments, each 1 second in length. We eval-
uate TIM on the supervised audio-visual event localisation
task. Given a 1 second segment, we recognise the ongoing
action out of the 27 categories plus a background class.
Perception Test [38] is a recent multimodal video bench-
mark of 11,620 videos with an average length of 23 sec-
onds, and provides both temporal action and sound anno-
tations. There are 73,503 visual annotations spanning 63
classes, versus 137,128 sound annotations over 16 classes.

4.2. Implementation Details

Architectural Details. Visual and audio embedding layers
gm consist of a single 512-D feed-forward layer, followed
by a GELU [18] activation and layer normalisation [2] are
used to project the features to a common space. The Time
Interval MLP I consists of three linear layers with 512-
D hidden dimension, followed by ReLU activations, with

layer normalisation after the output of the last linear layer.
We include 512-D learnable [CLS] tokens: [CLS]m

action

for each query in each modality which become 1024-D af-
ter concatenation with the encoded time interval. They are
then summed with 1024-D modality encodings; em.

The audio-visual transformer contains four encoder lay-
ers, each with 8 attention heads, GELU activations, and
1024-D keys, queries and values. A dropout rate of p = 0.1
is applied within the encoder layers. We also apply channel-
wise dropout with p = 0.5 directly to the raw input features,
as well as to the encoded transformer input. The temporal
distance head consists of two linear layers with a hidden di-
mension of 1024 and a third which outputs a single number
corresponding to the elapsed time between each time inter-
val. We include the architectural ablations on encoder layers
and the temporal distance head in the ArXiv appendix.
Training / Validation Details. We train each model for 100
epochs, usingAdamW [32] with a batch size of 64 and a
weight decay of 1e-4. A linear learning rate warm-up is ap-
plied for the first two epochs, starting from 1e-6 to a target
learning rate, and we use a cosine learning rate scheduler.
We set the TD loss weight λtd to 0.3. We pad the queries
for each window in the batch to the maximum number of
queries in a single window in each dataset. We provide im-
plementation details per dataset in the ArXiv appendix.

4.3. Results

We compare TIM with SOTA models for each dataset.
EPIC-KITCHENS / EPIC-SOUNDS Results. We train a
single model on both visual and audio labels of the EPIC-
KITCHENS videos, reporting results on both datasets.

For the visual features, we concatenate Omnivore [14]
and VideoMAE-L [49] features along the channel dimen-
sion, forming 2048-D features. For the audio features, we
use Auditory SlowFast [26], which generalises well across
diverse audio domains [51]. For both modalities, we extract
1 second features every 0.2s. For training, we extract addi-
tional augmented feature sets - with RandAugment [8] for
visual and SpecAugment [36] for audio features.

Table 1 compares TIM with the SOTA models on EPIC-
KITCHENS-100. We outperform M&M Mix [57] by 5.1%
on verb, 0.9% on noun and 3.9% on action. Compared to
our model, both MTV and M&M Mix are trained with an
additional private dataset [44] which contains 194K hours
of 70 million videos while we only use the open-source
visual backbone pre-trained with public datasets. We also
outperform LaViLa [63] and AVION [62] which leverage
pre-trained LLMs to learn video representations.

We note that we outperform all prior works, often with-
out additional techniques that boost performance. For ex-
ample, we use short-sided cropped 224×224 images while
[57] uses 420×420, which enlarges the spatial resolution of
objects in the egocentric video, enabling better noun recog-
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Model xp LLM Verb Noun Action
Visual-only models
MFormer-HR [37] 336p ✗ 67.0 58.5 44.5
MoViNet-A6 [27] 320p ✗ 72.2 57.3 47.7
MeMViT [55] 224p ✗ 71.4 60.3 48.4
Omnivore [14] 224p ✗ 69.5 61.7 49.9
MTV [59] 280p ✗ 69.9 63.9 50.5
LaViLa (TSF-L) [63] 224p ✓ 72.0 62.9 51.0
AVION (ViT-L) [62] 224p ✓ 73.0 65.4 54.4
TIM (ours) 224p ✗ 76.2 66.4 56.4
Audio-visual models
TBN [24] 224p ✗ 66.0 47.2 36.7
MBT [34] 224p ✗ 64.8 58.0 43.4
MTCN [25] 336p ✗ 70.7 62.1 49.6
M&M [57] 420p ✗ 72.0 66.3 53.6
TIM (ours) 224p ✗ 77.1 67.2 57.5

Table 1. Comparisons to state-of-the-art recognition models on the
EPIC-KITCHENS validation set. We report the top-1 accuracy for
verb, noun and action (%). LLM: large language model is used
during pre-training. xp: input resolution of x× x.

Model SSAST [15] ASF [26] DiffSED [3] TIM (A) TIM (A+V)
Top-1 acc 53.5 53.8 56.9 55.7 58.3

Table 2. Comparisons to state-of-the-art sound recognition models
on EPIC-SOUNDS. We report the top-1 accuracy (%) on Val. The
performance of SSAST and ASF are from [21].

Model V A Average Precision (AP)
Task @0.1 @0.2 @0.3 @0.4 @0.5 Avg.

G-TAD [58] ✓ ✗
Verb 12.1 11.0 9.4 8.1 6.5 9.4
Noun 11.0 10.0 8.6 7.0 5.4 8.4

ActionFormer [61] ✓ ✗
Verb 26.6 25.4 24.2 22.3 19.1 23.5
Noun 25.2 24.1 22.7 20.5 17.0 21.9

ActionFormer - Our Features ✓ ✗
Verb 29.6 28.8 26.9 24.4 21.6 26.3
Noun 34.3 32.6 30.2 27.4 22.6 29.4

TIM ✓ ✓
Verb 32.9 31.6 29.6 27.0 22.2 28.6
Noun 36.4 34.8 32.1 28.7 22.7 31.0

Table 3. Comparisons to state-of-the-art detection models on the
EPIC-KITCHENS validation set. We report the average precision
at IOU thresholds [0.1, 0.2, 0.3, 0.4, 0.5] as well as their average
across all thresholds on verb, noun.

nition. We expect a further performance boost when im-
plementing any of: higher resolution feature extractors, ad-
ditional large-scale pre-training and the introduction of a
LLM. We leave this as an avenue for future work.

Table 2 compares TIM against prior results on EPIC-
SOUNDS, where TIM outperforms SOTA by 1.4%.

For detection, we show that TIM can produce compet-
itive results when compared to models primarily designed
for this task in Table 3. TIM adapted for detection outper-
forms ActionFormer [61] by 2.3 mAP on verb and 1.6 mAP
on noun using the same set of features.
AVE Results. As this dataset contains joint audio-visual
labels, we train TIM by duplicating the query, i.e. using
a [CLS] for each modality, and combine their logits dur-
ing training and inference. We use the pre-trained publicly
available models from [47] for a fair comparison with other

Model PSP CPSP CSSNet TIM
[65] [66] [11]† V A AV AV⋆

Top-1 acc 77.8 78.6 80.5 62.8 65.5 79.2 79.8

Table 4. Top-1 event classification accuracy (%) on AVE Test set.
†: no official code or public model provided to replicate results.
We show the models trained only with publicly available datasets.
⋆: results with Omni+ASF features.

Perception Test Action
Model MLP (V) MTCN [25](A+V) TIM (V) TIM (A+V)

Top-1 acc 43.7 51.2 56.1 61.1
Perception Test Sound

Model MLP (A) MTCN [25](A+V) TIM (A) TIM (A+V)
Top-1 acc 50.6 52.9 54.8 56.1

Table 5. Comparisons to trained recognition baselines on the Per-
ception Test validation split. We show both action and sound
recognition and the benefit of including audio-visual in TIM for
both challenges. V : visual and A : audio input features. MLP is
the result by training an MLP classifier with the features directly.

Model Average Precision (AP)
@0.1 @0.2 @0.3 @0.4 @0.5 Avg.

Perception Test Action
ActionFormer [61] 27.8 27.6 25.2 23.0 20.0 24.5

TIM 33.5 32.2 29.8 26.4 22.0 28.8
Perception Test Sound

ActionFormer [61] 34.7 31.3 27.5 22.7 17.7 26.8
TIM 37.5 33.1 27.9 22.8 17.2 27.7

Table 6. Comparisons to strong detection models on the Percep-
tion Test validation set for action and sound localisation. We report
the average precision at IOU thresholds [0.1, 0.2, 0.3, 0.4, 0.5] as
well as the average across all thresholds.

works. We also apply AVGA [47] to spatial visual features
from VGG-19 before feeding them to the transformer.

Table 4 shows our results on the AVE dataset. Combin-
ing audio and video significantly improves the performance
on TIM. The results from [11] perform best but could not
be replicated. We also report TIM using the Omnivore vi-
sual features and Auditory Slowfast features used for EPIC-
KITCHENS, which achieves a 0.6% boost in performance.
Perception Test Results. We use the same backbone for the
Omnivore features and Auditory Slowfast features and train
a single model using both the visual and audio labels. Ta-
ble 5 compares the results on the newly introduced Percep-
tion Test. We train an MLP classifier, with two linear layers
and a ReLU activation, on the features directly as a base-
line. We also evaluate on an audio-visual model that does
use context with MTCN. Compared to these methods TIM
clearly shows significant improvements. Results are im-
proved over MTCN by 9.9% and 3.2% on visual and audio
recognition tasks respectively. We also provide detection
results in Table 6. TIM improves over ActionFormer [61]
by 3.3 average mAP on visual actions and by 0.9 average
mAP on sound, when using the same features.
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Figure 4. Qualitative results for all datasets. PRED: Prediction by TIM, TIQ: Time Interval Queries, V/AGT: Visual/Audio Ground Truth.

Cross-Modality in TIM. When referring to our previous
results, we see that including the additional modality pro-
vides a performance boost in all cases, highlighting TIM’s
ability to utilise and distinguish between different modal-
ities. For example, on EPIC-KITCHENS-100, including
audio improves visual action accuracy by 0.9%. For EPIC-
SOUNDS, the visual modality further improves accuracy by
2.6%. In the Perception Test, including the audio modality
improves visual recognition by 5.0%, and visual increases
sound recognition by 1.3%. Finally, for AVE, we see a
significant improvement, where an audio-visual model in-
creases accuracy by 13.7% from audio-only.
Qualitative Results. We present qualitative results in Fig-
ure 4. We see that in EPIC-KITCHENS, TIM can compe-
tently recognise actions across the two modalities including
overlapping queries. Furthermore, we see consecutive ac-
tions are correctly recognised with varying interval lengths,
such as the ‘open / close’ audio actions between 0.2s and
4.5s. For AVE, TIM is able to distinguish between the back-
ground and a ‘barking’ audio-visual event based on the time
interval query. For the Perception Test, we see that TIM can
distinguish between heavily overlapping actions across both
modalities, such as between ‘break’, ‘human speech’, ‘hit’
and ‘put something’. However, there are also failure cases,
such as in EPIC-KITCHENS when the action ‘take wash-
ing up liquid’ is recognised as ‘wash hand’, as the model
is likely confused by the context predominantly associated
with the highly overlapping ‘wash hand’ actions.

4.4. Analysing Time Intervals

We showcase the importance of effectively encoding time
intervals, as well as how they differ from alternative strate-

Figure 5. TSNE plot for time encodings I(·) on all datasets. In
each plot, we use colour maps to indicate encodings of the time
interval’s duration (left), start time (middle) and end time (right).

gies. We perform this analysis on the EPIC-KITCHENS-
100 and EPIC-SOUNDS recognition tasks.

Time Encoding Representation. To show TIM encodes
time intervals across all datasets in Figure 5. We use three
colour maps on the same TSNE projection to show three
properties of the encoded interval: duration, start time and
end time. Interestingly, the 1D time encoding perfectly cap-
tures all three attributes and across the datasets. While the
encodings differ per dataset, as these differ in the positions
and durations of actions, we see clear similarities in the
learnt time encoding projections. For example, the dura-
tion is perfectly captured across the x-axis of the TSNE plot
with lower values indicating longer time intervals.

7



Figure 6. Attention heatmaps of the second encoder layer for two
random 30s clips in EPIC-KITCHENS. x-axis: input feature time
intervals; y-axis query time intervals of varying position and du-
ration. The attention magnitude relates to the query CLS token.

Figure 7. The impact of shifting the time interval query on visual
performance (top) and audio performance (bottom), both on short
actions (< 2 sec) and long actions (> 2 sec) and overall validation
set (all) for EPIC-KITCHENS-100 and EPIC-SOUNDS.

Interval Query Attention. We plot two attention heatmaps
in Figure 6 for 5 separate queries with varying positions and
scales in EPIC-KITCHENS-100. We extract the attention
weights from the second transformer encoder layer, as this
appears to be the most relevant to the interval query. The
learnt attention clearly applies to the feature time intervals
contained within the query. We note the similarity between
the attention in the two randomly selected windows.
Shifting Intervals. To show how TIM effectively en-
codes the time interval of actions, we shift the time interval
queries from their correct action interval by -1.5s to 1.5s, as-
sessing the impact of these adjustments on the performance.

Figure 7 shows the result. We see the performance grad-
ually drops, both in visual and audio, as the query inter-
val moves away from the correct action interval. The drop
is also symmetric showcasing no bias. Unsurprisingly, the
performance drops significantly when shifting short actions
both in video (-57.9%) and audio (-35.2%), while it is less

EPIC-KITCHENS EPIC-SOUNDS
Encoding Verb Noun Action Audio Actions
Learned 43.8 44.3 29.6 23.7

Sinusoidal 43.8 44.6 30.0 13.4
Centre 74.3 65.8 55.6 56.4

Separate-add 76.0 66.2 56.4 57.7
Interval-add 76.3 66.5 56.9 58.8
Separate-cat 76.8 67.4 57.1 58.4

Interval-cat (proposed) 77.1 67.2 57.5 58.3

Table 7. Ablating the choice of encoding time intervals.

extreme in long actions (-14.5% and -11.2%). We assess the
impact of scaling the time interval in the ArXiv appendix.
Time Interval Encodings. The Time Interval MLP en-
codes the interval of the query. Here, we compare this to tra-
ditional positional encodings, both sinusoidal and learned.
We also experiment on five different variations of the Time
Interval MLP, namely: (i) Centre – we only encode the cen-
tre timestamp of the interval; (ii) Separate-Add/Cat – we
encode the intervals’ start and end time separately and add
the encoded output vectors together, or concatenate along
the channel dimension; and (iii) Interval-Add/Cat – we en-
code the start and end time within the same vector and add,
or concatenate, the encoded output to the input sequence.

We show the results in Table 7. In all cases, the fi-
nal encoding is of the same dimension for comparable re-
sults. Performance is significantly worse with sinusoidal or
learned positional encoding, as they are unable to capture
the complexity of overlapping actions. There is also a drop
when encoding only the centre of the time interval.

Separate-Add/Cat are alternative ways to encode the in-
tervals (and hence include duration information) resulting in
comparable performance to the interval counterparts. Our
proposed approach to encoding the interval into the MLP
shows the best performance for visual and while maintain-
ing strong auditory performance.

5. Conclusions
In this paper, we propose to utilise the action’s time interval
as a query to an audio-visual transformer which learns to
recognise the action from its interval and the unaltered sur-
rounding context. We jointly train the model on modality-
specific time intervals and label sets, allowing the Time In-
terval Machine (TIM) to recognise multiple events across
both visual and auditory modalities.

TIM is sensitive to the interval’s position and duration.
This allows the model, as is, to produce competitive results
on action detection through multi-scale dense querying.
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A. Further analysis of time intervals – scaling
We show the effect of shifting the time interval queries from
their correct action interval in Section 4.4 (Figure 7). In
Figure 8, we show the analogous figure as we vary the effect
of scaling a centralised query from the ground truth. Similar
to shifting, we also demonstrate a decrease in performance
when scaling a query. Performance drops from 57.5% to
54.9% when contracting, and to 55.3% when expanding the
query in visual queries. In audio, we see a drop from 58.3%
to 56.5% when contracting, and to 56.3% when expanding
the query.

Both Figure 7 and Figure 8 combined showcase the abil-
ity of TIM to correctly model the time interval of actions.
The performance drops steadily, yet smoothly, as queries
are changed from the ground truth – whether shifted or
scaled.

B. Test Set Results
In this section we showcase TIM’s results on multi-
ple challenges and test sets across EPIC, namely EPIC-
KITCHENS-100 recognition, EPIC-Sounds recognition,
EPIC-KITCHENS-100 detection and EPIC-Sounds detec-
tion.

B.1. EPIC-KITCHENS-100 Test Set

In the main paper, TIM is evaluated on the EPIC-
KITCHENS-100 validation set, as most state-of-the-art re-

Figure 8. The impact of scaling a query centered around the action
on both visual and audio performance. A shift of 0.0 sec, or a 1x
scale, means querying with original time interval. Both visual and
audio performance fall gradually as the query moves away from
the original time interval.

sults only report on the validation set, and thus we do the
same for a direct comparison. Here, we evaluate the same
model on the test set, by submitting to the leaderboards.

We report the results of our best performing model in
Table 8. We ensemble six TIM models with input window
lengths W = 15, 30, 36, 40, 45, 60 seconds with weights
[1.0, 0.9, 0.9, 0.9, 0.9, 0.9] respectively. All other param-
eters/architecture details remain unchanged. Our model
achieves SOTA action performance (which ranks the win-
ners) as well as verb performance. TIM remains behind
SOTA on noun performance by 0.6%. We also report a sin-
gle model TIM, without ensembling, and show this is com-
petitive with winners from previous years despite using only
a single model. We showcase the submission ranked top on
the test set leaderboard in Figure 9.

We also provide results for detection in Table 9. Note
that this challenge also requires action predictions i.e. a
combination of a verb prediction and noun prediction. To
achieve this, we combine the predictions of each query from
our verb and noun model, resulting in a two-stream archi-
tecture. We then follow [61] and re-weight the confidence
and action boundaries of each proposal by:

p(action) = p(verb)α p(noun)(1−α),

d(action) = ωd(verb) + (1− ω)d(noun)
(6)

where α=0.45 and ω = p(verb)/(p(verb)+p(noun)).

1



Method Ensemble Verb Noun Action
ctai ✓ 69.4 63.3 50.0
hrgdscs ✓ 71.0 61.3 50.4
Jaesung ✓ 70.6 63.9 52.3
xxiong ✓ 70.9 66.2 52.8
TIM (ours) ✗ 73.1 64.1 53.0
yzhao ✓ 71.7 65.8 54.3
TIM (ours) ✓ 73.8 65.6 54.5

Table 8. Comparisons to state-of-the-art recognition models on
EPIC-KITCHENS test set. We report the top-1 accuracy for verb,
noun and action (%).

Figure 9. Screenshot of the EPIC-KITCHENS Action Recognition
leaderboard (March 2024) showcasing our TIM method ranked
top.

Method Average Precision (AP)
Task @0.1 @0.2 @0.3 @0.4 @0.5 Avg.

lijun
Verb 30.7 29.4 26.8 24.3 20.5 26.4
Noun 31.0 29.4 26.8 23.3 18.8 25.8

Action 24.6 23.5 21.9 19.7 16.7 21.3

mzs
Verb 31.1 28.0 26.5 25.4 22.3 27.3
Noun 30.3 28.8 27.2 24.3 20.7 26.3

Action 25.5 24.5 23.2 21.0 18.4 22.5

TIM
Verb 32.1 30.0 27.8 25.2 20.4 27.1
Noun 34.9 33.0 30.6 26.6 21.8 29.4

Action 28.1 26.7 25.0 22.3 18.9 24.2

Table 9. Comparisons to state-of-the-art visual action detection
models on the EPIC-KITCHENS test set. We report the average
precision at IOU thresholds [0.1, 0.2, 0.3, 0.4, 0.5] as well as their
average across all thresholds on verb, noun and action.

We can see that TIM sets a new SOTA in noun and ac-
tion detection by 3.1 and 1.7 mAP respectively, only falling
slightly behind on verb. For this method we ensemble 6
models using context windows W = 15, 30, 45 for both
verb and noun streams. Evidence of our new SOTA method
is shown in Figure 10.

B.2. EPIC-Sounds Test Set

Here, we evaluate TIM on the test set by submitting to
leaderboards. Again, we showcase results for both single
and ensemble models in Table 10, using the same config-
uration described previously in the EPIC-KITCHENS-100

Figure 10. Screenshot of the EPIC-KITCHENS Action detecion
leaderboard (April 2024) showcasing our TIM method ranked top.

Method Ensemble Top-1 Acc. PCA mAP
TIM (ours) ✗ 54.9 22.8 31.9
Yuqi Li ✓ 55.1 21.0 26.2
audi666 ✗ 55.1 21.1 26.0
stevenlau ✗ 55.4 21.8 27.0
TIM (ours) ✓ 55.9 23.0 32.2

Table 10. Comparisons to state-of-the-art audio recognition mod-
els on EPIC-Sounds test set. We report the top-1 accuracy for
audio interactions, along with the per-class accuracy (PCA) and
mean average precision (mAP).

Figure 11. Screenshot of the EPIC-Sounds Audio-Based In-
teraction Recognition leaderboard (April 2024) showcasing our
TIM method ranked top.

Method Average Precision (AP)
@0.1 @0.2 @0.3 @0.4 @0.5 Avg.

ActionFormer Baseline 9.6 8.5 7.4 6.2 5.1 7.4
TIM 15.7 13.3 11.4 9.3 7.3 11.4

Table 11. Comparisons to state-of-the-art audio detection mod-
els on the EPIC-Sounds test set. We report the average precision
at IOU thresholds [0.1, 0.2, 0.3, 0.4, 0.5] as well as their average
across all thresholds.

Action Recognition Challenge. Our model achieves SOTA
performance across all metrics. Our single model does not
perform quite as well as the visual counterpart in top-1 ac-
curacy, but still outperforms all other methods with regards
to mean average precision and per-class accuracy. It is also
worth noting that the model selection was visually biased
i.e. we chose the best performing visual model, instead of
audio. Again, we showcase the submission ranked top on
the test set leaderboard in Figure 11.

We also provide detection results in Table 11, where we
convincingly outperform the ActionFormer baseline across
all metrics, notably by 4.2 mAP, setting a new SOTA in this
challenge.
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Figure 12. Screenshot of the EPIC-Sounds Audio-Based In-
teraction Detection leaderboard (April 2024) showcasing our
TIM method ranked top.

EPIC-KITCHENS EPIC-SOUNDS
Depth Verb Noun Action Audio Actions
1 Layer 75.8 65.0 55.4 58.4
2 Layers 76.5 66.2 56.5 58.4
3 Layers 77.0 66.9 57.2 59.3
4 Layers 77.1 67.2 57.5 58.3
5 Layers 76.6 66.7 56.9 58.2
6 Layers 76.9 66.6 57.0 57.5

Table 12. Effect of changing the number of transformer encoder
layers. Number of transformer head is fixed to 16. The highlighted
row is the performance we report in the main paper.

C. Ablation studies

This section contains ablation studies on the proposed TIM
architecture in various aspects and loss functions. We per-
form all ablations on the EPIC-KITCHENS (visual action
recognition) and EPIC-SOUNDS (audio actions recogni-
tion). In all tables, we highlight our main reported results in
grey.
Number of encoder layers. Here, we ablate the number
of transformer encoder layers in TIM, varying from 1 to
6, on the performance. Other hyperparameters and model
configuration remain fixed, as described in our main paper.
Table 12 shows the result.

The best visual action performance is obtained by using
four layers, while verb and noun performance is compara-
ble to the models with only three layers. Interestingly, audio
performance is best when using three layers. This is likely
due to overfitting of the audio input compared to the visual.
It is well known that multimodal training is susceptible to
differences between the two modalities [52]. However, our
training regime remains relatively stable between the two
modalities. The difference between the top performance au-
dio (3 layer) and our reported results (4 layers) is only 1.0%.
Number of transformer heads. We also ablate the number
of transformer heads. We experiment with 2, 4, 8 and 16,
keeping other hyperparameters fixed. Table 13 shows the
results of this ablation.

Peak visual and audio performance is obtained when us-
ing 8 heads. This is the performance we report in the main
paper. Interestingly, changing the number of heads has a

EPIC-KITCHENS EPIC-SOUNDS
# Head Verb Noun Action Audio Actions

2 77.0 65.9 56.6 58.3
4 76.7 66.7 56.9 57.9
8 77.1 67.2 57.5 58.3

16 77.0 67.2 57.1 58.1

Table 13. Effect of changing the number of heads in transformer.
Number of transformer layer is fixed to 4. The highlighted row is
the performance we report in the main paper.

EPIC-KITCHENS EPIC-SOUNDS
Depth Verb Noun Action Audio Actions
1 Layer 77.0 66.8 57.3 58.1
2 Layers 77.2 66.9 56.9 58.4
3 Layers 77.1 67.2 57.5 58.3
4 Layers 76.8 66.9 57.5 58.7

Table 14. Effect of temporal distance head structure. The high-
lighted row is the performance we report in the main paper.

comparable impact on performance to that when changing
the number of layers reported in Table 12.
Temporal distance regression head architecture. We also
ablate the structure of the Temporal distance regression
head ht̃ in Eq 4, by varying the number of layers from 1
to 4. Results are shown in Table 14. The results are similar
across all depths, but we find using 3 layers gives the best
compromise across all metrics and these are the results we
report in the paper.
Input length and feature density. We set W ≥ 10 sec-
onds. These long segments from untrimmed videos are
complex and contain multiple overlapping actions. For ex-
ample in EPIC-KITCHENS-100, a 30 second window con-
tains on average 16 audio-visual annotated events with a
maximum of 81 queries in the training set. Additionally,
28.1% of all actions overlap.

Table 15 shows the effect of changing the input visual
and audio features for TIM. We experiment with the win-
dow size W , which is affected by the number of features
within the window (Nm) and the stride between the fea-
tures (Hf ). We also experiment with the window stride
(Hw) which affects how many windows fit within an en-
tire untrimmed video, and hence the extent of the temporal
context around a given action. We separate the table into 4
sections, separated by horizontal lines, to showcase differ-
ent variations.

First we ablate on the number of features, while keeping
the feature hop size constant. Increasing the number of fea-
tures will increase the window size. We see that using 50
features with a stride of 0.6 seconds works best, resulting in
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EPIC-KITCHENS EPIC-SOUNDS
W Nm Hf Hw Verb Noun Action Audio Actions

15.0 25 0.6 1.0 76.8 67.0 57.3 59.0
45.0 75 0.6 1.0 76.6 67.1 57.0 57.4
60.0 100 0.6 1.0 76.5 66.8 57.1 57.3
10.0 50 0.2 1.0 76.2 66.1 55.9 58.4
20.0 50 0.4 1.0 76.7 66.7 56.8 58.7
30.0 50 0.6 1.0 77.1 67.2 57.5 58.3
40.0 50 0.8 1.0 76.5 66.8 56.8 58.0
50.0 50 1.0 1.0 75.5 65.9 56.2 56.5
30.0 25 1.2 1.0 76.5 66.1 56.4 57.3
30.0 75 0.4 1.0 76.8 66.5 57.3 58.0
30.0 50 0.6 2.0 76.7 66.8 57.2 58.7
30.0 50 0.6 5.0 76.4 66.1 56.4 58.6
30.0 50 0.6 10.0 75.5 65.4 55.6 57.6

Table 15. Effect of changing the parameters to alter the feature
input to TIM in EPIC-KITCHENS and EPIC-SOUNDS. W: Win-
dow Size in seconds, Nm: Number of features, Hf : Feature Stride
in seconds, Hw: Window Stride in seconds.

a window size of 30 seconds. This time frame likely pro-
vides enough relevant context to the action without inject-
ing redundant information through additional features too
distant from the action.

We then ablate the feature stride while keeping the num-
ber of features constant. In this case, a larger hop size
results in a larger input window. We see that a stride of
0.6 seconds, resulting in a 30 second window, performs the
best. This outperforms a 30 second window with 75 fea-
tures with stride 0.4 seconds, as the sparser sampling likely
removes redundant information.

We also experiment with the feature density, by fixing
the window size to 30 seconds, but varying both the num-
ber of features and the feature stride. In this case, we see
that our proposed feature density of Nm = 50 performs
best. Increasing the number of features increases redun-
dancy, whereas a sparser number does not benefit from suf-
ficient neighbouring context.

Finally, we experiment on the stride of the input win-
dow. A smaller stride results in increased overlap between
the input features. Compared to the stride of 1.0, used in
our results, an increased stride clearly drops visual perfor-
mance.
Time Interval MLP structure. We also ablate the structure
of the Time Interval MLP I(.). We experiment with varying
the number of linear layers. As shown in Table 16, TIM
seems to favour a depth of 3 within the Time Interval MLP,
benefiting from a 1.0% visual and 0.5% audio boost over 2
layers.
Loss ablation. We experiment with varying the λtd, as
well as the within-modal and cross-modal sampling vari-
ants (Eq. 4). The results are shown in Table 17. Introducing
the Temporal Distance loss (λtd > 0) improves the overall
performance for visual, but has an adverse effect on audio.
We also observe that λtd = 0.3 with cross-modal sampling

EPIC-KITCHENS EPIC-SOUNDS
Depth Verb Noun Action Audio Actions
1 Layer 75.5 66.3 56.0 57.2
2 Layers 76.6 66.5 56.5 57.8
3 Layers 77.1 67.2 57.5 58.3
4 Layers 76.5 66.9 57.3 58.0
5 Layers 76.6 67.0 57.2 58.4

Table 16. Effect of the Time Interval MLP I(·) structure. The
highlighted row is the performance we reported in the main paper.

EPIC-KITCHENS EPIC-SOUNDS
λtd Sampling Verb Noun Action Audio Actions
0.0 - 76.9 66.7 57.2 58.4
0.1 cross-modal 77.0 66.7 57.1 58.1
0.3 cross-modal 77.1 67.2 57.5 58.3
0.3 within-modal 77.3 67.0 57.4 58.4
0.5 cross-modal 76.9 66.8 57.3 58.2

Table 17. Effect of Temporal Distance loss on performance. Sam-
pling represents the two different ways of sampling pairs B, cross-
modal means sampling the pairs across modalities and within-
modal indicates sampling pairs only within the same modality. We
report the highlighted row in the main paper.

shows the highest performance on the visual action met-
ric. The cross-modal sampling strategy shows marginally
improved results than the within-modal strategy for visual,
suggesting the distance loss is more beneficial for video
than for audio.

D. TIM for Detection
In this section we describe how we adapted TIM for the
task of action detection for the results reported in Table 3.
The backbone remains largely unchanged from the recogni-
tion task. However, there are differences in how we obtain
queries, as well as an additional interval regression head.

D.1. Multi-scale Queries for Detection

While in recognition we can utilise the ground-truth times-
tamps of the actions to query the input, in detection, we
obtain dense proposal queries by constructing a query pyra-
mid. These queries cover multiple fixed-size scales, span-
ning the entirety of the long video at each level, starting
from short, dense temporal interval queries to long ones.
The pyramid structure allows the model to classify and
regress to both long and short actions within the input.

In practice, when constructing our query pyramid, we
start from a query interval size of 0.005 ∗ W (0.15s for a
W = 30s window), with dense queries that span the entire
window. We then double the query size in the next layer,
again spanning the entire window at this resolution, and re-
peat this process stopping before the query size matches
or exceeds the full window size. For a 30s window, this
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method constructs a query pyramid consisting of 8 layers,
with resolutions: [0.15s, 0.3s, 0.6s, 1.2s, 2.4s, 4.8s, 9.6s,
19.2s].

We classify these queries in the same manner as recogni-
tion. However, we also introduce a regression head, which
predicts the start and end times of the action the query is
assigned to. The regression head allows for temporal local-
isation to be improved over that of the proposal interval and
to have greater overlap with the ground truth.

When obtaining the final sets of detections, we classify
and regress all queries in the pyramid across all input win-
dows in the untrimmed video. We then threshold predic-
tions that are below a confidence threshold. We then apply
class-dependent Soft-NMS [4] to the filtered predictions to
remove highly overlapping proposals, before calculating the
precision scores.

D.2. Detection Training

During training, we deem any query in the fixed pyramid
(multi-scale) set of queries with temporal IOU ≥ 0.6 with
any ground truth action as a positive query. If a query has a
temporal overlap above the threshold with multiple ground-
truth actions, we only consider the action label with the
highest IOU . For all positive queries, we directly predict
the assigned action’s start and end times (tms , tme ) and clas-
sify the corresponding action label. For negative queries,
we do not regress the interval’s duration and set the label as
a zero-vector for across all classes e.g. background.

As with recognition, we classify all queries with hm
CLS(·)

and obtain predictions ŷmCLS = hm
CLS(Z

m
CLS). To classify

queries, we train TIM using a Sigmoid Focal Loss [28] F (·)
to balance the positive and negative samples:

Lm
det CLS =

1

B

B∑
F (ŷmCLS, y

m
CLS) (7)

For positive queries, we also feed the encoded CLS to-
kens through a separate regression head hm

REG to predict the
querys associated ground truth action start and end time
(t̂ms , t̂me ) = hm

REG(Z
m
CLS). We train this via a DIOU regres-

sion loss [64]:

Lm
det REG =

1

QP

QP∑
DIOU((t̂ms , t̂me ), (tms , tme )) (8)

where QP is the number of positive queries. Finally, we
combine both losses to form our detection loss:

Lm
det = Lm

det CLS + λdet REGL
m
det REG (9)

Where λdet REG is a parameter used to weight the regres-
sion loss. We set this to 0.5.

E. Further Implementation Details

Feature Extraction The Omnivore model used is pre-
trained with ImageNet [39], Kinetics [23] and SUN RGB-
D [43] datasets. For EPIC experiments, we finetune
the model with EPIC-KITCHENS100 visual labels. The
VideoMAE-L features are pre-trained on Kinetics [23],
Something-Something V2 [16], AVA [17] and WebVid2M,
which we also fine-tuned on EPIC-KITCHENS visual la-
bels. The detailed training procedure for Omnivore is avail-
able in [14] and for VideoMAE in [49, 53]. We extract
dense features that overlap, so that we can use fine-grained
time intervals as a query. Each 1 second Omnivore feature is
computed by feeding 32 frames the temporal segment sam-
pling described in [30] and whereas we feed 16 frames us-
ing the sampling described in [49, 53] for each VideoMAE
feature.

For Auditory SlowFast [26], we utilise the pre-trained
VGGSound [7] model and change the input length from 2
seconds to 1 second to match the temporal extent of the vi-
sual features. Only for EPIC experiments, we finetune the
model with EPIC-SOUNDS audio labels. The additional
sets used for data augmentation apply SpecAugment with
two frequency masks with F = 27 and two time masks with
T = 25. Again, this enables data augmentation for audio.

For AVE visual features, we use a VGG-19 [42] model
pre-trained on ImageNet [39]. We extract the features from
pool5 layer on VGG-19 to get a spatial feature map per
each frame. We average these feature maps per each second
by global pooling. For audio features, we adopt a VGG-
like [19] network pre-trained on AudioSet [13]. Both visual
and audio feature cover one second of the visual or audio
stream. Additionally, due to the significantly smaller size of
the AVE dataset, we reduce the model size for this dataset
by halving the hidden dimension of all linear layers (512-
D) and applying channel-wise dropout with p = 0.1 to the
raw input features, but retain a dropout of p = 0.5 on the
encoded transformer input.

Model selection scheme. For datasets with distinct visual
and audio label sets (EPIC and Perception Test), we train a
single model on both sets of labels simultaneously. In these
cases, we report results across all metrics in both modalities
for the epoch with the best visual performance. We note
that we can obtain additional audio performance by adjust-
ing hyperparamters (such as λa) to be more biased towards
audio. However, when reporting results, we take the audio
performance from our best performing visual model, report-
ing a single model for audio-visual TIM.

EPIC Details. For EPIC-KITCHENS-100 and EPIC-
SOUNDS, we include two extra CLS tokens for each visual
query: [CLS]v

verb,noun, along with classifiers hv
CLSverb

(·)
and hv

CLSnoun
(·). We set the learning rate to 1e-4 and apply

channel-wise dropout with p = 0.5 directly to the raw input
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features, as well as to the encoded transformer input. We
set λa = 0.01 and λv = 1.0. The low value of λa is to
alleviate early overfitting of the audio data, also observed in
other works [56].
AVE Details. Due to the significantly smaller size of the
AVE dataset, we reduce the model size for this dataset by
halving the hidden dimension of all linear layers (512-D).
We use an initial learning rate 5e − 4. We set all dropouts
in the model to p = 0.1. We set Nm = 10 with Hf = 1.0
to be consistent with other works. This results in a window
size of W = 10 seconds which is the full-length of the video
in this dataset. We thus do not use any window stride (Hw)
for this dataset. We apply AVGA [47] to spatial visual fea-
tures from VGG-19 before feeding it to the transformer. As
this dataset does not contain distinct labels for audio and vi-
sual, we encourage the model to learn the single label set for
both modalities by duplicating the query, i.e. using a [CLS]
for each modality, and combine their logits for training and
inference. We set λa = 1.0 and λv = 1.0.
Perception Test Details. We set the learning rate to 1e-
4 and apply channel-wise dropout with p = 0.1 to both
the raw input features and encoded input sequence. We set
W = 20 seconds, λa = 1.0, and λv = 1.0.
Detection Details. Due to memory constraints, as opposed
to using a single model to jointly train for all sub-tasks in
recognition (visual and audio or verb, noun, action and au-
dio in EPIC), we use a separate model for each individual
sub-task, resulting in two different sets of model weights
for detection and recognition. We also extend the number
of layers in the transformer encoder from 4 to 6. The re-
gression head consists of 2 layers with hidden dimension
D/2, followed by ReLU activations, and a final layer which
outputs 2 numbers relating to the regressed boundaries, fol-
lowed by a Sigmoid activation to scale the outputs between
[0, 1].

For Perception Sound and Action, we train for 100
epochs and use a 0.01 confidence threshold and NMS σ =
0.1. For EPIC, we train for 35 epochs and use a 0.03 con-
fidence threshold and NMS σ = 0.25. All other hyper-
parameters are consistent with the recognition models.
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