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Chapter 1

Introduction

A rapidly emerging trend in machine learning is the consolidation of the field around
a limited set of methods tailored towards scalability, versatility, and simplicity. The
surge of sequence models is one of the most prominent architectural shifts that has
been driven as a result of these priorities.

The growth in popularity of these models – alongside the realisation that larger
models tend to exhibit better performance on tasks, as well as entirely new capabilities
– has led to massive investment in systems to support training at scale. These easy-to-
use and extensible toolkits for sequence models enabled rapid experimentation across
the machine learning research community and has given rise to new instantiations of
sequence models that extended beyond language and into domains like vision, audio,
graph structured data, and tabular data.

Alongside the investment in systems and infrastructure, there has been an invest-
ment in methods for the collection and curation of large-scale datasets of sequence
data. A similar observation of scale positively influencing performance on tasks and
capabilities has been made in terms of the scale and cleanliness of data collected.

Key to realising the progress of recent years has been the pursuit of answering
two questions:

1. How do we scale up our models?

2. How do we scale up our data?

This thesis contributes new methods for scaling sequence models as well as their
data, and pursues their application on domains outside of the common webtext setting.
It includes the following eight works, four of which have been published previously:

• Chapter 3 – Learning Sparse Networks Using Targeted Dropout
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• Chapter 4 – Training Neural Networks in Low-Rank Subspaces

• Chapter 5 – SliceOut: An Efficient Dropout Alternative

• Chapter 6 – Asynchronous Reversible Component Networks

• Chapter 7 – Interlocking Backpropagation (JMLR, 2022)

• Chapter 8 – Inter-example Attention for Transformers Applied to Tabular Data
(NeurIPS, 2021)

• Chapter 9 – Prioritized training on points that are learnable, worth learning,
and not yet learned (ICML, 2022)

• Chapter 10 – Disease Variant Prediction with Deep Generative Models of Evo-
lutionary Data (Nature, 2021)

The chapters are structured so that we begin by introducing methods focused on
increasing the efficiency of training and serving to support scaling models (Chapters
3-7), and we close with methods focused on data efficiency and new data domains
to support scaling data (Chapters 8-10). Most chapters are entirely distinct and
introduce independent techniques, however Chapters 6 and 7 were written in sequence
and the former inspired the development of the latter, which is discussed in the
conclusion of the former and introduction of the latter.

The intent of this body of work is to accelerate the pace of compelling and coherent
artificial intelligence by providing a collection of methods that can be exploited to
enable faster and more effective scaling of both model and data.
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Chapter 2

Background

In this chapter, I will give a brief tour of how the Transformer (Vaswani et al., 2017b)
came to be and why the present-day preoccupation of the field has turned towards
large models and unsupervised learning – setting the stage for the contributions of
this thesis and motivating focus on advancing methods in modelling and data in the
sequence learning regime.

Many commonly used modalities of data are naturally sequential in nature. Lan-
guage, audio, video, and financial data all have sequential structure as a consequence
of their temporality. However, up until fairly recently, the sequential structure of
this data would most often be discarded and models would simply learn to perform
tasks based on features that neglect item ordering.

These models – referred to as “bag-of-words” models because of all the words in
a sequence being tossed into a bad and shaken up, losing their ordering – had been a
difficult baseline to beat. Their simplicity and speed lent themselves extremely well to
production scenarios with low latency tolerances, and so, as alternative methods that
did incorporate temporal information arose they had to prove significant gains in task
performance to justify the increase in computational cost associated with modelling
these temporal dependencies.

In a domain such as language – where the placement or misplacement of a word
can fundamentally alter the meaning of a sentence – bag-of-words models inevitably
were not able to compete with modelling techniques that accounted for temporal de-
pendence. The first category of neural network to incorporate temporal dependence
and win popularity in the field were Recurrent Neural Networks (RNNs), and the
most popular architecture within this category is the Long Short-Term Memory unit
(LSTM) (Hochreiter & Schmidhuber, 1997). LSTMs set new records on many lan-
guage tasks including classification and modelling, and established themselves as the
standard model for language, audio, and time series data.
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Despite these promising results, LSTMs had significant limitations that hindered
their use and utility. First, LSTMs were tedious to train; they were sensitive to hy-
perparameters such as learning rate and initialisation scale and exhibited significant
training instability; models would frequently diverge during training if parameters
weren’t properly chosen, or wouldn’t train due to the vanishing gradients problem
caused by the deep compute graphs of backpropagation through time. Second, the
architecture cannot be naively parallelised across the length of an input sequence,
instead processing each item in the sequence one-by-one, in order. Third, the ar-
chitecture lacks a mechanism for directly referencing prior elements of a sequence,
instead relying on an internal memory that the model must learn to utilise. While
methods arose that sought to alleviate each of these limitations, their adoption was
inconsistent and/or inadequate to fully resolve the friction of using LSTMs.

In late 2016, a series of papers by Nal Kalchbrenner and Aaron van den Oord, et
al. thrust fully autoregressive models into the spotlight. Autoregressive models in
this context refer to the class of neural network architectures which, at each point
in a sequence, give the model direct access to all previous elements, i.e. modelling
sequences by modelling the terms in the chain rule expansion of the sequence p(X) =
p(X0)p(X1|X0) · · · p(XN|XN–1, . . . , X0). WaveNet (van den Oord et al., 2016a),
ByteNet (Kalchbrenner et al., 2016a), and PixelCNN (van den Oord et al., 2016b)
introduced methods for efficiently training autoregressive models in the domains of
audio, language, and vision respectively.

A key innovation was the efficient implementation of a fully parallel decoding
mechanism that combined teacher-forced decoding with masking to ensure full paral-
lelisability without risking the model learning to cheat at the task by referencing the
teacher-forcing targets. Teacher-forced autoregressive decoding is when the model is
given access to the ground-truth target sequence Y and instead of conditioning the
generation of each element on the previously predicted elements, the model conditions
on the ground-truth sequence itself. That is, instead of modelling conditioned on the
model’s own predictions

x0 ∼ p(X0)
x1 ∼ p(X1|x0)
· · ·
xN ∼ p(XN|x0, . . . , xN–1)

we model conditioned on the target sequence y0, . . . , yN

x0 ∼ p(X0)
x1 ∼ p(X1|y0)
· · ·
xN ∼ p(XN|y0, . . . , yN–1).

This removes any dependencies between the samples and allows all to be executed in
parallel.
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In January of 2017, I joined Google Brain as an intern to work with Lukasz Kaiser.
Lukasz had been closely following the progress of Nal and Aaron’s projects and was
eager to build better software frameworks to support the training of autoregressive
models. In collaboration with Lukasz and many others, Tensor2Tensor (Vaswani
et al., 2018) was written to be a domain-agnostic distributed neural network training
framework incorporating the latest methods for improving model performance and
optimisation stability.

Early on in the development of Tensor2Tensor, Lukasz and I were joined by col-
leagues Jakob Uszkoreit, Noam Shazeer, Ashish Vaswani, Niki Parmar, and Llion
Jones who had begun exploring autoregressive attention models for text. Progress
over the next three months resulted in the development of the Transformer model ar-
chitecture and the publication of Attention Is All You Need (Vaswani et al., 2017b).

The Transformer architecture features a simple stack of identically structured
layers; each layer is composed of an attention block followed by a depth-1 MLP,
both wrapped in residual connections. The model is trained using teacher-forcing
with autoregressive masking on the attention matrix, allowing the model to perform
decoding fully-parallel in the sequence dimension during training.

Soon after the Transformer architecture had been released, its results in transla-
tion drew enough interest from the community to spur experimentation applying the
architecture across a range of NLP problems including language modelling and repre-
sentation learning. The two most well-known Transformer training methods are GPT
(Radford et al., 2019a) and BERT (Devlin et al., 2018). GPT models are trained us-
ing a left-to-right autoregressive language modelling objective and are typically used
to generate compelling language in production applications like assisted copywriting,
summarisation, and code generation. BERT models are trained to predict masked
inputs with no autoregressive constraints and are typically used to learn represen-
tations of language for use in downstream ML systems such as classifiers or search
applications.

2.1 The scaling project

The original “big” Transformer models (intended for natural language translation) had
approximately two-hundred million parameters and were trained on a single machine
with eight Nvidia P100 GPUs for a few days. With the benefit of hindsight, this paltry
deployment of compute highlights the limited support for model-based parallelism
that existed at the time of the Transformer’s development.

Not long after the model’s release, Lukasz and Noam set about applying the
Transformer to language modelling (Liu et al., 2018a) and proposed the decoder-only
Transformer variant that would become the backbone of the GPT class of models.
Around the same time, engineers within Google began collaboration with a team from
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OpenAI to support their development of the first GPT. Noam assisted the OpenAI
team in developing a training framework for large-scale models – back-boned by Mesh
Tensorflow (Shazeer et al., 2018), a library for width-wise model parallelism developed
by Noam for distributing a neural network across a large number of accelerators.

The result of this scaling, GPT (Radford et al., 2018), posited that unsupervised
generative pretraining may allow the model to learn desirable “skills” from the data
that enable the model to better solve downstream tasks. A hypothesis partially
confirmed in the paper by exploring zero-shot performance of the pretrained model;
and overwhelmingly confirmed by the follow-ups GPT-2 (Radford et al., 2019a) and
GPT-3 (Brown et al., 2020a) which scaled to a maximum of 175B parameters – one
thousand times larger than the original “big” Transformer model. This model scaling
effort is the focus of Chapters 3-7.

In the years since GPT-3, the generality and power of these models has led to a
wealth of applications and a surge of interest from industry and academia in contin-
uing the scaling project and realising the full potential of large scale models trained
on massive corpuses of web-scraped unsupervised data. The next section discusses
the importance of this data.

2.2 Data’s neglect

While model scaling has been heavily pursued and communicated by large industrial
players, the web-scraped data these models are trained on have been scarcely discussed
publicly. Despite the lack of attention, the quality and scale of data can have a
dramatic impact on the quality of the trained model.

Web-scraped data is riddled with noise, redundancy, and toxicity. These patholo-
gies present a challenge for models as they are compromised by noise that corrupts
training gradients, redundancy that biases the model towards phrases that are rarely
uttered outside of the web context, and toxicity that makes models unsafe to deploy
in many scenarios.

Recent work (Hoffmann et al., 2022) has shown that most large models trained
to date have been severely under-trained in terms of observed data. While most
organisations were focussed on scaling models in terms of parameters to maximise
performance, they neglected the impact of scaling data alongside scaling the model.
These new observations spur a focus on data and the importance of its cleanliness,
abundance, and diversity. The importance of data is the focus and motivation for
Chapters 8-10.
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Chapter 3

Learning Sparse Networks
Using Targeted Dropout

Serving models with billions of parameters can incur significant cost due to the amount
of accelerator memory necessary to hold the models. Sparse modelling techniques
can substantially alleviate these memory burdens, however, they’re often extremely
complicated techniques that require significant modifications to the model and it’s
training. In this work, we present a regularisation scheme that is trivial to implement
and is competitive with state of the art sparsity inducing techniques.

The following work is an excerpt from Gomez et al. (2019) and has received nu-
merous citations since release. This is work done in collaboration with Ivan Zhang,
Siddhartha Rao Kamalakara, Divyam Madaan, Kevin Swersky, Yarin Gal, and Ge-
offrey Hinton. In this project I was the source of the idea for a simpler pruning
technique, led experiment design and execution, and supervised the experimental
contribution of the rest of the team.

Neural networks are a powerful class of models that achieve the state-of-the-art
on a wide range of tasks such as object recognition, speech recognition, and machine
translation. One reason for their success is that they are extremely flexible models
because they have a large number of learnable parameters. However, this flexibility
can lead to overfitting, and can unnecessarily increase the computational and storage
requirements of the network.

There has been a large amount of work on developing strategies to compress
neural networks. One intuitive strategy is sparsification: removing weights or entire
units from the network. Sparsity can be encouraged during learning by the use of
sparsity-inducing regularisers, like L1 or L0 penalties. It can also be imposed by
post hoc pruning, where a full-sized network is trained, and then sparsified according
to some pruning strategy. Ideally, given some measurement of task performance, we
would prune the weights or units that provide the least amount of benefit to the
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task. Finding the optimal set is, in general, a difficult combinatorial problem, and
even a greedy strategy would require an unrealistic number of task evaluations, as
there are often millions of parameters. Common pruning strategies therefore focus
on fast approximations, such as removing weights with the smallest magnitude Han
et al. (2015b), or ranking the weights by the sensitivity of the task performance with
respect to the weights, and then removing the least-sensitive ones LeCun et al. (1990).
The hope is that these approximations correlate well with task performance, so that
pruning results in a highly compressed network while causing little negative impact
to task performance, however this may not always be the case.

Our approach is based on the observation that dropout regularisation (Hinton
et al., 2012; Srivastava et al., 2014b) itself enforces sparsity tolerance during training,
by sparsifying the network with each forward pass. This encourages the network to
learn a representation that is robust to a particular form of post hoc sparsification –
in this case, where a random set of units is removed. Our hypothesis is that if we plan
to do explicit post hoc sparsification, then we can do better by specifically applying
dropout to the set of units that we a priori believe are the least useful. We call this
approach targeted dropout. The idea is to rank weights or units according to some
fast, approximate measure of importance (like magnitude), and then apply dropout
primarily to those elements deemed unimportant. Similar to the observation with
regular dropout, we show that this encourages the network to learn a representation
where the importance of weights or units more closely aligns with our approximation.
In other words, the network learns to be robust to our choice of post hoc pruning
strategy.

The advantage of targeted dropout as compared to other approaches is that it
makes networks extremely robust to the post hoc pruning strategy of choice, gives
intimate control over the desired sparsity patterns, and is easy to implement, consist-
ing of a two-line change for neural network frameworks such as Tensorflow (Abadi
et al., 2015) or PyTorch (Paszke et al., 2017). The method achieves impressive spar-
sity rates on a wide range of architectures and datasets; notably 99% sparsity on the
ResNet-32 architecture for a less than 4% drop in test set accuracy on CIFAR-10.

3.1 Background

In order to present targeted dropout, we first briefly introduce some notation, and
review the concepts of dropout and magnitude-based pruning.

3.1.1 Notation

Assume we are dealing with a particular network architecture. We will use θ ∈ Θ
to denote the vector of parameters of a neural network drawn from candidate set Θ,
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with |θ| giving the number of parameters. Ωθ denotes the list of weight matrices in a
neural network parameterised by θ, accordingly, we will denote W ∈ Ωθ as a weight
matrix that connects one layer to another in the network. We will only consider
weights, ignoring biases for convenience, and note that biases are not removed during
pruning. For brevity, we will use the notation wo ≡ W·,o to denote the weights
connecting the layer below to the oth output unit (i.e. the oth column of the weight
matrix), Ncol(W) to denote the number of columns in W, and Nrow(W) to denote
the number of rows. Each column corresponds to a hidden unit, or feature map in the
case of convolutional layers. Note that flattening and concatenating all of the weight
matrices in Ωθ would recover θ.

3.1.2 Dropout

Our work uses the two most popular Bernoulli dropout techniques, Hinton et al.’s
unit dropout (Hinton et al., 2012; Srivastava et al., 2014b) and Wan et al.’s weight
dropout (dropconnect) (Wan et al., 2013). For a fully-connected layer with input
tensor X, weight matrix W, output tensor Y, and mask M ∼ Bernoulli(1 – α) we
define both techniques below:

Unit dropout (Hinton et al., 2012; Srivastava et al., 2014b):

Y = (X⊙M)W

Unit dropout randomly drops units (often referred to as neurons) at each training
step to reduce dependence between units and prevent overfitting.

Weight dropout (Wan et al., 2013):

Y = X(W⊙M)

Weight dropout randomly drops individual weights in the weight matrices at each
training step. Intuitively, this is dropping connections between layers, forcing the
network to adapt to a different connectivity at each training step.

3.1.3 Magnitude-based pruning

A popular class of pruning strategies are those characterised as magnitude-based prun-
ing strategies. These strategies treat the top-k largest magnitude weights as impor-
tant. We use argmax-k to return the top-k elements (units or weights) out of all
elements being considered.

Unit pruning (Molchanov et al., 2016; Frankle & Carbin, 2018): considers the
units (column-vectors) of weight matrices under the L2-norm.
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W(θ) =




wo, if wo ∈ argmax-k
wj

1≤j≤Ncol(W)

∥wj∥2

0, otherwise

∣∣∣∣ 1 ≤ o ≤ Ncol(W), W ∈ Ωθ


(3.1)

Weight pruning (Han et al., 2015b; Molchanov et al., 2016): considers the entries
of each feature vector under the L1-norm. Note that the top-k is with respect to the
other weights within the same feature vector.

W(θ) =




Wio, if Wio ∈ argmax-k
Wjo

1≤j≤Nrow(W)

|Wjo|

0, otherwise

∣∣∣∣ 1 ≤ i ≤ Nrow(W), 1 ≤ o ≤ Ncol(W), W ∈ Ωθ

 (3.2)

While weight pruning tends to preserve more of the task performance under coarser
prunings (Han et al., 2015a; Ullrich et al., 2017; Frankle & Carbin, 2018), unit pruning
allows for considerably greater computational savings (Wen et al., 2016; Louizos et al.,
2017). In particular, weight pruned networks can be implemented using sparse linear
algebra operations, which offer speedups only under sufficiently sparse conditions;
while unit pruned networks execute standard linear algebra ops on lower dimensional
tensors, which tends to be a much faster option for given a fixed sparsity rate.

3.2 Targeted Dropout

Consider a neural network parameterized by θ, and our importance criterion (defined
above in Equations (3.1) and (3.2))W(θ). We hope to find optimal parameters θ∗

such that our loss E(W(θ∗)) is low, and at the same time ∥W(θ∗)∥0 ≤ k, i.e. we
wish to keep only the k weights of highest magnitude in the network. A deterministic
pruning implementation would select the bottom |θ| – k elements and drop them out.
However, we would like for low-valued elements to be able to increase their value if
they become important during training. Therefore, we introduce stochasticity into
the process using a targeting proportion γ and a drop probability α. The targeting
proportion means that we select the bottom γ|θ| weights as candidates for dropout,
and of those we drop the elements independently with drop rate α. This implies
that the expected number of units to keep during each round of targeted dropout
is (1 – γ · α)|θ|. As we will see below, the result is a reduction in the important
subnetwork’s dependency on the unimportant subnetwork, thereby reducing the per-
formance degradation as a result of pruning at the conclusion of training.
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3.2.1 Dependence Between the Important and Unimportant
Subnetworks

The goal of targeted dropout is to reduce the dependence of the important subnetwork
on its complement. A commonly used intuition behind dropout is the prevention of
coadaptation between units; that is, when dropout is applied to a unit, the remaining
network can no longer depend on that unit’s contribution to the function and must
learn to propagate that unit’s information through a more reliable channel. An alter-
native description asserts that dropout maximizes the mutual information between
units in the same layer, thereby decreasing the impact of losing a unit Srivastava
et al. (2014b). Similar to our approach, dropout can be used to guide properties of
the representation. For example, nested dropout (Rippel et al., 2014) has been shown
to impose ‘hierarchy’ among units depending on the particular drop rate associated
with each unit. Dropout itself can also be interpreted as a Bayesian approximation
(Gal, 2016).

A more relevant intuition into the effect of targeted dropout in our specific pruning
scenario can be obtained from an illustrative case where the important subnetwork is
completely separated from the unimportant one. Suppose a network was composed of
two non-overlapping subnetworks, each able to produce the correct output by itself,
with the network output given as the average of both subnetwork outputs. If our
importance criterion designated the first subnetwork as important, and the second
subnetwork as unimportant (more specifically, it has lower weight magnitude), then
adding noise to the weights of the unimportant subnetwork (i.e. applying dropout)
means that with non-zero probability we will corrupt the network output. Since the
important subnetwork is already able to predict the output correctly, to reduce the
loss we must therefore reduce the weight magnitude of the unimportant subnetwork
output layer towards zero, in effect “killing” that subnetwork, and reinforcing the
separation between the important subnetwork and the unimportant one.

These interpretations make clear why dropout should be considered a natural
tool for application in pruning. We can empirically confirm targeted dropout’s effect
on weight dependence by comparing a network trained with and without targeted
dropout and inspecting the Hessian and gradient to determine the dependence of the
network on the weights/units to be pruned. As in LeCun et al. (1990), we can estimate
the effect of pruning weights by considering the second degree Taylor expansion of
change in loss, ∆E = |E(θ – d) – E(θ)|:

∆E = | –∇θE⊤d + 1/2 d⊤Hd +O(∥d∥3)| (3.3)

Where di = θi if θi ∈ W(θ) (the weights to be removed) and 0 otherwise. ∇θE are
the gradients of the loss, and H is the Hessian. Note that at the end of training, if we
have found a critical point θ∗, then∇θE(θ∗) = 0, leaving only the Hessian term. In
our experiments we empirically confirm that targeted dropout reduces the dependence
between the important and unimportant subnetworks by an order of magnitude (See
Fig. 3.1, and Section 3.4.1 for more details).
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3.3 Related Work

The pruning and sparsification of neural networks has been studied for nearly three
decades and has seen a substantial increase in interest due to their implementation
on resource limited devices such as mobile phones and ASICs. Early work such
as optimal brain damage (LeCun et al., 1990) and optimal brain surgeon (Hassibi &
Stork, 1993), as well as more recent efforts (Molchanov et al., 2016; Theis et al., 2018),
use a second order Taylor expansion of the loss around the weights trained to a local
minimum to glean strategies for selecting the order in which to prune parameters.
Han et al. (2015a) combine weight quantisation with pruning and achieve impressive
network compression results, reducing the spatial cost of networks drastically. Dong
et al. (2017) improve the efficiency of the optimal brain surgeon procedure by making
an independence assumption between layers. Wen et al. (2016) propose using Group
Lasso (Yuan & Lin, 2006) on convolutional filters and are able to remove up to 6
layers from a ResNet-20 network for a 1% increase in error.

A great deal of effort has been put towards developing improved pruning heuristics
and sparsifying regularizers (LeCun et al., 1990; Hassibi & Stork, 1993; Han et al.,
2015a; Babaeizadeh et al., 2016; Molchanov et al., 2016; Dong et al., 2017; Louizos
et al., 2017; Huang et al., 2018a; Theis et al., 2018). These are generally comprised
of two components: the first is a regularisation scheme incorporated into training to
make the important subnetworks easily identifiable to a post hoc pruning strategy;
the second is a particular post hoc pruning strategy which operates on a pre-trained
network and strips away the unimportant subnetwork.

The two works most relevant to our own are L0 regularisation (Louizos et al.,
2017) and variational dropout (Molchanov et al., 2017). Louizos et al. (2017) use an
adaptation of concrete dropout (Gal et al., 2017) on the weights of a network and
regularise the drop rates in order to sparsify the network. Similarly, Molchanov et al.
(2017) apply variational dropout (Kingma et al., 2015) to the weights of a network
and note that the prior implicitly sparsifies the parameters by preferring large drop
rates. In addition to our methods being more effective at shrinking the size of the
important subnetwork, targeted dropout uses two intuitive hyperparameters, the tar-
geting proportion γ and the drop rate α, and directly controls sparsity throughout
training (i.e., attains a predetermined sparsity threshold). In comparison, Louizos
et al. (2017) uses the Hard-Concrete distribution which adds three hyperparameters
and doubles the number of trainable parameters by introducing a unique gating pa-
rameter for each model parameter, which determines the Concrete dropout rate; while
Molchanov et al. (2016) adds two hyperparameters and doubles the number of train-
able parameters. In our experiments we also compare against L1 regularization (Han
et al., 2015b) which is intended to drive unimportant weights towards zero.

Another dropout-based pruning mechanism is that of Wang et al. (2017), where
a procedure is used to adapt dropout rates towards zero and one (similar to Louizos
et al. (2017) and (Molchanov et al., 2017)). We recommend Gale et al. (2019)’s
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rigorous analysis of recently proposed pruning procedures for a complete picture of
the efficacy of recent neural network pruning algorithms; in particular, it challenges
some of the recent claims suggesting pruning algorithms perform about as well as
random pruning procedures (Crowley et al., 2018; Liu et al., 2018b).

Targeted dropout itself is reminiscent of nested dropout (Rippel et al., 2014) which
applies a structured form of dropout: a chain structure is imposed on units, and
children are deterministically dropped whenever their parent is dropped. In effect,
each child unit gets a progressively higher marginal drop rate, imposing a hierarchy
across the units; similar to both meProp (Sun et al., 2017) and excitation dropout
(Zunino et al., 2018). Rippel et al. (2014) demonstrate the effect using an autoencoder
where nested dropout is applied to the code; the result is a model where one can trade
off reconstruction accuracy with compute by dropping lower priority elements of the
code. Standout (Ba & Frey, 2013) is another similar variant of dropout; in standout,
the activation value of a unit determines the drop rate, where high activations values
lead to a higher keep probability and vice versa.

The Lottery Ticket Hypothesis of Frankle & Carbin (2018) demonstrates the ex-
istence of a subnetwork that – in isolation, with the rest of the network pruned away
– both dictates the function found by gradient descent, and can be trained to the
same level of task performance with, or without, the remaining network. In our no-
tation, a prediction of this “winning lottery ticket” is W(θ); and the effectiveness
of our method suggests that one can reduce the size of the winning lottery ticket by
regularising the network.

3.4 Experiments

Our experiments were performed using the original ResNet (He et al., 2016b), Wide
ResNet (Zagoruyko & Komodakis, 2016), and Transformer (Vaswani et al., 2017b) ar-
chitectures; applied to the CIAFR-10 (Krizhevsky & Hinton, 2009), ImageNet (Rus-
sakovsky et al., 2015), and WMT English-German Translation datasets. For each
baseline experiment we verify our networks reach the reported accuracy on the appro-
priate test set; we report the test accuracy at differing prune percentages and compare
different regularisation strategies. In addition, we compare our targeted dropout to
standard dropout where the expected number of dropped weights is matched between
the two techniques (i.e. the drop rate of standard dropout runs is set to γ · α, the
proportion of weights to target times the dropout rate). We focus on pruning base-
lines and do not compare against the baseline of training a smaller model as this
has already been shown to dramatically under-perform pruned networks (Molchanov
et al., 2016).

For our pruning procedure, we perform the greedy layer-wise magnitude-base prun-
ing described in Section 3.1.3 to all weight matrices except those leading to the logits.
In our experiments we compare targeted dropout against the following competitive
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schemes:

L1 Regularization (Han et al., 2015b): Complexity cost θ = ∥θ∥1 is added to
the cost function. The hope being that this term would drive unimportant weights to
zero. In our table we denote this loss by L1

β where β is the cost-balancing coefficient
applied to the complexity term.

L0 Regularization (Louizos et al., 2017): Louizos et al. apply an augmentation
of Concrete Dropout (Gal et al., 2017), called Hard-Concrete Dropout, to the param-
eters of a neural network. The mask applied to the weights follows a Hard-Concrete
distribution where each weight is associated with a gating parameter that determines
the drop rate. The use of the Concrete distribution allows for a differentiable approx-
imation to the L0 cost, so we may directly minimise it alongside our task objective.
When sparisfying these networks to a desired sparsity rate, we prune according to the
learned keep probabilities (σ(log(α)) from (Louizos et al., 2017)), dropping those
weights with lowest keep probabilities first.

Variational Dropout (Kingma et al., 2015; Molchanov et al., 2017): Similar
to the technique used for L0 regularisation, Molchanov et al. (2017) apply Gaussian
dropout with trainable drop rates to the weights of the network and interprets the
model as a variational posterior with a particular prior. The authors note that the
variational lower bound used in training favors higher drop probabilities and experi-
mentally confirm that networks trained in this way do indeed sparsify.

Smallify (Leclerc et al., 2018): Leclerc et al. use trainable gates on weights/units
and regularise gates towards zero using L1 regularisation. Crucial to the technique is
the online pruning condition: Smallify keeps a moving variance of the sign of the gates,
and a weight/unit’s associated gate is set to zero (effectively pruning that weight/unit)
when this variance exceeds a certain threshold. This technique has been shown to
be extremely effective at reaching high prune rates on VGG networks (Simonyan &
Zisserman, 2014).

Specifically, we compare the following techniques:

dropout
α

: Standard weight or unit dropout applied at a rate of α.

targeted
α,γ

: Targeted dropout (the weight variant in ‘a)’ tables, and unit variant in

‘b)’ tables) applied to the γ · 100% lowest magnitude weights at a rate
of α.

variational: Variational dropout (Kingma et al., 2015; Molchanov et al., 2017) applied
with a cost coefficient of 0.01/50, 000.

L0
β: L0 regularisation (Louizos et al., 2017) applied with a cost coefficient of

β/50, 000.

L1
β: L1 regularisation (Han et al., 2015b) applied with a cost coefficient of β.
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Figure 3.1: A comparison between a network without dropout (top) and with targeted
dropout (bottom) of the matrix formed by θ⊤⊙H⊙ θ. The weights are ordered such that
the last 75% are the weights with the lowest magnitude (those we intend to prune). The
sum of the elements of the lower right hand corner approximates the change in error after
pruning (Eqn. (3.3)). Note the stark difference between the two networks, with targeted
dropout concentrating its dependence on the top left corner, leading to a much smaller error
change after pruning (given in Table 3.1).

Table 3.1: Comparison of the change in loss (|∆E| of Equation (3.3)) for dense networks.

Regularisation |∆E| Unpruned Accuracy Pruned Accuracy
None 0.120698 38.11% 26.13%

Targeted Dropout 0.0145907 40.09% 40.14%

smallify
λ

: Smallify SwitchLayers (Leclerc et al., 2018) applied with a cost coefficient

of λ, exponential moving average decay of 0.9, and a variance threshold
of 0.5.

3.4.1 Analysing the Important Subnetwork

In order to analyze the effects of targeted dropout we construct a toy experiment
with small dense networks to analyse properties of the network’s dependence on its
weights. The model we consider is a single hidden layer densely connected network
with ten units and ReLU activations (Nair & Hinton, 2010). We train two of these
networks on CIFAR-10; the first unregularised, and the second with targeted dropout
applied to the γ = 75% lowest-magnitude weights at a rate of α = 50%. The
networks are both trained for 200 epochs at a learning rate of 0.001 using stochastic
gradient descent without momentum.

We then compute the gradient and Hessian over the test set in order to estimate
the change in error from Equation 3.3 (see Table 3.1). In addition, we compute the
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Table 3.2: ResNet-32 model accuracies on CIFAR-10 at differing pruning percentages
and under different regularisation schemes. The top table depicts results using the weight
pruning strategy, while the bottom table depicts the results of unit pruning (see Sec. 3.1.3)

Weight Dropout/Pruning

pr
un

e
pe

rc
en
ta
ge

none dropout
α=0.25

targeted
α=0.5,γ=0.5

targeted
α=0.33,γ=0.75

targeted
α=0.66,γ=0.75

targeted
α=0.75,γ=0.90

variational L1
0.1 L0

0.1

0 % 93.71 93.62 93.03 89.88 92.64 92.53 92.09 92.80 88.83
10% 93.72 93.63 93.04 89.80 92.62 92.55 92.00 92.72 90.66
20% 93.77 93.66 93.02 89.93 92.63 92.48 92.02 92.84 88.64
30% 93.59 93.58 92.98 89.89 92.66 92.53 92.07 92.63 87.16
40% 93.09 93.45 93.03 89.75 92.70 92.63 92.12 92.80 85.31
50% 92.20 93.07 92.99 89.72 92.65 92.54 91.84 92.29 80.94
60% 90.46 90.81 92.66 89.84 92.70 92.55 91.48 91.20 69.48
70% 81.88 72.29 92.22 89.80 92.66 92.56 90.23 86.30 46.19
80% 32.02 19.84 84.03 85.80 91.86 92.54 83.44 63.00 23.71
90% 14.63 10.05 28.27 27.04 67.58 92.48 15.16 21.08 12.55

Unit Dropout/Pruning

pr
un

e
pe

rc
en
ta
ge

none dropout
α=0.25

targeted
α=0.5,γ=0.5

targeted
α=0.33,γ=0.75

targeted
α=0.66,γ=0.75

targeted
α=0.90,γ=0.75

variational L1
0.01 L0

0.01

0 % 93.69 92.43 92.21 90.46 89.38 89.78 93.14 93.31 93.35
10% 90.05 67.52 91.96 88.44 89.48 90.18 92.91 91.03 83.01
20% 80.34 25.05 91.63 83.55 88.89 89.79 90.38 85.63 54.59
30% 59.94 13.47 91.30 69.82 88.84 89.88 86.38 72.19 21.34
40% 35.40 10.02 89.89 54.42 87.54 89.98 83.59 46.41 10.82
50% 12.63 9.97 88.41 28.88 84.86 90.05 65.79 26.72 15.04
60% 10.65 9.99 26.55 18.55 81.98 90.08 41.05 12.11 9.46
70% 11.70 10.01 17.41 17.84 75.47 90.03 19.36 11.81 10.02
80% 9.99 9.95 10.63 10.87 28.99 34.18 9.56 14.73 14.88
90% 9.85 9.98 9.30 10.29 9.97 10.04 10.41 10.22 9.98

Hessian-weight product matrix formed by typical element [θ⊤⊙H⊙θ]ij = θiHijθj
as an estimate of weight correlations and network dependence (see Figure 3.1). This
matrix is an important visualisation tool since summing the entries associated with
weights you intend to delete corresponds to computing the second term in Equa-
tion (3.1) – this becomes the dominant term towards the end of training, at which
time the gradient is approximately zero.

Figure 3.1 makes clear the dramatic effects of targeted dropout regularisation on
the network. In the Figure, we reorder the rows and columns of the matrices so
that the first 25% of the matrix rows/columns correspond to the 25% of weights we
identify as the important subnetwork (i.e. highest magnitude weights), and the latter
75% are the weights in the unimportant subnetwork (i.e. lowest magnitude weights).
The network trained with targeted dropout relies nearly exclusively on the 25% of
weights with the largest magnitude at the end of training. Whereas, the network
trained without regularisation relies on a much larger portion of the weights and has
numerous dependencies in the parameters marked for pruning.
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Table 3.3: ResNet-102 model accuracies on ImageNet. Accuracies are top-1, single crop
on 224 by 224 pixel images.

Weight
Dropout/Pruning

Unit
Dropout/Pruning

pr
un

e
pe

rc
en
ta
ge

none targeted
α=0.5,γ=0.5

L1
10–5 none targeted

α=0.5,γ=0.5
L1

0.001

0 % 75.9 75.7 70.6 75.7 74.3 75.7
10% 75.9 75.7 70.4 34.5 67.2 66.6
20% 74.9 75.3 69.8 1.8 59.4 12.6
30% 71.9 74.4 65.7 0.4 33.0 0.4
40% 64.4 73.5 62.1 0.1 6.4 0.2
50% 45.0 68.8 53.4 0.1 0.6 0.1
60% 8.6 50.5 38.3 0.1 0.2 0.1
70% 0.7 14.8 17.6 0.1 0.1 0.1
80% 0.2 0.4 1.4 0.1 0.1 0.1
90% 0.1 0.1 0.4 0.1 0.1 0.1

3.4.2 ResNet

We test the performance of targeted dropout on Residual Networks (ResNets) (He
et al., 2016a) applied to the CIFAR-10 dataset, to which we apply basic input augmen-
tation in the form of random crops, random horizontal flipping, and standardisation.
This architectural structure has become ubiquitous in computer vision, and is gaining
popularity in the domains of language (Kalchbrenner et al., 2016b), and audio (Van
Den Oord et al., 2016). Our baseline model reaches over 93% final accuracy after 256
epochs, which matches previously reported results for ResNet-32 (He et al., 2016a).

Our weight pruning experiments demonstrate that standard dropout schemes are
comparatively weak compared to their targeted counterparts; standard dropout per-
forms worse than our no-regularisation baseline. We find that a higher targeted
dropout rate applied to a larger portion of the weights results in the network match-
ing unregularised performance with only 40% of the parameters.

Variational dropout seems to improve things marginally over the unregularised
baseline in both weight and unit pruning scenarios, but was still outperformed by
targeted dropout. L0 regularisation was fairly insensitive to its complexity term coef-
ficient; we searched over a range of β ∈ [10–6, 101] and found that values above 10–1

failed to converge, while values beneath 10–4 tended to show no signs of regularisa-
tion. Similarly to variational dropout, L0 regularisation does not prescribe a method
for achieving a specific prune percentage in a network, and so, an extensive hyperpa-
rameter search becomes a requirement in order to find values that result in the desired
sparsity. As a compromise, we search over the range mentioned above and select the
setting most competitive with targeted dropout; next, we applied magnitude-based
pruning to the estimates provided in Equation 13 of Louizos et al. (2017). Unfor-
tunately, L0 regularisation seems to force the model away from conforming to our
assumption of importance being described by parameter magnitude.
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In Table 3.3 we present the results of pruning ResNet-102 trained on ImageNet.
We observe similar behaviour to ResNet applied to CIFAR-10, although it’s clear that
the task utilises much more of the network’s capacity, rendering it far more sensitive
to pruning relative to CIFAR-10.

3.4.3 Wide ResNet

In order to ensure fair comparison against the L0 regularisation baseline, we adapt
the authors own codebase1 to support targeted dropout, and compare the network’s
robustness to sparsification under the provided L0 implementation and targeted
dropout. In Table 3.4 we observe that L0 regularisation fails to truly sparsify the
network, but has a strong regularising effect on the accuracy of the network (confirm-
ing the claims of Louizos et al.). This further verifies the observations made above,
showing that L0 regularisation fails to sparsify the ResNet architecture.

Unit Dropout/Pruning

pr
un

e
pe

rc
en
ta
ge

none targeted
α=0.33,γ=0.75

L0
10–6

0 % 92.21 92.24 94.15
10% 89.76 92.09 88.05
20% 82.37 91.55 65.03
30% 52.20 90.09 13.34
40% 18.48 87.47 10.01
50% 10.53 82.09 10.00
60% 10.04 69.58 10.00
70% 10.00 44.05 10.00
80% 10.00 16.94 10.00
90% 10.00 10.43 10.00

Table 3.4: Wide ResNet (Zagoruyko & Komodakis, 2016) model classification accuracy on
CIFAR-10 test set at differing prune percentages.

3.4.4 Transformer

The Transformer network architecture (Vaswani et al., 2017b) represents the state-of-
the-art on a variety of NLP tasks. In order to evaluate the general applicability of
our method we measure the Transformer’s robustness to weight-level pruning without
regularisation, and compare this against two settings of targeted dropout applied to
the network.

The Transformer architecture consists of stacked multi-head attention layers and
feed-forward (densely connected) layers, both of which we target for sparsification;

1the original L0 PyTorch code can be found at: github.com/AMLab-Amsterdam/L0_
regularization
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Weight Dropout/Pruning

pr
un

e
pe

rc
en
ta
ge

none targeted
α= 2

3 ,γ= 3
4

targeted
α= 2

3 ,γ= 9
10

0 % 26.01 26.52 25.32
10% 26.05 26.44 25.32
20% 25.90 26.48 25.19
30% 25.91 26.30 25.27
40% 25.81 26.20 24.97
50% 25.08 26.03 24.93
60% 23.31 25.62 24.27
70% 8.89 24.07 22.41
80% 0.24 12.39 10.57
90% 0.01 0.07 0.64

(a) Transformer model uncased BLEU score.

Weight Dropout/Pruning

pr
un

e
pe

rc
en
ta
ge

none targeted
α= 2

3 ,γ= 3
4

targeted
α= 2

3 ,γ= 9
10

0 % 62.29 58.31 57.41
10% 62.54 59.00 58.10
20% 62.21 59.39 58.52
30% 62.33 58.66 57.86
40% 61.81 59.39 58.67
50% 60.82 57.71 57.08
60% 58.13 58.42 57.96
70% 48.40 55.39 54.85
80% 25.80 47.09 46.63
90% 6.90 21.64 27.02

(b) Transformer model per-token accuracy.

Table 3.5: Evaluation of the Transformer Network under varying sparsity rates on the
WMT newstest2014 EN-DE test set.

within the multihead attention layers, each head of each input has a unique linear
transformation applied to it, which are the weight matrices we target for sparsification.

Table 3.5a details the results of pruning the Transformer architecture applied to
the WMT newstest2014 English-German (EN-DE). Free of any regularisation, the
Transformer seems to be fairly robust to pruning, but with targeted dropout we are
able to increase the BLEU score by 15 at 70% sparsity, and 12 at 80% sparsity; further
confirming target dropout’s applicability to a range of architectures and datasets.

3.4.5 Scheduling the Targeting Proportion

Upon evaluation of weight-level Smallify (Leclerc et al., 2018) we found that, with
tuning, we were able to out-perform targeted dropout at very high pruning percent-
ages (see Table 3.6). One might expect that a sparsification scheme like Smallify –
which allows for differing prune rates between layers – would be more flexible and
better suited to finding optimal pruning masks; however, we show that a variant of
targeted dropout we call ramping targeted dropout is capable of similar high rate prun-
ing. Moreover, ramping targeted dropout preserves the primary benefit of targeted
dropout: fine control over sparsity rates.

Ramping targeted dropout simply anneals the targeting rate γ from zero, to the
specified final γ throughout the course of training. For our ResNet experiments, we
anneal from zero to 95% of γ over the first forty-nine epochs, and then from 95% of
γ to 100% of γ over the subsequent forty-nine. In a similar fashion, we ramp α from
0% to 100% linearly over the first ninety-eight steps.

Using ramping targeted dropout we are able to achieve sparsity of 99% in a
ResNet32 with accuracy 87.03% on the CIFAR-10 datatset; while the best Small-
ify run achieved intrinsic sparsity of 98.8% at convergence with accuracy 88.13%,
when we perform pruning to enforce equal pruning rates in all weight matrices, the

19



Weight Dropout/Pruning

pr
un

e
pe

rc
en
ta
ge

targeted
α=0.66,γ=0.75

smallify
λ=0.00001

smallify
λ=0.00001

ramp targ
α=0.99,γ=0.99

ramp targ
α=0.99,γ=0.99

0 % 92.64 90.16 90% 90.20 89.03 98.5% 89.03
10% 92.62 90.13 91% 90.33 89.16 98.6% 89.08
20% 92.63 90.16 92% 90.30 89.14 98.7% 89.00
30% 92.66 90.06 93% 90.27 89.03 98.8% 89.05
40% 92.70 90.17 94% 89.46 89.05 98.9% 88.99
50% 92.65 90.20 95% 89.41 89.05 99.0% 89.10
60% 92.70 90.12 96% 88.55 89.02 99.1% 88.35
70% 92.66 90.10 97% 86.35 89.05 99.2% 79.88
80% 91.86 90.15 98% 59.27 89.05 99.3% 77.35
90% 67.58 90.16 99% 13.83 88.97 99.4% 16.55

Unit Dropout/Pruning

pr
un

e
pe

rc
en
ta
ge

targeted
α=0.66,γ=0.75

smallify
λ=0.0001

ramp targ
α=0.99,γ=0.90

0 % 90.55 90.20 85.98
10% 90.83 90.33 86.12
20% 89.88 90.30 86.01
30% 87.35 90.27 86.10
40% 85.39 89.46 85.98
50% 80.84 89.41 86.13
60% 71.97 88.55 86.02
70% 55.98 86.35 86.08
80% 10.02 59.27 85.95
90% 10.07 13.83 85.99

Table 3.6: Comparing Smallify to targeted dropout and ramping targeted dropout. Ex-
periments on CIFAR10 using ResNet32.

network degrades rapidly (see Table 3.6).

3.4.6 Fixed Filter Sparsity

We also propose a variation of Ramping targeted dropout (Section 3.4.5), where
each layer is assigned a γ such that only a fixed number of weights are non-zero
by the end of training (for example, three parameter per filter). We refer to this
as Xtreme dropout. ResNet32 when trained with Xtreme-3 (3 weights per filter are
non-zero) was able to achieve an accuracy of 84.7% on the CIFAR-10 datatset at
a sparsity level of 99.6% while Xtreme-4 was able to achieve 87.06% accuracy at
a sparsity level of 99.47%. An interesting observation of Xtreme pruning is that
when trained on ResNet18, it achieves 82% accuracy at a sparsity level of 99.8%.
When translated to the number of parameters, it has only 29,760 non-zero parameters
(includes BatchNorm) which is less than the number of parameters in a network
consisting of a single dense layer with 10 output units.
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3.5 Exploring Recent Discussions and Concerns

A line of work (Crowley et al., 2018; Liu et al., 2018b) has suggested that post hoc
pruning with fine-tuning is not as effective as it could be. They propose using the
sparsity patterns derived from a pruned model to define a smaller network (where the
remaining, unpruned weights are reinitialised randomly) which is then trained from
scratch, yielding better final task performance than fine-tuning the pruned model’s
weights.

A similar question arose in our own work as we pondered how early in the training
procedure the important subnetwork could be decided. In the ideal case, the impor-
tant subnetwork would be arbitrary and we could blindly select any subnetwork at
the beginning of training, delete the remaining network, and recover similar accuracy
to a much more complicated pruning strategy. While in the worst case, the impor-
tant subnetwork would be predestined, and would remain difficult to identify until
the very end of training.

While Crowley et al. (2018); Liu et al. (2018b) rely on sparsity patterns derived
from pruned models, in this paper we are concerned with pruning schemes that achieve
sparsity in a single execution of the training procedure; and so, in order to evaluate
the more general claim that training smaller networks from scratch can match (or
even out-perform) pruning, we compare the following two methods:

• Random-pruning: Before training, prune away a random subnetwork.

• Targeted Dropout (Ramping TD): Apply ramping targeted dropout through-
out the course of training.

The results of our experiment are displayed in Table 3.7. It is clear that – although
Crowley et al. (2018); Liu et al. (2018b)’s results show that knowing a good sparsity
pattern in advance allows you to achieve competitive results with pruning – simply
training a smaller subnetwork chosen at random does not compete with a strong
regularisation scheme used over the course of training. Similar observations that
contradict the conclusions of Crowley et al. (2018); Liu et al. (2018b) have been
made in both Frankle et al. (2019a) and Gale et al. (2019).

3.6 Conclusion

We propose targeted dropout as a simple and effective regularisation tool for training
neural networks that are robust to post hoc pruning. Among the primary benefits
of targeted dropout are the simplicity of implementation, intuitive hyperparameters,
and fine-grained control over sparsity - both during training and inference. Targeted
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Prune %
Type 50% 75% 90% 99%

Random-prune 92.58 92.32 90.66 80.86
Ramping TD 93.29 92.72 92.51 88.80

(a) Comparison of weight-level pruning meth-
ods using ResNet-32 trained on CIFAR-10.

Prune %
Type 75% 85% 90% 95%

Random-prune 90.50 88.52 84.98 79.09
Ramping TD 90.84 88.59 86.45 80.65

(b) Comparison of unit-level pruning meth-
ods using ResNet-32 trained on CIFAR-10.

Prune %
Type 75% 85% 90% 95%

Random-prune 48.98 (0.62) 45.58 (1.25) 40.50 (2.03) 31.44 (1.64)
Ramping TD 52.64 (0.61) 49.20 (0.10) 45.03 (0.83) 30.15 (1.72)

(c) Comparison of unit-level pruning methods using VGG-16 trained
on CIFAR-100. Results are the average of five independent training
runs followed by one standard deviation reported in brackets.

Table 3.7: Comparison between random pruning at the beginning of training and reg-
ularising with targeted dropout throughout the course of training, followed by post hoc
pruning.

dropout performs well across a range of network architectures and tasks, demonstrat-
ing is broad applicability. Importantly, like Rippel et al. (2014), we show how dropout
can be used as a tool to encode prior structural assumptions into neural networks.
This perspective opens the door for many interesting applications and extensions.
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Chapter 4

Optimising Neural Networks
in Low-rank Subspaces

The standard building block of a neural network is a vector-matrix multiplication
between an intermediate representation and a weight matrix, followed by an activa-
tion function. One straight-forward approach to reducing both the memory and the
compute requirements of a neural network would be to factorise the weight matrix
and truncate its spectrum to be low-rank. If such a reduction in rank does not limit
the expressiveness of the neural network to the extent that it learns a worse solution,
then the method could provide both memory and compute benefits. However, in prac-
tice it’s generally observed that optimising low-rank factorisations of neural networks
leads to inferior models that under-perform their full-rank equivalents. In the follow-
ing work we explore whether this degradation in performance is due to the network’s
reduced complexity, or whether it is the result of poor transfer of hyperparameters
from the full-rank to low-rank setting.

The following is an excerpt from Kamalakara et al. (2022). This is work done
in collaboration with Siddhartha Rao Kamalakara, Acyr Locatelli, Bharat Venkitesh,
Jimmy Ba, and Yarin Gal. In this project I was the source of the idea for the method,
led experiment design, and supervised the project alongside Jimmy Ba and Yarin Gal.

Recent developments in training very large vision and language models Brown
et al. (2020a); Fedus et al. (2021); Dosovitskiy et al. (2020) have led to an increasing
need for efficient training paradigms. Low rank matrix factorisation of layers in a
deep neural network can offer significant training speedups (up to 2x) and consumes
less memory when compared to its unfactorised counterpart. Matrix factorisation has
been studied extensively in the context of linear networks and their applications to
matrix sensing and matrix completion problems. In deep neural networks, the effects
of factorised layers on optimisation are non-trivial. Hence, prior work in this space
predominantly focused on low-rank training with additional training objectives, or
involved computing factorised approximations post-training. There has been limited
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prior work that focused on training dynamics for low rank deep neural networks.

Our contributions: we examine the recent developments in training low rank
networks and question existing beliefs about why techniques like singular value de-
composition (SVD) based initialisation and modified L2 regularisation are effective.
We start with SVD based initialisation techniques which have been found to be effec-
tive in both low-rank and sparsity literature Lee et al. (2019b). We look to random
matrix theory to formally define the distribution of singular values at initialisation
in modern neural networks and challenge prior assumptions on their importance. We
reveal novel empirical insights about the dynamics of singular values during training
of an L2 regularised network and present a hypothesis about why L2 regularisation
on the re-composed matrix works better than L2 regularisation on its factors. We
also investigate currently held beliefs about effective step size and its correlation with
performance. Moreover, we analyse and present experiments with pre-training as
a strategy to train better performing low-rank networks. We present a wide array
of experiments to support our arguments and to demonstrate the effectiveness and
practicality of training low-rank neural networks.
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Figure 4.1: TPU Compute hours vs Performance of GPT-2 on LM1B as the model is
scaled up. Each point on the line corresponds to a different model size starting from 1024
hidden dimensions (on the top left) to 2560 (in the bottom right) with increments of 256.

4.1 Related Work

Most works in the low rank space that focus on efficiency and speedups looked at post-
hoc approximation of trained networks. Yu et al. (2017) took an SVD free approach
to reconstruct feature maps by minimising an objective that imposes sparse low rank
structure. Jaderberg et al. (2014) also considered a trained network upon which a
low rank structure is imposed through filter and data reconstruction objectives. Tai
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et al. (2016) focused on low rank training of CNNs from scratch; they proposed a hor-
izontal and vertical filter decomposition of a convolutional kernel and reproject into
orthogonal vectors at every step. One of the reasons why many related works have
focused on post-training low rank approximations is that training dynamics of neural
networks are poorly understood. To resolve this to an extent, many recent works have
attempted to understand the implicit bias of gradient descent (GD) in matrix factori-
sation in both linear and non-linear networks. Arora et al. (2019) investigated the
behaviour of GD in deep linear networks and found that as the depth of factorisation
increases, GD tends to find low rank solutions. They also present evidence for the hy-
pothesis that the language of norms such as nuclear norm, Frobenius norm, etc, may
not be enough to describe the behaviour of GD. Martin & Mahoney (2018) presented
an empirical analysis of commonly used architectures and characterised the dynamics
of GD in deep non-linear networks in terms of Empirical Spectral Distributions (ESD)
and phases of training. They define a set of rank measures, which we use in our work
to analyse low rank training juxtaposed with analysis on unfactored training. Wang
et al. (2021) used low rank training with unfactorised pretraining in the context of
efficient communication in a distributed setting. Khodak et al. (2021) proposed a low
rank training procedure by investigating initialisation and regularisation in factorised
layers. They analysed SVD based initialisation (Spectral Initialisation) and proper-
ties of L2 regularisation which we study independently in our work. They conjecture
that there is an interplay between normalisation and weight decay and formalise this
behaviour through factorised update equations.

4.2 Low Rank Training

4.2.1 Factorisation

In all our experiments and analyses, we factorise a weight matrix W at each layer
into two components U and V such that W = UV⊤.

We focus on a factorisation depth of 2, taking into consideration memory-speedup
tradeoffs: As the depth of factorisation at each layer increases, more activations need
to be stored in-memory for backpropagation. A depth of two provides speedups across
all our experiments while ensuring minimal activation memory overhead.

Consider the difference between the vanilla gradient descent update (unfactorised)
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Wt+1 = Wt – α∇W and the update performed in the factorised setting:

Wt+1 = Ut+1V⊤t+1
Wt+1 = (Ut – α∇U)(Vt – α∇V)⊤

Wt+1 = Wt – α (∇WtVtV⊤t + UtU⊤t ∇Wt)︸ ︷︷ ︸
∇t

+ α2∇WtWt∇W⊤t

(4.1)

Khodak et al. (2021) extend the update equation above to normalised layers. Most
modern architectures rely on normalisation layers to train networks that generalise
well. This includes BatchNorm in ResNets and LayerNorm in Transformers. We refer
the reader to Khodak et al. (2021) for a more detailed discussion on the type and
role of normalisation in factorised layers and use their formulation of the normalised
update equation, which is given by

ŵt+1 = ŵt –
α

∥W∥2F
(Imn – ŵtŵt⊤)vec(∇̂t)

+O(α2)
(4.2)

where ∇̂t is ∇t with gradients taken with respect to the normalised weight matrix
Ŵ = W

∥W∥F
and ŵ = vec(Ŵ).

We see that gradient descent in the factorised setting does not perfectly align
with the vanilla gradient descent update. In the subsequent sections, we empirically
explore and work to overcome the implicit biases of this factorised update so that we
can make low rank training an effective and efficient training method.

4.2.2 Spectral Initialisation

Khodak et al. (2021) investigated the usefulness of spectral initialisation in low rank
formulations of deep learning architectures and proposed a few hypotheses for why it
seems to improve optimisation. We use the same truncated SVD initialisation scheme,
which is as follows

SVDr(W) = Û:rΣrV̂⊤:r , (4.3)
U = Û:r

√
Σr,

V = V̂:r
√
Σr,

where W is a matrix of shape N×M, U of shape N×r, V of shape M×r, Σ is the
diagonal matrix of singular values and r is the rank we choose for the factorisation.
We note that U and V are rectangular matrices unless specified otherwise.
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Khodak et al. (2021) analysed SVD based initialisation in the context of the
update equation 4.1 and make an incorrect assumption for why this initialization is
effective: That U0U⊤0 = V0V⊤0 = Σr. In the low rank context, U and V are
rectangular matrices obtained from truncated SVD which makes U and V column-
wise orthogonal matrices. Therefore, we point out that UU⊤ and VV⊤ cannot be
equal to Σr and ∇WtVtV⊤t + UtU⊤t ∇Wt terms in the equation 4.1 cannot be
simplified.

We believe that spectral initialisation works for reasons other than the ones stated
in prior work. In section 4.3.1, we present an ablation experiment that hints at why
this initialisation scheme performs better.

4.2.3 L2 Regularisation

Many architectures rely on L2 regularisation for better generalisation. The straight-
forward approach to impose L2 regularisation in a factorised network is to apply the
Frobenius norm penalty to the factors U and V – that is, λ

2 (∥U∥2F +∥V∥2F). Srebro
& Shraibman (2005) showed that this penalty actually minimises the nuclear norm
of the recomposed matrix UV⊤.

To address this, Khodak et al. (2021) propose penalising the Frobenius norm of
the recomposed matrix UV⊤, which they refer to as, Frobenius decay. They argue
that Frobenius decay helps in keeping the effective step size high through out train-
ing where effective step size is the term η

∥W∥2
F

in equation 4.2. We show, through an
ablations study, that effective step size is an inadequate argument to justify the effec-
tiveness of Frobenius decay over L2 regularization. We point out that the dynamics
of low-rank training with L2 regularisation cannot be understood by only considering
the normalised update equation 4.2. This ignores the ηλ ≈ O(η2) terms arising
from Frobenius norm penalty which have a non-trivial impact on the optimisation.
We find that the effectiveness of Frobenius decay over L2 regularisation can be better
explained by examining the effective rank of the network. We use the rank measure
proposed in Martin & Mahoney (2018) which defines effective rank as the nuclear

norm divided by the operator norm i.e

∥∥∥UV⊤
∥∥∥
∗

∥UV⊤∥op
.

4.2.4 Pre-training

The initial stages of training are widely believed to be important for good performance
in neural networks Achille et al. (2017) Frankle et al. (2019b). This motivates us to
explore training for a fraction of the total training steps in the unfactorised space
before switching to low rank substitutions of these unfactorised layers. We apply the
truncated SVD scheme descibed in equation 4.3 to the partially trained weights to
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obtain the factors of the layer. Section 4.3.3 describes the impact of pre-training on
performance across our vision and language experiments and analyses the nature of
the solutions found with pre-training when compared to solutions found by low rank
networks trained from scratch Evci et al. (2019) Frankle et al. (2019c).

4.3 Experiments and Results

We conduct extensive experiments on both vision and language models. For vision
models, we use a Wide-ResNet-28 on CIFAR-100 and a ResNet-50 on the ImageNet
dataset. For the language modelling task, we conduct experiments on one million word
benchmark dataset (LM1B) Chelba et al. (2013b) and use the GPT-2 Radford et al.
(2019a) architecture. Details on our complete experimental setup can be found in the
supplementary material. In the following sections, we compare different initialisation
schemes and study the effects of applying L2 regularisation to the factors U, V and
UV⊤ in normalised neural networks. Finally, we demonstrate the effectiveness of —
and analyse the nature of solutions found by — pre-training.

4.3.1 Initialisation

We show that spectral initialisation offers commensurate performance when compared
to traditional initialisation schemes. Then, we show empirically that the singular
values do not play a major role in improving performance and that it is the direction of
the singular vectors that matters. This finding is in contrast with prior beliefs Khodak
et al. (2021) about the role of singular values in retaining the scale of initialisation. We
establish this by setting the singular values to ones in equation 4.3. Tables 4.2, 4.3, 4.4
compare the results across initialisation schemes on CIFAR100, ImageNet and LM1B
respectively. We observe that spectral ones leads to a better accuracy on CIFAR-100,
lower perplexity on LM1B and a commensurate performance on ImageNet. While we
offer no concrete explanation for why discarding the singular values is beneficial to
optimization, one relevant note is that in regular neural networks, it is important to
initialize all neurons with a similar magnitude; in spectral initialization, the columns
of U and rows of V are being scaled by values that can differ dramatically, potentially
hampering optimization behaviour. We leave a proper analysis of the subject to future
work.

4.3.2 L2 Regularisation

We investigate the effective step size hypothesis by training two networks, one with
learning rate η and the other with η

2 . So, the effective step size of these networks
is η

∥W∥2
F

and η

2∥W∥2
F

respectively, based on equation 4.2. If the hypothesis that a
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Model Dataset Frobenius decay L2
WRN CIFAR-100 39.87 16.4

ResNet-50 ImageNet 68.72 58.00
Transformer LM1B 206.93 205.70

Table 4.1: Effective rank measures for different models

higher effective step size leads to better performance were true, we should see that
halving the effective step size should lead to a lower performance but we find that η

2
leads to models that are atleast as good as models trained with learning rate η.

Tables 4.5, 4.6 and 4.7 compare the impact of effective step size on performance
across CIFAR-100, ImageNet and LM1B respectively. Analysing the evolution of sin-
gular values in networks trained with L2 regularisation and Frobenius decay revealed
that singular values are disproportionately affected in the case of L2 regularisation.
We observed a ”rich get richer, poor get poorer” phenomenon in L2 regularised net-

works which caused the effective rank

∥∥∥UV⊤
∥∥∥
∗

∥UV⊤∥op
of the network to drop because of the

disproportionate increase in the operator norm of each layer. We report the averaged
(across layers) effective rank at the end of training for our experiments in Table 4.1

4.3.3 Pre-training

We investigate pre-training networks for a fraction of the total training steps and
observe that this leads to significantly improved performance in our language model
experiments shown in Figure 4.1. We pre-train in the unfactorised space for 40,000
steps and continue training in the factorised space for 200,000 steps. We combine
pre-training with the techniques aforementioned viz Frobenius decay and resuming
with decompositions obtained from Spectral and Spectral ones as described in 4.2.4.
We find that pre-training does not offer improved performance compared to low-rank
network trained from scratch in our vision experiments as shown in Tables 4.8 and
4.9. Furthermore, we notice that the solutions found with pre-training are closer
in the parameter space to their corresponding baseline (unfactorised) models. We
demonstrate this by performing linear interpolation between pre-training and baseline
weights by using the following equation: θ = (1 – t)θb + (t)θl for t ∈ [0.0, 1.0] with
increments of 0.1 where t is the interpolation coefficient, θb is the parameter from the
baseline model and θl is the parameter from the low rank model with pre-training.

4.3.4 Experiment Details

For the language modelling task, we conduct our experiments on one million word
benchmark dataset (LM1B) (Chelba et al., 2013b) and use the following set up: input
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Figure 4.2: Comparison of interpolation of low rank and pretrained networks for LM

sequence length is fixed at 256 and 1152 tokens for training and evaluation respectively
and the vocab size is limited to 32K subwords and train all the models to 240K
steps. We implemented transformer language model on Tensorflow and run all our
experiments on cloud TPUs. To have better savings on compute and memory we
combine the query, key value generation into one weight matrix. For each transformer
layer, we decompose three matrix operations; Q,K,V generation and the two fully
connected layers. We skip factorising the output projection layer and the combiner
layer that combines the outputs of attention (this is a square matrix and we see
memory and compute benefit only for very small ranks). For all transformer runs, we
choose a rank of 62.5% and half its baseline learning rate. For pre-training, we train
unfactored for 40K steps then switch to low rank factorised training for the remaining
200K steps and halving the learning rate.

For the image classification task, we conduct experiments with CIFAR-100 and
ImageNet. For CIFAR-100 we use the standard training/test split with a simple
augmentation scheme – Random Crop and Horizontal Flips. We train a WideResNet-
28 (Zagoruyko & Komodakis, 2016) for 200 epochs with SGD with momentum (0.9)
and a batch size of 128. For regularisation, we a weight decay coefficient of 5e-4 and no
dropout. For the low rank training runs, we factorised every convolutional layer other
than the first according to our factorisation scheme describe above and the chosen
rank. For ImageNet experiments, we use a standard ResNet-50 architecture and train
on a TPU v2-8 with a per-core batch size of 128 and follow the same hyperparameters
and learning rate schedule described in He et al. (2016b).
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Rank Initialisation Accuracy
Baseline (N/A) He 81.08

0.1
He 77.94

spectral 79.84
spectral ones 79.07

0.2
He 80.37

spectral 81.35
spectral ones 81.27

0.3
He 80.87

spectral 81.53
spectral ones 81.61

Table 4.2: Initialization results of Wide Resnets on Cifar-100

Rank Initialisation Top-1 Top-5
Baseline (N/A) He 76.39 93.21

0.3
He 75.26 92.56

spectral 75.77 92.87
spectral ones 75.71 92.82

0.5
He 75.97 92.84

spectral 76.13 93.09
spectral ones 75.98 92.97

Table 4.3: Initialization results of ResNet on Image Net

Rank Initialisation Perplexity
Baseline (N/A) He 37.67

0.62
He 39.6

spectral 38.78
spectral ones 38.47

Table 4.4: Initialization results of Transformers on LM1B

Rank Regularisation lr scaling Accuracy

0.1
L2 0.5 73.12

1.0 72.59
Frobenius Decay 0.5 79.84

1.0 79.79

0.2
L2 0.5 78.22

1.0 77.56
Frobenius Decay 0.5 81.35

1.0 81.61

Table 4.5: Comparison between Frobenius Decay and L2 regularisation on Cifar-100
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Rank Regularization lr scaling Top-1 Top-5

0.3
L2 0.5 75.11 92.42

1.0 74.9 92.24
Frobenius Decay 0.5 75.22 92.49

1.0 75.77 92.87

0.5
L2 0.5 75.04 92.36

1.0 74.83 92.25
Frobenius Decay 0.5 75.97 92.85

1.0 76.13 93.09

Table 4.6: Comparison between Frobenius Decay and L2 regularisation on Imagenet

Rank Regularisation lr scaling Perplexity

0.62
L2 0.5 38.87

1.0 39.01
Frobenius Decay 0.5 38.78

1.0 39.2

Table 4.7: Comparison between Frobenius Decay and L2 regularisation on LM1B

Rank Pre-training Epochs Accuracy

0.2

0 81.35
15 81.33
30 81.56
40 81.53
50 81.39
75 81.53

0.3

0 81.53
15 81.73
30 81.51
40 81.67
50 82.0
75 81.44

Table 4.8: Pre-training results for Wide ResNets on CIFAR-100
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Rank # Pretrain epochs Top-1 Top-5

0.5

5 76.07 92.88
10 75.96 93.04
15 76.12 92.96
20 76.08 92.94
25 76.15 93.00
30 76.05 92.9
35 76.24 93.06
40 76.21 93.09
45 76.29 93.12

Table 4.9: Pre-training results for ResNet50 on ImageNet
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Chapter 5

Improving Training
Efficiency Using SliceOut

Dropout is a widely utilised regularisation strategy that stochastically zeros (drops) di-
mensions of intermediary activations. By zero-ing dimensions, the subsequent vector-
matrix multiplication between the activation and the subsequent layer’s weight will
result in many redundant FLOPs where the activation’s dimension is zero. SliceOut
seeks to save these wasted FLOPs by changing the distribution of dropped activations
so that they are always contiguously arranged. This way, a simple slice operation can
be used to eliminate the dropped dimension; saving both compute and memory during
training.

The following is an excerpt from Notin et al. (2020) and is under review with the
Journal of Machine Learning Research. This is work done in collaboration with Pascal
Notin, Joanna Yoo, and Yarin Gal. In this project I was the source of the idea for
a fast dropout variant using slice operations, led experiment design, and supervised
the experimentation.

The success of deep learning over the past two decades has relied heavily on algo-
rithmic and hardware innovations to support ever increasing computational workloads.
While several methods have been recently introduced to achieve step-improvements
in efficacy at inference time (e.g., quantisation, pruning), translating these benefits to
training as been a more challenging endeavour given the impact they may have on the
training dynamics. When dealing with a fixed compute budget, the ability to train the
same models more rapidly supports shorter research iteration cycles, more extensive
hyperparameter or architecture searches, or a reduction in the required energy con-
sumption and the corresponding carbon footprint. In applications that require regular
model re-training (e.g., active learning, continual learning), faster training translates
into more regular updates and subsequently stronger task performance with the same
resources.
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Figure 5.1: Compute efficacy frontiers: Leveraging SliceOut allows to achieve a more
desirable compute efficacy frontier for EfficientNets on Imagenet (left) and Wide ResNets
on CIFAR100 (right). Each curve represents the test accuracy Vs required training time
(relative to train time of the larger net) for networks trained with SliceOut (blue curves)
and without (black curves). See detailed results in tables 5.2 and 5.3.

In this work, we introduce an architecture-agnostic method to train neural net-
works faster without compromising on final test accuracy, thereby achieving a more
desirable compute efficacy frontier (see Fig. 5.1).

Our proposed method, SliceOut (§5.2), draws inspiration from dropout (Hinton
et al., 2012; Srivastava et al., 2014a), a regularisation technique widely used in large
neural networks. We show that the scheme can be used as an alternative to stan-
dard dropout that simultaneously preserves its regularisation benefits while achieving
speedups and memory gains at train time. More generally, we demonstrate it can
be also leveraged to achieve training speedups in architectures where no dropout was
used in the first place.

SliceOut introduces structure to dropout by slicing contiguous memory segments,
i.e., selecting a contiguous range of neighboring neurons and slicing feature tensors
or weight matrices row/column-wise (Fig. 5.3c), as opposed to selecting neurons uni-
formly at random. From the computational perspective, this strategy takes advantage
of GPU memory layout as the operation requires a single access to contiguous mem-
ory. From the memory perspective, the zero units, that would physically remain in
memory with standard dropout, are removed from memory overhead by the slicing
operation. This implies a smaller memory footprint for weight gradients and activa-
tions throughout the network, and also results in matrix multiplications with smaller
tensors compared to standard dropout. This in turn allows us to fit larger models in
memory than would otherwise be possible, or conversely, to train a model of similar
size with fewer computing resources. The relative simplicity of the approach as a
constrained-form of dropout facilitates its implementation across architectures and
deep-learning frameworks. Lastly, SliceOut helps prevent some of the issues that
standard dropout has when applied to CNNs (§5.2.4 and Fig. 5.4).

Our experiments are carried in three settings (§5.3): the first consists of relatively
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small neural networks applied to MNIST and FashionMNIST, to illustrate the benefits
of the approach in a simple setting; the second is Wide ResNets applied to CIFAR-
10/100 and EfficientNets applied to CIFAR-10/100 and ImageNet, demonstrating
significant memory and speedup gains due to the large reduction in ops on the high
dimensional feature vectors of CNNs; and the final setting is language modelling
with Transformers applied to LM1B, demonstrating the applicability of our method
beyond vision tasks. In all our settings we find that SliceOut performs comparatively
(or out-performs) standard dropout in terms of test accuracy, while achieving memory
and compute savings of 10-40%, depending on the model architecture and dropout
rate considered.

Our contributions are as follows:

• We introduce SliceOut, a general-purpose scheme to train neural networks faster
without impacting final test accuracy

• We derive various sampling and normalisation schemes for the method which
preserve (exactly or approximately) the first and second moments of the layers’
output, allowing for efficient deterministic approximations at inference time

• We implement this new scheme across a diverse set of network architectures -
from regular MLPs, to Wide ResNets, EfficientNets and Transformers

• We quantify the relative speedups and memory gains between the different
dropout schemes across experimental setups, demonstrating practical gains with
SOTA models with minimal to no impact on test accuracy

5.1 Background

5.1.1 Compute efficacy frontiers

In the past few years we have observed an unprecedented race to training ever larger
neural networks via massive compute resources with the ultimate objective to squeeze
in the most parameters possible for a fixed amount of compute – the latest example
being the GPT-3 model with a total of 175 billion parameters (Brown et al., 2020b).
Significant progress has also been made towards the ability to train large deep net-
works very rapidly – with several teams competing to train high accuracy models on
ImageNet in a few minutes (Jia et al., 2018; Goyal et al., 2017). McCandlish et al.
(2018) investigate the relationship between compute resources and total training time
to achieve a fixed test accuracy, and observe Pareto frontiers connecting the two, for
example by training a model to solve the Atari Breakout game.

The aforementioned examples demonstrate the intricate relationships between
amount of compute available, overall training duration, and final test accuracy. A
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Figure 5.2: The purpose of developing efficiency in ML is pushing forward the compute
efficacy frontier: the frontier describing the best model one can obtain using a given amount
of compute.

convenient way to conceptualise these relationships and describe the objective of
progress in ML efficiency is to consider the compute efficacy frontier. The compute
efficacy frontier defines the utility of a given amount of compute; that is, given X
accelerators operating for Y hours, the frontier describes the best performing model
one can obtain (See Figure 5.2). In our work, we introduce a method that pushes the
frontier forward by reducing the compute while preserving the task performance. We
show that this method is effective across model architectures and across task domains.
Importantly, we show that even in highly efficient and optimised settings – like Effi-
cientNet models for ImageNet (Figure 5.1) – our method has a dramatic impact on
compute efficacy.

5.1.2 Related dropout variants

Standard dropout randomly “turns off” at train time the neurons of a given layer
and, implicitly, the weights connected to them. This prevents co-adaptation between
neurons (Srivastava et al., 2014a), and empirically results in improved generalisa-
tion across a wide range of architectures and tasks (Labach et al., 2019). Standard
dropout may also be interpreted as sampling a “thinned” architecture from an ex-
ponential number of related networks (2d if the layer width is d) during training,
and approximately ensembling these architectures at test time through first-moment
propagation (Gal & Ghahramani, 2015).

Since the seminal dropout paper (Hinton et al., 2012), many alternative dropout
schemes have been proposed to improve the efficiency of the technique across a wide
range of different neural network architectures. We review the most relevant ap-
proaches related to our work.
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Standard dropout. At each training step, the activations from neurons at a
layer where dropout is applied are zeroed out with a probability p – the dropout
probability for that layer – with the forward and backward passes being then per-
formed as usual (Fig. 5.3a). During testing, all units of the original architecture
are kept to perform the forward pass. Because a fraction p of units are dropped
during training, activations need to be renormalised to preserve the expected value of
pre-activations of subsequent layers between train and test, preserving the first and
second moments of the layer’s output. This normalisation may be performed at test
time (“weight scaling inference rule”, Goodfellow et al. (2016)), or during training
(“inverted dropout”). The latter is the most popular approach used nowadays and
consists of dividing each neuron at a layer where dropout is applied by the probability
of it being kept (i.e., divided by (1 – p)).

Controlled dropout. Controlled dropout (ByungSoo Ko et al., 2017; Ko et al.,
2017) was suggested to speed up the training of fully connected networks based on
the observation that storing zeroed activations throughout the forward and backward
pass leads to computational inefficiencies. The authors propose to keep a random
subset of rows or columns of the activation tensors by performing a set of ‘gather’
operations (gather ops) on the corresponding network weights (Fig. 5.3). The gather
ops select specific weight rows/columns, and allocate new memory into which these
rows/columns are copied, so that subsequent multiplications in the forward and back-
ward passes involve smaller tensors. Although this approach helps avoid unnecessary
multiplications, the gather ops’ memory allocations introduce significant overhead.
More specifically, the GPU needs to perform a quadratic number of reads and writes
in order to create the required reduced tensors. This is not only slow to perform, but
also results in duplicating the gathered weight tensors data in memory (Table 5.1).

DropBlock & SpatialDropout. Convolutional neural networks require a dif-
ferent scheme than standard dropout to perform effective regularisation (Tompson
et al., 2014; He et al., 2015). This is both due to the strong correlations between adja-
cent pixels present in natural images (and preserved in subsequent feature maps) and
the fact convolution kernels operate on nearby pixels. Consequently, when a given
pixel is zeroed out, information can still propagate through neighboring pixels as if
no dropout had been applied. Several schemes have been proposed to circumvent this
limitation, for example by zeroing out contiguous regions of the feature maps (Ghiasi
et al., 2018) or zeroing out entire convolution filters (Tompson et al., 2014).

Further parallels may be drawn between SliceOut and Nested Dropout (Rippel
et al., 2014), in which coherent nested sets of hidden units are dropped in order to
learn ordered representations, and with DropEdge (Rong et al., 2019), in which a
certain number of edges are removed from the input graph at each training epoch.
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Figure 5.3: Representation of the effective weight dropout masks for different dropout
schemes in a fully connected network. a) Standard dropout: entire rows/columns are
set to zero (in practice we typically zero out the output tensor as opposed to the weight) b)
Controlled dropout: similar to standard dropout, except non-zero weights are gathered
and reallocated in new memory. c) SliceOut: structured weight dropout keeps contiguous
set of rows/columns of weight tensors in-place.

5.2 SliceOut

SliceOut is a structured weight dropout scheme aimed at speeding up computations
and reducing cached memory footprint, while preserving the regularisation benefits
of standard dropout. We first convert the dropout rate into an expected number of
nodes that should be kept at a layer where SliceOut is applied, i.e. the “slice width”.
During training, we uniformly sample the starting index of the slice (restricting to a
subset of eligible positions), then “slice” (see next paragraph) the relevant rows and
columns of the weights and biases that precede / follow the layer(s) where SliceOut
is applied (Fig. 5.3). We then perform the forward and backward passes with the
sliced weights and biases, updating the corresponding slice(s) of the original weight
matrices in-place. We repeat this end-to-end process, sampling different slices at each
step, until convergence (Algorithm 17). At test time, we use the full network without
dropping any weights or biases, similar to standard dropout.

5.2.1 The slice op

Slicing is a fast and memory efficient operation: it selects the tensor elements of
interest with a single memory access, and performs tensor operations with the logical
tensors in-place (Harris et al., 2020; Paszke et al., 2019). The slice operation (slice
op) only changes the logical view into the memory, but not the physical memory.
When a GPU matmul or conv kernel (both GPU functions) is called, it only sees the
weights within that view, and does its operation with those weights without having
to move anything in memory. SliceOut enjoys speed-ups from performing forward
and backward passes with smaller tensors; Furthermore, as we now need only keep
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Table 5.1: Comparison of memory usage & No. of basic operations for different
dropout schemes with b the batch size, n & m the No. of neurons in the input & output
layers resp. & p the dropout probability applied to both input and output layers (with
0<p<1). SliceOut benefits from the same computation savings as Controlled dropout,
without the memory reallocation overhead.

Metric Standard dropout Controlled dropout SliceOut
No. extra read/writes
to manipulate weights – O((1 – p)2 ∗ n ∗m) O(1)
Extra memory usage
due to weight copy – (1 – p)2 ∗ n ∗m –
No. basic operations
for weight multiply O(b ∗ n ∗m) O((1 – p)2 ∗ n ∗m ∗ b) O((1 – p)2 ∗ n ∗m ∗ b)

Size of output
activations tensor m ∗ b (1 – p) ∗m ∗ b (1 – p) ∗m ∗ b

the smaller sliced activation tensors in memory to perform the backward pass at train
time, we save on activation storage.

At test time we use the full network, and therefore there is no difference in memory
usage to a network trained with standard dropout. However, the memory bottleneck
for large networks is typically at train time since we are required to store intermediate
activations to compute gradients on the backward pass.

5.2.2 Normalisation

After applying dropout, it is necessary to re-normalise activations in order to preserve
the moments of their distributions and avoid the network outputs exploding or col-
lapsing to zeros. We experimented with different approaches to normalise activations
after dropout, and describe here the two that lead to the best results in experimental
settings:

• Flow normalisation: We divide activations by the expected proportion of
nodes kept at that layer during training (i.e., the ratio of the slice width to the
full layer width). Intuitively, this helps keep constant the expected values of
pre-activations at subsequent layers.

• Probabilistic normalisation: We divide each node by the probability of this
specific node being kept during training. This helps ensure that, on average
during training, the activations stemming from this particular node are equal
to what they would be at test time.

These two normalisations coincide in the standard dropout case, where the ex-
pected proportion of nodes kept at a given layer is exactly equal to the probability
of each node to be kept during training. This is not the case in SliceOut, as we
impose constraints on eligible slices during sampling to avoid memory re-allocations
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and keep the size of tensors constant throughout training: nodes around the edges
are less likely to be selected at a given training step.

5.2.3 Regularisation and ensembling

While standard dropout samples a “thinned” network from an exponential number
of possible architectures, SliceOut samples from a linear or quadratic number of ar-
chitectures.1 As a result SliceOut can be seen as a milder regularisation scheme (for
a fixed dropout probability value). We observe in several experimental settings that,
beyond a certain dropout probability threshold, the performance drops more sharply
in standard dropout than in SliceOut. This increased stability makes SliceOut less
sensitive to the chosen dropout probability, enabling higher drop rates.

Algorithm 1 Slice dropout algorithm - Simple FFN with L hidden layers
Let Wl, with l ∈ [1 – L], be the weights tensor of the lth hidden layer
Let fl(.) be the non-linearity applied at the lth layer
for training_step← 1 to T do

Sample mini-batch (x, y)
for layerl ← 1 to L do

Sample slice: Slicel = (startl, endl)
end for
for layerl ← 1 to L do

Slice weights:
Wl_slice = Wl[(startl, endl), (startl–1, endl–1)] ▷ where (start0, end0) selects the full

input
end for
Perform forward pass with sliced weights:
for layerl ← 1 to L do

x← fl(norm(Wl_slice · x)) ▷ where norm(.) is the activation normalisation applied
post dropout

end for
Perform backward pass with sliced weights

end for

5.2.4 SliceOut and CNNs

Our SliceOut schemes for CNNs (Fig. 5.4) draw inspiration from the prior dropout
schemes tailored to CNNs discussed in §5.1 (Tompson et al., 2014; Ghiasi et al., 2018):

• Channel-SliceOut: slicing contiguous sets of channels for a given convolution
kernel

1If SliceOut is applied at only one layer, we only take slices row-wise of the corresponding weight
vector (and column-wise of the subsequent weight vector), thereby sampling from a linear number
of architectures. If SliceOut is applied at two consecutive layers, we slice the second weight matrix
row and column wise, thereby sampling from a quadratic number of architectures (Appendix ??).
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• Patch-SliceOut: slicing contiguous 2D chunks of the input activation tensors,
and then performing the convolution

Channel-SliceOut builds on the SpatialDropout scheme (Tompson et al., 2014),
with the critical difference that we directly slice the convolution kernels instead of
zeroing out feature maps of the output activation tensor. This results in smaller
output tensors and helps avoiding performing tensor operations for which the outcome
will be ultimately be set to zero. Patch-SliceOut can be seen as performing the
complement operation to what is done in Cutout (DeVries & Taylor, 2017) (on the
input image), or more generally in DropBlock (Ghiasi et al., 2018), where units in
a contiguous region of a feature map are dropped together, except that we slice out
zeros instead of carrying them around.

Figure 5.4: Comparison of the feature tensor of a convolution layer where different dropout
schemes are applied
a) SpatialDropout: randomly sets entire convolution channels to zero. b) Channel
SliceOut randomly selects a contiguous set of convolution channels, resulting in a more
compact feature tensor (other channels are never allocated in memory) c) Patch Slice-
Out: selects a contiguous block of the input tensor across feature maps, then performs the
convolution.

5.2.5 SliceOut and Transformers

Attention Mechanism Feed-Forward Network

Figure 5.5: Transformer architecture with SliceOut
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Transformers (Vaswani et al., 2017c) represent the state of the art across a host
of natural language benchmarks and have seen adoption across academia and indus-
try. One short-coming of the architecture is the considerable memory requirements
demanded by the model architecture since Transformers tend to improve their perfor-
mance dramatically with the number of parameters they are given. This observation
has lead to several strategies to construct larger and better models (a quick overview
of the Transformer architecture is given in Fig. 5.5).

SliceOut represents a complementary technique to the standard model-scaling
measures taken in the literature (e.g., distributed data and model-parallelism, memory
efficiency-focused optimisers (Shazeer & Stern, 2018)) and can be used in conjunction
with them.

In our implementation of SliceOut in Transformers we do not normalise the queries
and keys as in §5.2.2. Instead, we modify the temperature value (α) used in the
attention weights:

Wattn = softmax
(

QK⊤
√
α

)
In a Transformer α is generally set to the dimensionality of the vectors in the queries
and keys, but in our case, SliceOut changes the dimensionality of those vectors during
training, and so we adjust α to be the new dimensionality of these vector after
SliceOut. We do still perform normalisation (§5.2.2) on the values and within the
feed-forward networks (Fig. 5.5; Note: In the figure, normalisation is denoted “scale”
while “norm” refers to layer normalisation, as in the original Transformer paper).

Since there is a dot product taken between each of the queries and keys, it is nec-
essary that the sliced out indices of those vectors are aligned. That is, SliceOut slices
out some contiguous set of elements from a query vector Qsliced = (qi, . . . , qq+d); it
is, of course, extremely important than these indices are the same for the sliced keys
Ksliced = (ki, . . . , kq+d). Similarly, when slicing weight matrices we must ensure
that the slices made along the leading dimension align with the slices applied to the
incoming activation vector. See the orange lines in Fig. 5.5 for a pictorial description
of indices that must be aligned.

5.3 Experimental results

We quantify the benefits of SliceOut across several neural network architectures
and application domains: fully connected networks on MNIST and FashionMNIST
datasets (§5.3.1), Wide ResNets on the CIFAR-10 and CIFAR-100 datasets (§5.3.2,
EfficientNets on CIFAR-10/100 and ImageNet (5.3.3), and Transformers on the LM1B
dataset (§5.3.4). For each experiment, we train the different networks until conver-
gence, measure speedups based on the train time per epoch, and memory gains via
the maximum GPU memory managed by the caching allocator at each epoch.
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Figure 5.6: FashionMNIST - We achieve 30% memory savings (a.) and 15% training
speedups (b.) from replacing standard dropout with SliceOut in a simple fully connected
network with 3 hidden layers, converging slightly faster and to a higher test accuracy value
(c., here for dropout rate = 0.5, although similar trends were observed for any dropout rate
≤ 0.5). Results were averaged over 4 independent runs

5.3.1 Fully connected networks

This first set of experiments is performed in a simpler setting aimed at studying the
properties of our method with fully connected networks on the MNIST (Lecun et al.,
1998) and FashionMNIST (Xiao et al., 2017) datasets.

In the FashionMNIST experiments, we observe not only speedups (up to 15%)
and cached GPU memory savings (up to 30%) with SliceOut, we also converge faster
and to a higher test accuracy value (Fig. 5.6) when typical dropout rates are applied
(i.e., p ≤ 0.5). The highest test accuracy obtained with SliceOut across all hyperpa-
rameter settings tested was 90.0±0.03 % (obtained with p = 0.1), while the highest
with standard dropout (also for p = 0.1) was 89.6 ± 0.08 % (no dropout lead to a
test accuracy similar to the latter)

In the MNIST experiments, we observe similar speedups and memory gains from
SliceOut, although there was no statistically significant difference in terms of top test
accuracy.

Across both experiments, controlled dropout was converging to similar test accu-
racy values, but was systematically slower and less memory efficient than SliceOut.

5.3.2 Wide ResNets

Wide ResNets (Zagoruyko & Komodakis, 2016) are a variant of the original ResNet
architecture that achieve higher test accuracy by simultaneously reducing the depth
of the network and increasing the number of convolution filters in each residual block.
The architecture strings together several “Wide-dropout” blocks, progressively in-
creasing the number of channels and reducing the height & width of the activation
tensors. Standard dropout is used critically in each residual block between the two
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3x3 convolutions, to prevent potential overfitting resulting from the channel widen-
ing.

We remove the standard dropout layer in the original “Wide-dropout” block and
experiment with our two SliceOut schemes for CNNs (see Fig. 5.4 and architecture
diagram on Fig. 5.7):

• Channel-SliceOut: we apply SliceOut on the first 3x3 convolution across all
residual blocks. It is critical to ensure that we operate on the same slice at the
subsequent convolution layer, and the batch norm in-between;

• Patch-SliceOut: we apply Patch-SliceOut on the input tensor to the first 3x3
convolution, across all blocks.

For both schemes, performing the normalisation after the second batch norm and
right before the final projection convolution (“delayed normalisation”, Fig. 5.7) helps
further increase test accuracy. We observe higher performance when using the Prob-
abilistic normalisation scheme over the Flow normalisation (§5.2.2), and for Channel-
SliceOut over Patch-SliceOut.

When using SliceOut across a range of Wide Resnet architectures on CIFAR-
10/100 (Table. 5.2), we obtain training speedups of up to 35% and memory gains of
up to 25% with no impact on test accuracy. This translates into a superior compute
efficiency frontier (Fig. 5.1). For example, we are able to train a 46x12 architecture
with SliceOut as fast as a 40x10 architecture without SliceOut, and achieve a higher
test accuracy as a result.

Table 5.2: Wide ResNets results. Training time & Max cached GPU memory are
respectively the relative train time speedups per epoch for a network trained with SliceOut
Vs standard dropout, and the maximum cached GPU memory during training. Results
are averaged over 5 independent runs. Reported baseline values (standard dropout) are
obtained via an hyperparameter search over dropout rates and selecting the value yielding
the highest test accuracy. SliceOut results are obtained with a 0.5 rate, Channel-SliceOut
and Probabilistic normalisation.

Dataset Architecture Test accuracy Test accuracy Training Max cached
Standard dropout SliceOut speedups memory gains

CIFAR-10 28x6 96.1% 96.0% -25% -21%
34x8 96.2% 96.2% -26% -21%
40x10 96.3% 96.2% -30% -20%
46x12 96.4% 96.2% -29% -25%
52x14 96.4% 96.2% -32% -22%

CIFAR-100 28x6 79.9% 79.8% -24% -21%
34x8 80.9% 80.7% -26% -21%
40x10 81.3% 81.2% -28% -20%
46x12 81.5% 81.4% -30% -25%
52x14 81.6% 81.5% -34% -22%
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Figure 5.7: Wide ResNet residual block and EfficientNets MBConv block with
SliceOut. The selected slices for the items in orange need to be aligned for a given for-
ward/backward pass.

5.3.3 EfficientNets

EfficientNets (Tan & Le, 2019) achieve state of the art performance on several vision
datasets including ImageNet (Russakovsky et al., 2014), while being more compute
efficient than prior architectures at test time. The purpose of our EfficientNets ex-
periments is two-fold: first, we demonstrate the scalability and generalisability of the
SliceOut scheme to larger datasets and more complex architectures; second, we show
that SliceOut can also be thought of as a method to accelerate model training, even
when dropout is not used in the original architecture. In EfficientNets, dropout is
not used in any of the mobile inverted bottleneck (MBConv) blocks that form the
backbone of the architecture. 2 We use Channel-SliceOut to operate on the “expand
convolution” (Fig. 5.7) of the first three stages of MBConv blocks, as this is where
the largest tensors are created. Similar to what we observed with Wide ResNets, “de-
layed normalisation” (right before the final “projection” convolution) leads to higher
test accuracy. We hypothesize that normalising earlier in the block leads to worse
performance as it perturbs the statistics computed at train time for a given slice by
the intermediate Batch normalisation layers. Since we add SliceOut in parts of the
network where no regularization is needed, we turn off SliceOut in the last 10% of
training epochs to bridge a potential gap in test accuracy with the original architec-
ture.

2Standard dropout is applied on the last fully connected layer of the network, but using SliceOut
there would not result in meaningful speedups.
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In CIFAR-10/100 experiments, we fine-tune EfficientNet models pre-trained on
ImageNet without SliceOut (following the same experimental setup as in Tan & Le
(2019); Kornblith et al. (2018)). We observe speedups of over 20% when using Slice-
Out, with comparable test accuracy to performing the fine tuning without SliceOut.
This demonstrates that SliceOut can be used to achieve speedups when fine tuning
networks that were pre-trained without. In ImageNet experiments, we train the net-
works from scratch and observe speedups of up to 20% with SliceOut with similar
test accuracy (Table 5.3), resulting in a more desirable compute efficiency frontier
(Fig. 5.1). We train a B2 architecture with SliceOut (0.4) as fast as a B1 architecture
but with higher test accuracy (79.8% Vs 78.8%).

Table 5.3: EfficientNet results - ImageNet. Training time is the relative % of train
time per epoch for a network trained with SliceOut Vs standard B3 architecture trained on
the same dataset without SliceOut. ImageNet results are obtained by training from scratch.

SliceOut Test accuracy Training time savings
(rel. to B3 baseline)

rate B0 B1 B2 B3 B0 B1 B2 B3
None 77.1% 78.7% 79.7% 80.6% -68% -50% -39% 0%
0.3 77.2% 78.8% 79.8% 81.0% -70% -55% -46% -12%
0.4 76.8% 78.8% 79.8% 80.7% -72% -57% -47% -18%
0.5 76.4% 78.5% 79.4% 80.7% -72% -58% -52% -20%

5.3.4 Transformers

Table 5.4: Transformer results. We observe speedups and memory gains of ∼ 10%
when using SliceOut, despite the fact in Transformers the performance is dominated by
looking up embedding vectors. Although Transformers are typically under-parametrised for
language modeling on LM1B, SliceOut is a more effective form of regularization compared
to standard dropout or controlled dropout.

Width Dropout Dropout Controlled SliceOut Training Max cached
rate Perplexity Perplexity Perplexity time memory

1024 0.0 31.7 - - - -
0.3 45.1 45.7 33.7 -8% -9%

2048 0.0 28.1 - - - -
0.3 88.6 53.1 28.1 -11% -10%

In our experiments, we evaluate a vanilla Transformer language model on the
popular “One Billion Word Benchmark” (Chelba et al., 2013a). Similar to what we
do our EfficientNets experiments, we also perform a final fine tuning without SliceOut
for the last 10% epochs. Our results are shown in Table 5.4. Given the complexity
of language modeling on the LM1B dataset, we observe that test set perplexity is
reduced across the board as we increase model width. In the larger width setting,
we obtain identical perplexity with SliceOut as for models trained without (standard
dropout is always detrimental to performance ), while reducing memory overhead by
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∼ 10% and reducing steptime by ∼ 10%. Speedups are more modest in comparison
to CNNs, and this is primarily due to the fact that, in Transformers, a significant
portion of steptime is spent looking up embedding vectors and computing logits over
a vocabulary of more than 32,000 elements. Similarly, much of the Transformer’s
memory is spent on storing the parameters, which SliceOut does not reduce.
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Chapter 6

ARC Networks

The following is work done in collaboration with Joost van Amersfoort, Lewis Smith,
and Yarin Gal. In this project I was the source of the method, led experiment design
and oversaw execution, and supervised the project alongside Yarin Gal.

One of the most significant issues with depth-wise parallel training – that is,
training a neural network by distributing contiguous groups of its layers across a set
of accelerators – is the gradient locking problem, where the earlier components must
sit idle after performing their forward pass while they wait for a gradient to arrive
from the latter components of the network. There is a much more complete analysis
of is effect in Chapter 7.

In order to prevent the gradient locking problem, we need to divide our model into
sub-components that are each optimised locally – i.e components that can perform a
parameter update given only an input xl and a target y, without waiting for a global
error signal to propagate backwards from the top layer.

In standard deep learning, we have data X, Y, and we attempt to fit a function
that predicts the output from the input, ŷ = f(x), by minimising some loss metric
on the output of the model, L(ŷ, y). Our model is a composition of simple functions
f = (f1 ◦ f2...fn), and we optimise the parameters θi of each component by moving
them in the direction of the gradient of the loss as a function of the global output,
∂θiL(ŷ, y). This leads to the gradient locking problem – as discussed above, in order
to compute the gradient ∂θiL(ŷ, y) using the chain rule, we need to wait until we have
computed the gradient of the layer above. In order to avoid the locking problem, we
need to have that each component fi can update its parameters with only access to its
input xi, output xi+1 = fi(xi), and the global target y. The most obvious way to do
this is to use a simple, local auxiliary mapping to the target ŷi = softmax(hi(xi+1))
at each layer, and update each layer greedily based on this local learning signal as
though each layer were the final one; that is, to update the parameters according to
∂θiL(ŷi, y) Belilovsky et al. (2019a). This is essentially the same as one would do
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in supervised greedy pre-training except we intend to learn all of these components
simultaneously in parallel.

The drawbacks of this approach are obvious – while this scheme meets our compu-
tational requirements, the updates to the functions are no longer acting to minimise
the global loss, but a local, greedy heuristic instead. There is a risk that each compo-
nent will settle down into a sub-optimal solution. In the next section, we discuss the
problems inherent in asynchronous greedy learning schemes, and our architectural
decisions to mitigate these problems.

Table 6.1: Standard ResNet-inspired networks on CIFAR-10. Each network has only three
components – one for each block of the ResNet architecture. Global is an end-to-end baseline
with no asynchrony.

Acc. (global) Acc. (local)
AC (ResNet32) 93.60% 90.59%
ARC (RevNet38) 93.56% 92.21%

An ARC Network (Asynchronous Reversible Component Network) matches the
description given above with the subtle variation that each component function fi is
constrained to be a reversible function:

x(1)
i+1, x(2)

i+1 = f(x(1)
i , x(2)

i ) where
x(1)

i+1 = x(1)
i + F(x(2)

i )

x(2)
i+1 = x(2)

i + G(x(1)
i+1)

(6.1)

We can then describe an ARC Network using a directed graph of ARCs, along which
activations flow – but not gradients.

We can enforce reversibility of a single ARC fi by using a reversible ResNet block
as the function fi, ensuring that fi cannot discard information about its input. For
each ARC, an in-feed queue continuously streams batches of data through the ARC.
As soon as the outputs have been computed they are communicated to the in-feed
queues of adjacent downstream ARCs. Each in-feed queue is a last-in first-out cyclic
queue – the replay of previous batches unlocks the forward synchrony imposed by the
dependency of each ARC on its predecessor (Belilovsky et al. (2019a) discuss this in
detail).

In the following sections we justify the introduction of this reversible network
structure and – more generally – explore the pathologies that emerge in the local
learning setting and offer techniques for mitigating them.
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Figure 6.1: A comparison of simple toy
networks to demonstrate the importance of
information preservation. Three deep com-
ponent networks trained on MNIST. Ex-
tremely thin layers and local losses demon-
strate the importance of information prop-
agation throughout the network. The re-
ported error rate is of the final component
of each network. The dashed lines measure
training set error; solid lines, test set error.
X axis is epoch, Y axis is error rate.

0 2 4 6 8 10 12 14 16
component index

0.89

0.90

0.91

0.92

ac
cu

ra
cy

18­ARC Big Aux + Dropout
18­ARC Dropout
18­ARC Big Aux
18­AC Big Aux
18­AC ResNet

Figure 6.2: We compare five 18-
component networks trained on CIFAR:
One ARC Network trained with dropout
at a rate of 50% applied to the first com-
ponent’s outputs; A second ARC Network
trained with a larger auxiliary network
composed of two stride two convolutions be-
fore the global average; A third ARC Net-
work trained with both the larger auxiliary
network and dropout; One non-reversible
component network trained without any
additions; And another non-reversible com-
ponent network trained with the same
larger auxiliary as above.

6.1 The Importance of Information Propagation

A core insight of our work is identifying and resolving a failure mode of component
networks:

When gradient communication between components is cut, later components lose the
ability to request specific features of the input data from their predecessors, leading to

permanent and potentially catastrophic loss of information.

Here we demonstrate this phenomenon quantitatively. Our solution is to architec-
turally enforce the preservation of information by using reversible components which
architecturally enforce the preservation of all information in the input, except when
we explicitly choose to impose structured information loss by applying pooling opera-
tions. A simple demonstration of this effect is presented in Figure 6.1, we train three
extremely simple component networks on MNIST: an MLP, a ResNet, and a RevNet.
The main body (excluding the auxiliary layer leading to the logits) of each of the
networks has ten weight matrices. To constrain the flow of information, each layer
has only six neurons and every layer is treated as its own component. The networks
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(b) Two accuracy curves depicting negligible
improvement between components of a network
when the problem of identity collapse is not ad-
dressed. Contrast to consistent upwards trend
in performance and converged accuracy given
in Figure 6.2 using our methods tackling the
problem of identity collapse.

Figure 6.3: Plots showing common indicators of the problem of identity collapse when
models are under-regularised, trained on CIFAR10.

are all trained for fifty epochs using stochastic gradient descent with learning rate
10–3 and momentum 0.9.

The result shows the importance of information propagation; an MLP fails to
exceed 80% accuracy, which grossly under-performs a simple linear classifier on the
dataset, meaning crucial information about the input digit has been lost. The ResNet
– whose residual function consists of a single ReLU-activated densely connected layer
– is able to carry information much further (as was pointed out by Behrmann et al.
(2018), a residual network is invertible if its residual function is a contraction) and,
consequently, vastly outperforms the simple MLP. The RevNet – whose function
preserves all information after the first densely connected layer – out-performs both
of these architectures and demonstrates a much more stable learning curve.

6.2 The Problem of Identity Collapse

The second major failure mode of training component networks is the problem of
identity collapse, where a component falls into the local optimum of a simple identity
function. The component fails to improve on the previous component, resulting in
wasted compute cycles. The problem is particularly difficult to overcome as the
scenario described next is easily encountered by a sufficiently complex component
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with enough capacity to memorise the training set1.

The problem of identity collapse:

• Component one is an under-regularised network.

• Component one is rapidly optimised to a solution that generalises poorly (as a
consequence of the component’s regularisation). Component one has nearly zero
training set error.

• Component two receives as input activations that – when near-identity is learned
– result in zero error on the training set. This eliminates any gradient signal
for the component, and settles the component into the same solution as its
predecessor; that is, a solution that generalises as poorly as the first component.

This is obviously a catastrophic failure for optimisation, resulting in large compo-
nent networks that generalise as well as the small, poorly-generalising first component.
Moreover, the very class of architectures that have come to dominate across data do-
mains – residual networks – are at the most extreme risk of exhibiting this behaviour.
A residual network can learn the identity simply by suppressing the parameters of
the residual functions.

Overcoming this problem begins by studying the change in learning dynamics
that arise in the component network setting. Each component effectively constructs
a brand new dataset for the next component to be trained on, and as a consequence,
optimisation dynamics on each of these new tasks may – and empirically, do – differ
drastically from the original task.

In Figure 6.3 we plot the norm of the gradient and the accuracies of eighteen-
component networks that are not regularised to avoid the problem of identity collapse.
The plot shows that the gradient drastically changes scale after the first component,
even after only a handful of epochs spent training. The right plot shows how both the
ARC and AC network have their accuracy dominated by the first few components in
this situation, and the remaining component learn a solution very close to the identity
thereafter.

Another consequence of this drastic change in gradient scale is the amplified effects
of weight decay. Components after the first suffer from having their parameters
rapidly driven towards zero; resulting in near identity. To prevent this, we find that
removing weight decay in all but the first component mitigates the issue – although
we acknowledge that weight decay plays an often crucial element of optimisation and
future work will need to address how best to reintroduce the method and decide its
scaling relative to the cross-entropy.

1Note that Zhang et al. (2016) demonstrate even a modestly sized neural network is capable of
this.
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We find that regularisation explicitly intended to disrupt a component’s ability to
simply learn the identity can have a fairly dramatic effect. For instance, during train
time we apply a single dropout layer to the activations passed forwards from the first
component and observe a much more natural progression of task performance form
one component to the next (see Figure 6.2). The hypothesis being that by disrupting
the activations of the first component, subsequent components are forced to learn
solution strategies beyond the identity. Table 6.1 (‘local’) summarises the effects of
regularisation on the identity collapse problem, reporting best model performance for
AC nets vs ARC nets.

6.3 Reversibility and Downsampling

In practice, using fully reversible networks presents something of a problem. A re-
versible transformation clearly cannot reduce the dimensionality of its input, which
precludes us from using spatial pooling operations like max pooling, average pooling,
or strided convolutions – which are all common in practical network designs. These
operations are valuable because they reduce the size of the activation map which
needs to be stored, reducing computational cost, but also because they enforce a kind
of prior knowledge – that at a certain level, fine grained spatial details are not rele-
vant to the task at hand. We find in practice that adding pooling-blocks drastically
improves the performance of networks that otherwise consist entirely of reversible
components (pooling is applied at components 6 and 12 for all models in Figures 6.2
and 6.3 for a fair comparison). Why do we find that this information loss is beneficial,
yet using reversible transformations improves performance?

We hypothesise that this is because spatial pooling operations are structured in-
formation loss – when designing the model, we know a priori that we want our final
model to be insensitive to small translations of image components, which we achieve
by using convolutions followed by pooling operations (Bruna & Mallat, 2013). How-
ever, by using reversible components, we still prevent the loss of any information
other than the very specific kinds of information loss imposed by the design of our
network, so the network is not free to throw away any other information about the
input which might be encouraged by the local loss.

6.4 Conclusion

While the results of introducing reversibility and regularisation certainly do dra-
matically improve performance of the local learning setting, they do not completely
erase the performance gap relative to global learning (Table 6.1). This lingering delta
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in performance between the two methods motivates the follow Chapter, where we
introduce an alternative to local learning that allows for a continuous ablation be-
tween the local and global learning settings – enabling the user to choose the tradeoff
between optimisation quality and efficiency.
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Chapter 7

Interlocking Backpropagation

Local learning aims to optimise neural networks by computing parameter updates
from multiple losses distributed throughout the network’s computation graph. Gener-
ally, parameter updates will only incorporate the gradient received from their nearest
loss, meaning they will not need to wait for all components of the neural network to
be computed before being applied. This leads to theoretically faster step times as
the method is amenable to taking advantage of pipeline parallelism across multiple
accelerators. Below I explore the setting of local learning and discuss its limitations
and introduce a method for overcoming some of them while preserving theoretical
efficiency benefits.

The following is an excerpt from Gomez et al. (2022) and is published in The
Journal of Machine Learning Research. This is work done in collaboration with
Oscar Key, Kuba Perlin, Stephen Gou, Nick Frosst, Jeff Dean, and Yarin Gal. In this
project I was the source of the method, led experiment design and oversaw execution,
and supervised the project alongside Yarin Gal.

Modern state-of-the-art language models require billions of parameters. These
models are often too large to fit in the memory of a single accelerator, and so the
training computation must be distributed across multiple accelerator devices. Train-
ing such large models can be accomplished by partitioning the model across several
accelerators and communicating the activations and gradients between them. Train-
ing such a model in the naive way incurs significant inefficiencies, as each accelerator
must wait for all downstream accelerators to compute their forwards and backwards
passes before it can begin computation of its own backwards pass. This optimisation
setting is referred to as ‘global learning’, as there is a single global objective that must
be evaluated in order to compute updates to the parameters.

An idealised model-parallel optimisation setting would be one where each accel-
erator need only push data to the next, never waiting for any returning gradient.
In order to facilitate this, each accelerator’s portion of the model must be able to
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compute weight updates with which to train itself, without access to any information
from downstream accelerators. This idealised setting is referred to as ‘local learning’
and has seen an uptick in recent interest (Löwe et al., 2019; Belilovsky et al., 2019b).
However, there remain core limitations to the proposed methods, principal among
them: the degradation in modelling performance relative to global learning.

In this work we attempt to improve the efficiency of distributed model training
by exploring strategies that strike a middle-ground between local and global learning
via backpropagation. We train large scale neural networks with auxiliary classifica-
tion layers throughout the network. We then explore various training regimes by
restricting the gradient flow from each of these classification heads. We refer to these
strategies as interlocking backpropagation. We find that interlocking backpropaga-
tion is significantly more compute efficient than the standard global backpropagation
approach, yet it achieves similar test accuracy. In some cases it even outperforms the
global baseline. Our work presents the following contributions:

• We explore modelling limitations of local optimisation.

• We propose a class of optimisation algorithms that aim to preserve much of
the compute efficiency of local training, while significantly improving modelling
performance.

• We provide a generic, open-source framework for the study of optimisation of
locally trained networks. This is available at
https://github.com/oscarkey/interlocking-backprop.

7.1 Methods

A neural network can be described as a composition of a series of smaller functions;
for example f = f6 ◦ · · · ◦ f2 ◦ f1. When the parameterization of the network exceeds
the limit of a single hardware accelerator, contiguous groups of these functions can
be placed on individual accelerators. Each of these contiguous groups is referred to
as a module. The communication between these modules can be costly and so one
could attempt to speed up the learning process by performing local learning on each
module.

Consider a network composed of three modules of two layers each:

f = fc3 ◦ fc2 ◦ fc1
where, fc1 = f2 ◦ f1, parameterized by θc1 = (θ2, θ1)

fc2 = f4 ◦ f3, parameterized by θc2 = (θ4, θ3)
fc3 = f6 ◦ f5, parameterized by θc3 = (θ6, θ5)
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Figure 7.1: Depiction of the flow of activations and gradients through interlocking back-
propagation for different optimization strategies. Activation flows are shown in black and
gradients are shown in red. One extreme is 1-wise optimization, where there is no gradient
communication between modules. The other extreme is end-to-end optimization, where
gradients flow through all modules from a global loss function at the top of the network.
The 2-wise and 3-wise strategies, as introduced in this paper, strike a middle ground. In
2-wise, gradients flow from an auxiliary network attached to each module, through the local
module, and travel one module boundary before stopping. Similarly, 3-wise has gradients
travel through two module boundaries before stopping.

We consider several possible approaches for training this model, which differ in
the amount of communication between modules. One extreme, involving the most
communication, is end-to-end training. Here we compute the loss based on the output
of the final module, fc3 , and propagate the loss backwards through each module to
update their parameters. This approach is depicted in the bottom row of Figure 7.1.
This approach achieves identical accuracy to if the model was in a single module
on a single accelerator, however the communication between modules during the
backwards pass leads to inefficiencies. If we consider the first module in the model,
having completed its forward pass it must sit idle while it waits for the modules above
it to complete their forward and backward passes, before it receives the gradient signal
and can perform its own backwards pass.

The other extreme, requiring the least communication, is local training. This is
shown in the first row of Figure 7.1. In this setting we augment each module with a
local loss function, Lck :

Lck(x, y) = L(ŷck(x), y)
where, ŷck(x) = hck(fck ◦ · · · ◦ fc1(x)).

Here x is the training input to the model, y is the target, and L is a standard
loss function, such as the cross-entropy loss. We call hck the auxiliary network for
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Figure 7.2: (top) Four training steps of different distributed optimisation strategies. 2-
wise and 3-wise interlocking backpropagation, as introduced in this paper, are far cheaper
than end-to-end in terms of total optimisation time, and offer a natural trade off between
speed and optimization performance. (bottom) Table comparing the scaling of time per
batch for different optimization strategies applied to A accelerators. Hogwild achieves its
optimal time per batch when run long enough to fill its pipeline, which is not illustrated
above.

module k. It produces predictions for the task directly from the outputs of the kth
module. During training, we update the parameters of both the main and auxiliary
networks of the kth module based only on gradients from Lck . This means that
during the backwards pass no communication is required between modules. Thus,
the only communication necessary between the hardware accelerators holding each
module is to propagate the activations during the forward pass. This strategy avoids
accelerators idling during the backward pass, while they wait to receive gradients
from subsequent accelerators.

While local training is time efficient, without backwards communication between
modules it fails to match end-to-end in test accuracy. In this work we address this
problem by introducing new intermediate strategies between end-to-end and local
training, where we allow varying amounts of communication between modules . We
refer to this family of strategies as n-wise interlocking backpropagation. Figure 7.1
illustrates 2-wise and 3-wise. Here the parameters in module k are updated using
gradients from Lck+(N–1) , which have been propagated backwards through the in-
termediate modules. When N is set to 1, this is equivalent to local optimisation
(Belilovsky et al., 2019b) (i.e 1-wise); when N is set to the number of modules, this
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Figure 7.3: Depiction of the problem of stale gradients in Hogwild-style training. The
θis denote the parameters for the corresponding accelerator’s module at step i. (*) During
the forward pass of the fourth batch of data, the first module computes its activations
using the parameters θ0 (left arrow); however, during the fourth batch’s backwards pass
the first module has already had it’s parameters updated 3 times to θ3 (right arrow). This
mismatch between the weights used to compute the activations and those used to compute
the gradient can disrupt optimisation dramatically (see Appendix Table 2).

is equivalent to global optimisation (i.e end-to-end) with inception-net style auxil-
iary losses. By selecting N, we can specify the trade-off between performance and
accuracy to match our application.

During n-wise testing we only make predictions using the output of the final mod-
ule, and this is what we use to compute test accuracy. An alternative approach would
be to ensemble the predictions of the auxiliary network at each module. However,
experimentally we find that this does not significantly increase performance, likely
due to the modules being highly correlated, and in some cases earlier modules having
much lower accuracy than later ones (see Appendix A).

The step times of these strategies are visualised in Figure 7.2. It shows that 2-wise
and 3-wise are substantially faster than end-to-end training, yet in the next section
we show that they can recover much of the performance on both image classification
and Transformer language modelling tasks.

7.2 Training Speed of Interlocking Backpropaga-
tion

Interlocking backpropagation allows shorter training step times than end-to-end learn-
ing, as the gradients do not need to pass through the entire network. The step time
can be controlled and reduced dramatically by lowering the N parameter of n-wise.

In interlocking backpropagation, multiple batches may be processed simultane-
ously by different modules of the network, making it another instantiation of pipeline
parallelism, such as that achieved by GPipe (Huang et al., 2018b). In fact, inter-
locking backpropagation is orthogonal to the micro-batching done in GPipe, which
splits a batch of data into smaller micro-batches that are fed through the model one-
by-one similar to Hogwild (Recht et al., 2011), however, during the backward pass,
instead of immediately applying the gradients from each micro-batch, the gradients
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are accumulated and only applied after all micro-batches have been included. This
method can mitigate the gradient locking problem, but as the number of accelerators
increase the micro-batch size will decrease and compute utilization will be negatively
effected. Combining both GPipe-style parallelism with interlocking backpropagation
yields additional benefits, as discussed below.

To understand the timing characteristics of n-wise in more detail, we propose a
general algebraic model of time per batch for synchronous model-distributed learning.
Our model abstracts local learning, end-to-end learning, GPipe, and interlocking back-
propagation. Those training paradigms – and combinations thereof – are captured
by the following three parameters:

• A – the number of sequential accelerators (modules).
• M – the number of micro-batches per mini-batch. M = 1 corresponds to not

applying micro-batching.
• N – the n-wise parameter, in the range [1, A]. N = 1 and N = A correspond

to local learning and end-to-end learning, respectively.

As we are modelling a synchronous setting, we split the time domain into segments
of equal duration. A grid with rows corresponding to accelerators, and columns
corresponding to time slots, can be used to illustrate the processing done by the
different learning strategies. An example timing diagram, with no micro-batching, is
shown in Figure 7.2.

We denote the micro-batch processing cost c(M), which is defined as the duration
of a single time slot. This model makes the simplifying assumption that a forward
and backward pass are the same duration.

The time per mini-batch (equivalently, per one gradient update) can then be
derived as:

T(A, M, N) =


(2 + A – N) ·Mc(M) + 2(2N – A – 1) · c(M) (for M > 2, A < 2N – 1)
(N + 1) ·Mc(M) (for M > 2, A ≥ 2N – 1)
(N + 1) ·Mc(M) (for M = 2)
2N ·Mc(M) (for M = 1)

For end-to-end learning (N = A), the formula degenerates to T(A, M) = 2(M+
A – 1) · c(M). Note that for n-wise with N < 1 + A/2, the time per batch is
completely independent of the total number of modules of the network. Thus the
timing benefits of n-wise are most pronounced for big models, distributed across a
large number of accelerators. Details of the model derivation, micro-batching timing
diagrams, and fit of the c0, c1 parameters to experimental timing data, are presented
in Appendix ??.

The micro-batch cost model c(M) := c0 + c1/M yields a good fit to our exper-
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Figure 7.4: Modelled time per batch speed-up for n-wise, compared to end-to-end with
GPipe, for varying numbers of accelerators. The optimal number of micro-batches is as-
sumed at each point of the plot. Micro-batch cost c(M) = 0.025s + 1.279s/M, tuned to
our Transformer experiments, is used.

imental data. This formula accounts for both a constant overhead present for each
micro-batch (e.g. waiting times in inter-accelerator communication) and a processing
time proportional to the number of examples in a micro-batch. For that cost function,
the benefits of micro-batching are maximised at M ∝

√
A for end-to-end learning,

while M = 2 is optimal for n-wise (assuming N < 1 + A/2).

For optimal choices of M, and the cost function parameters (c0 = 0.025s, c1 =
1.279s) tuned to results of our Transformer experiments, the model predicts a 50%
speed-up of time per batch (compared to end-to-end) for 2-wise at 15 or more accel-
erators (see Figure 7.4).

7.3 Information Flow in Interlocking Backpropaga-
tion

Unlike local training, in n-wise interlocking backpropagation the gradient from the
loss at the final layer affects all the parameters of the network, it just does so indirectly.
With 2-wise, module 2 optimises for both its local loss, and the loss of module 3. The
module 3 optimises its loss and the loss of module 4, and so on until the final loss.
As a result, there is indirect communication from modules at the head of the model
to previous modules.

Consider a network with n modules trained using 2-wise:

f = fcn ◦ · · · ◦ fc1
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Each auxiliary network approximates the composition all of the modules above it:

hck ≈ fcn ◦ · · · ◦ fck+1

For training to work effectively this approximation should be as close as possible, so
that the gradient computed from Lck encourages fck to learn a representation which
is useful for the modules above.

In 1-wise training, several factors discourage hck from being a good approximation
of the remainder of the modules. As hck has much lower capacity than the rest of
the network in the modules above, it may encourage fck to greedily learn a simpler
representation which is more amenable to immediately computing the logits, rather
than feeding into the subsequent modules. This simpler representation may throw
away information which the subsequent modules could use to achieve higher test
accuracy.

In 2-wise training we hope that the communication between modules will allow
lower modules to learn a representation that is useful for the modules above. We argue
that this could happen by starting at the head and walking down the model. The
penultimate module fcn–1 is updated using gradients which have propagated from the
true loss at the head of the network and through fcn . Thus, fcn–1 will learn the most
useful representation for fcn–1 , rather than learning a representation which improves
the performance of hcn–1 . Now we examine the updates of the fcn–2 . This module
is updated with gradients that propagate from Lcn–1 , and so depend on hcn–1 . If
hcn–1 is a close approximation to fcn , then these gradients will push fcn–2 towards
a function which outputs a useful representation for both fcn–1 and fcn . As hcn–1
and fcn both have the same inputs and targets we hope that hcn–1 should become a
close approximation to fcn , as close as possible given the limited capacity of hcn–1 .
Thus, fcn–2 should learn a useful representation for fcn–1 and fcn . We can continue
to extend this reasoning down the model.

7.4 Experiments

Here we present results of experiments in both the image and language domains.
We compare our n-wise strategies to both extremes of local learning and end-to-end
training.

7.4.1 Validation of Approach Using a Small Convolutional
Network

We investigate the behaviour of our method when training a small convolutional net-
work on the CIFAR-10 dataset (Krizhevsky & Hinton, 2009). We consider models
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Figure 7.5: (left) Test accuracy of small convolutional models on CIFAR-10, comparing
across depth and training method. (right) Comparison demonstrating that simply doubling
the size of modules trained locally does not recover the full benefits of 2-wise training. In
both cases the error bars show one standard deviation over four random seeds.

of 3 to 10 convolutional layers. Each module of the model contains a single convo-
lutional layer and batch norm, with the final two modules also containing max pool
layers. The auxiliary networks used for the local losses are comprised of a single
linear layer. Appendix B gives full details of the experiment configuration. We train
the model using several approaches: end-to-end, 1-wise, 2-wise, 3-wise and 4-wise.
Figure 7.5 shows how the different approaches to training / as we increase the num-
ber of modules in each model. Unsurprisingly we see that end-to-end optimisation
results in the best test accuracy, and local optimisation results in the worst. We
note that pair-wise interlocking backpropagation training provides a clear improve-
ment over training with only the local loss. For models with 6 or less modules, we
find that n-wise training achieves comparable accuracy as end-to-end training within
standard deviation. This shows that intermediate strategies between local and global
optimization provide a good alternative to both, maintaining much of the test accu-
racy of global optimization, while drastically decreasing training time. This increased
performance however degrades as we increase the number of modules. These results
imply that this strategy will be most effective with networks with a small number of
modules. While this is only a toy setup, these improvements are also seen when we
examine ResNets and Transformer networks later in the paper. This confirms that
n-wise interlocking backpropagation training allows the user to trade-off some test
accuracy for a significant boost in efficiency when compared to end-to-end.

In order to understand the interplay between the number and size of the modules
in the network and the optimisation strategy, we compare our 2-wise training scheme
to an alternative approach with similar time complexity in Figure 7.5 (right). This
approach, labelled “1-wise (double size)”, is equivalent to performing 1-wise training,
but with adjacent pairs of modules merged to give half the number of modules, each of
which is twice the size. As merging modules is not possible in practice – each module
would be large enough to fill an entire accelerator – we could implement this method
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end-to-end 1-wise 2-wise 3-wise
CIFAR-10 ResNet-32 95.20 (0.11) 94.20 (0.09) 95.05 (0.09) 95.42 (0.06)
CIFAR-100 ResNet-32 76.71 (0.14) 75.02 (0.09) 78.09 (0.13) 77.84 (0.04)
ImageNet ResNet-50 75.60 72.05 74.45 76.27

Table 7.1: Accuracy of ResNet-32 and ResNet-50. For CIFAR we give the accuracy on the
test set, for ImageNet we give the accuracy on the validation set. One standard error over
three seeds is given in brackets for CIFAR. Bold indicates the best performing strategy.
by grouping modules into blocking pairs. We are interested in a comparison with
this method because it is similar to 2-wise, except there is no possible communication
between modules which are not directly adjacent. With 2-wise we hope that the fact
that the pairs of modules are overlapping will allow indirect communication further
down the model than the adjacent module that the gradients are passed to. Figure 7.5
shows that this approach performs better than 1-wise, but not as well as 2-wise, which
may suggest that this additional communication is in fact taking place in 2-wise.

7.4.2 Image Domain Results Using ResNet Models

Having investigated our method in a toy setting, in this section we demonstrate that
it continues to lead to improved performance with a more realistic model architecture.
In particular, we consider ResNets (He et al., 2016b) on CIFAR-10, CIFAR-100, and
ImageNet (Deng et al., 2009). While a ResNet is usually sufficiently small to fit on a
single accelerator, these results suggest that our method would work with significantly
larger vision models which require multiple accelerators. In the next section we
consider a language model, a Transformer, which is is too large to fit on a single
accelerator.

Table 7.1 compares the performance of different training schemes for a ResNet-32
and ResNet-50. In both cases the model is split into four modules as follows. Re-
ferring to He et al. (2016a, Table 1), for the ResNet-50 the first module contains
the layers labeled ‘conv1’ and ‘conv2_x’, the second module contains ‘conv3_x’, the
third ‘conv4_x’, and the forth ‘conv5_x’ and the output layers. The ResNet-32 is
split similarly. For the auxiliary classification network we use two convolutional layers
with batch norm, global average pooling and a single linear layer. The full experi-
ment configuration is given in Appendix B. These results show that n-wise training
substantially closes the performance gap between local and end-to-end training. The
results also show that 3-wise training does not consistently offer better performance
than 2-wise training which, given the results in Section 7.4.1, is what we would expect
for a model with only 4 modules.

In fact we see that for both CIFAR-10 and CIFAR-100, interlocking backpropaga-
tion outperforms end-to-end training. This is a surprising finding, as one would expect
that a model in which all features were trained to optimize the single global loss would
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Figure 7.6: Test accuracy of each auxiliary classifiation head from a ResNet-50 model
trained on ImageNet, trained with 1-wise (left) and 2-wise (right). 1-wise training leads to
each module attempting to solve the entire problem on its own; this causes earlier modules
to out-perform 2-wise, but ultimately, the final performance of 2-wise’s more incremental
solution strategy is better than 1-wise’s.

outperform a model in which modules were optimised for local losses. Our results in-
dicate that 2-wise training of large scale neural networks could outperform training
equivalent models with end-to-end backpropagation. This surprising result may be
explained by the success of Inception Nets (Szegedy et al., 2015), which found that
adding auxiliary classification losses into the model improved training performance,
leading to state of the art results at the time they were first published. We have
argued that interlocking backpropagation may be able to propagate information from
the top level loss to the initial layers. Inception Nets showed that auxiliary losses
improved performance on CIFAR-10. The success of interlocking backpropagation in
this setting may be understood as the consequence of these two findings.

We also use these ResNet experiments to further investigate the behaviour of
each module in the network. Figure 7.6 shows the test accuracy of the outputs of
the auxiliary network of each module in a network trained using 1-wise, compared
against a network trained using 2-wise. Examining the accuracy of the model trained
using 1-wise, we can see that the accuracy of module 2 is close to the accuracy of the
overall model. This suggests that the model is encountering information loss, as later
layers are unable to improve on the representations learned by earlier layers. The
lower modules of the model learn a representation which is suited for the low capacity
auxiliary network to map to the logits, throwing away useful information which the
subsequent modules could otherwise use to improve accuracy further. In contrast, if
we examine the 2-wise performance we notice that the training accuracy increases
more gradually with each module, indicating that that this training regime is able to
make use of the additional modules to improve performance.
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Figure 7.7: (left) Comparison of test perplexity of Transformer models across depth and
training method. Models are run for a fixed number of steps. 2-wise recovers a large amount
of lost model performance in local training. (right) Comparison of training step time (in
seconds) of Transformer-based models across depth and training method.

7.4.3 Language Domain Results Using Transformer Models

Finally we investigated the performance of our method for training Transformer based
models on language modelling tasks. The architecture we used largely follows the de-
coder only Transformer described in OpenAI’s GPT-2 model (Radford et al., 2019b),
with the addition of the auxiliary classification networks used for calculating the local
losses. See Appendix B.3 for auxiliary network and training details. In these exper-
iments each module is made out of 6 Transformer blocks. We run experiments with
networks comprised of 3 to 6 modules. Each module was trained on a v3-8 TPU. We
trained and evaluated the models with the One Billion Word Benchmark for Language
Modelling (Chelba et al., 2013b). Each Transformer block module has a dimension-
ality of 1024. We train with a max sequence length of 128, and a batch size of 1024.
For the experiments in Figure 7.7, we train for one epoch with the Adam optimiser;
for the experiments in Figure 7.8 we train for 192 hours (eight days). We measure
the performance of the models using perplexity, for which a lower value indicates
better performance. Figure 7.7 shows the test set perplexity of models trained with
1-wise, 2-wise interlocking, 3-wise interlocking and, end-to-end backpropagation. We
can see that, unsurprisingly, end-to-end greatly outperforms 1-wise training and the
gap between them widens as we increase the size of the model. Interlocking backprop-
agation is able to make up much of the gap between 1-wise and end-to-end, but unlike
our observations with CIFAR-10 and CIFAR-100, there is still a test perplexity gap
between interlocking and end-to-end backpropagation for a fixed number of training
steps.

In this real world setting we are able to substantially decrease the training time of
these large models. The time per step for models of this size varies considerably based
on the optimisation strategy used. Figure 7.7 visualises the test set perplexity and the
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Figure 7.8: While Figure 7.7-(left) may suggest that end-to-end training always out-
performs local training, it is important to keep in mind that this is still in the ‘fixed steps’
perspective; i.e we fix the number of steps each model is allowed to take and ignore the fact
that running times may differ wildly. This figure exemplifies the importance of considering
the ‘fixed time’ perspective: (left) depicts the training curves of 1-wise, 2-wise, and end-
to-end in a ‘per time’ perspective; (right) depicts the same training curves in a ‘per step’
perspective. The difference between these two perspectives is quite extreme – from the ‘per
step’ perspective, end-to-end training is best at any given point; however, when a ‘per time’
perspective is considered, the local learning strategies are best at any given point. Given
a fixed time constraint, the logical decision to obtain the best possible model is to opt for
a local learning strategy. The eval perplexities are measured at the end of each 8-day-long
training.

train step time for models of various sizes trained with end-to-end, 1-wise, and 2-wise
interlocking backpropagation. 2-wise interlocking backpropagation requires less than
half the training step time of standard end-to-end training, to achieve similar test
perplexity for models with 4 modules.

Figure 7.8 demonstrates the importance of considering a ‘fixed time’ perspective
of training. Instead of fixing the number of optimiser steps, we fix the total elapsed
training time to a set number of hours. The result is that methods which take
gradient steps quicker will see many more weight updates relative to methods that
are slower. When running for a fixed amount of time, the performance of interlocking
backpropagation improves dramatically relative to end-to-end methods.
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Chapter 8

Tabular Transformers

The primary means by which large language models’ data is collected is via large-scale
web scraping of text data. A limitation of the current sequence modelling regime is
that there isn’t an obvious formatting for modelling tabular data which is pervasive
on the web. In this work we present an architectural change and learning rule that
lets Transformers model tabular data.

The following work is an excerpt from Kossen et al. (2021) and is published in
the 35th Conference on Neural Information Processing Systems. This is work done
in collaboration with Jannik Kossen, Neil Band, Clare Lyle, Thomas Rainforth, and
Yarin Gal. In this project I supervised the experimental design, in particular, the
training strategies and data preparation, and I cosupervised the project with Yarin
Gal and Thomas Rainforth.

From CNNs (LeCun et al., 1998b) to Transformers (Vaswani et al., 2017a), most
of supervised deep learning relies on parametric modeling: models learn parameters θ
from a set of training data Dtrain = {(x1, y1), . . . , (xn, yn)} to maximize training
likelihoods p(y | x; θ) mapping from features x ∈ X to target values y ∈ Y. At
test time, they then make a prediction p(y∗ | x∗; θ) that depends only on those
parameters θ and the test input x∗. That is, parametric models do not consider
direct dependencies between datapoints.

This paper challenges parametric modeling as the dominant paradigm in deep
learning. Based on the same end-to-end learning motivations that underpin deep
learning itself, we consider giving models the additional flexibility of using training
data directly when making predictions p(y∗ | x∗,Dtrain; θ).

Concretely, we introduce Non-Parametric Transformers (NPTs): a general
deep learning architecture that takes the entire dataset as input and predicts by
explicitly learning interactions between datapoints (Fig. 8.1). NPTs leverage both
parametric and non-parametric predictive mechanisms, with the use of end-to-end
training allowing the model to naturally learn from the data how to balance the two.
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Namely, instead of just learning predictive functions from the features to the targets
of independent datapoints, NPTs can also learn to reason about general relationships
between inputs. We show that these models learn to look up information from other
datapoints and capture the causal mechanism generating the data in semi-synthetic
settings. However, unlike conventional non-parametric models, NPTs are not forced
to only make predictions in this manner: they can also use the power of conventional
parametric deep learning. We use multi-head self-attention Bahdanau et al. (2015);
Vaswani et al. (2017a); Lee et al. (2019a) to model relationships between datapoints
and construct a training objective for NPTs with a stochastic masking mechanism
inspired by recent work in natural language processing Devlin et al. (2018).

A key contribution of this paper is opening the door to more general treatment
of how deep learning models can make use of dependencies between datapoints for
predictions. Our results demonstrate that NPTs make use of interactions between
datapoints in practice, and we show highly competitive performance on several estab-
lished tabular datasets as well as early image classification results. Additionally, we
show that NPTs can solve complex reasoning tasks by combining representation learn-
ing and cross-datapoint lookup; something that is impossible for conventional deep
learning or non-parametric models due to their inability to learn relations between
datapoints.

Background. While questioning parametric modeling assumptions is unconven-
tional in deep learning, in statistics so-called non-parametric models are a well-known
and long-established field of study. Non-parametric models make predictions in ex-
plicit dependence of the training data p(y∗ | x∗,Dtrain). The most popular example
of such models in the machine learning community are perhaps Gaussian Processes
(Rasmussen, 2003). Non-parametric models typically do not require any training of
parameters, and instead often directly interpolate between training points according
to a fixed procedure, e.g., (Rasmussen, 2003, p.17). The interactions between inputs
are fully defined by architectural choices and a small set of hyperparameters that must
be carefully chosen. Conventional non-parametric models cannot learn – in the sense
familiar to deep learning practitioners – interactions from the data, limiting the flex-
ibility these models have in adapting to the data at hand. Approaches such as Deep
Gaussian Processes (Damianou & Lawrence, 2013), Deep Kernel Learning (Wilson
et al., 2016), and Neural Processes (Garnelo et al., 2018b,a; Kim et al., 2019) have all
sought to apply ideas from deep neural networks to non-parametrics. Compared to
NPTs, these approaches rely heavily on motivations from stochastic processes. This
leads to them being either less flexible than NPTs or requiring strong assumptions
on the data, making them inapplicable to the practical scenarios considered in this
paper (cf. §8.2). Unlike previous work, NPTs explicitly learn interactions between
datapoints and can be applied to general supervised machine learning tasks. We refer
to §8.2 for an overview of these and other related approaches.

We next discuss the specifics of our model (§8), before moving on to related work
(§8.2), empirical results (§9.4), and finally, limitations, future work, and conclusions
(§8.4).
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Figure 8.1: NPTs learn direct interactions between datapoints. (a) Input data: predict
masked target entry [?] for datapoint Xi. (b) Notation from §8. (c) Parametric models
predict only from the features of the given input. (d) NPTs predict by modeling relationships
between all points in the dataset.

8.1 Non-Parametric Transformers

Non-Parametric Transformers (NPTs) explicitly learn relationships between data-
points to improve predictions. To accomplish this, they rely on three main ingre-
dients: (1) We provide the model with the entire dataset – all datapoints – as
input. At test time, both training and test data are input to the model; during
training, the model learns to predict targets from the training data only. We ap-
proximate this where necessary for large data (§8.1.6). (2) We use self-attention
between datapoints to explicitly model relationships between them. For example,
at test time, the attention mechanism models relationships amongst training points,
amongst test points, and between the two. (3) NPT’s training objective is to recon-
struct a corrupted version of the input dataset. Similar to BERT (Devlin et al., 2018),
we apply stochastic masking to both features and targets and minimize a loss on
NPT’s predictions at entries masked out in the input. Next, we introduce the three
components in detail.

8.1.1 Datasets as Inputs

NPTs take as input the entire dataset X ∈ Rn×d. The datapoints are stacked as
the rows of this matrix {Xi,: ∈ Rd | i ∈ 1 . . .n}, and we refer to the columns as
attributes {X:,j ∈ Rn | j ∈ 1 . . . d}. Each attribute is assumed to share a seman-
tic meaning among all datapoints. In single-target classification and regression, we
assume that the targets (labels) are the final attribute X:,d, and the other attributes
{X:,j | j ̸= d} are input features, e.g., the pixels of an image. Each Xi,j is an entry
or value. In addition to tabular data, many modalities such as images, graphs, or
timeseries can be reshaped to fit this format. Note that this is a departure from
common notation for supervised learning as introduced in §9.1, as the input X now
includes both features and targets (collectively, attributes).

In masked language modeling (Devlin et al., 2018), mask tokens denote which
words in a sentence should be concealed and where model predictions will have a loss
backpropagated at training time. Analogously, we use a binary matrix M ∈ Rn×d to
specify which entries are masked in the input X. This matrix is also passed to NPT
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Figure 8.2: Overview of the Non-Parametric Transformer. (a) The input dataset and
mask matrix are stacked and (b) linearly embedded for all datapoints independently. NPT
then applies (c) Attention Between Datapoints (ABD, §8.1.4) across all n samples of hidden
dimension h = d ·e. (d) Attention Between Attributes (ABA, §8.1.5) then attends between
the attributes for each datapoint independently. We repeat steps (c) and (d) and obtain a
final prediction from a separate linear projection (not shown).

as input. The task is to predict the masked values XM = {Xi,j | Mi,j = 1} from
the observed values XO = {Xi,j | Mi,j = 0}, i.e., to predict p(XM | XO).

In summary, NPT takes as input the entire dataset and masking matrix (X, M),
and makes predictions X̂ ∈ Rn×d for values masked at input. This general setup
accommodates many machine learning settings simply by adjusting the placement
of the binary masks in M. We focus on single-target classification and regression –
corresponding to a masking matrix M with 1s at all entries of the label column X:,d.
Next, we describe the NPT architecture.

8.1.2 NPT Architecture

An overview of the Non-Parametric Transformer (NPT) is depicted in Fig. 8.2. NPT
receives the dataset and masking matrix (X, M) as input (Fig. 8.2a). We stack these
and apply an identical linear embedding to each of n datapoints, obtaining an input
representation H(0) ∈ Rn×d×e (Fig. 8.2b). Next, we apply a sequence of multi-
head self-attention layers (Vaswani et al., 2017a; Devlin et al., 2018; Bahdanau et al.,
2015). Crucially, we alternatingly apply attention between datapoints, and attention
between attributes of individual datapoints (Figs. 8.2c-d).

These operations allow our model to learn both relationships between datapoints
as well as transformations of individual datapoints. Finally, an output embedding
gives the prediction X̂ ∈ Rn×d, which now has predicted values at entries that were
masked at input.

Property 1. NPTs are equivariant to a permutation of the datapoints.

In other words, if the set of input datapoints are shuffled, NPTs produce the
same predictions but shuffled in an analogous manner. This explicitly encodes the
assumption that the learned relations between datapoints should not depend on their
ordering. At a high level, permutation-equivariance (PE) holds because all compo-

72



nents of NPT are PE, and the composition of PE functions is PE. We now briefly
recap multi-head self-attention, an important operation in the NPT architecture.

8.1.3 Multi-Head Self-Attention

Multi-head self-attention (MHSA) is a powerful mechanism for learning complex in-
teractions between elements in an input sequence. Popularized in natural language
processing (Vaswani et al., 2017a; Devlin et al., 2018; Bahdanau et al., 2015), MHSA-
based models have since been successfully applied to many areas of machine learning
(cf. §8.2).

Dot-product attention computes attention weights by comparing queries {Qi ∈
R1×hk | i ∈ 1 . . .n} with keys {Ki ∈ R1×hk | i ∈ 1 . . .m}, ultimately updating
the representation of the queries by aggregating over values {Vi ∈ R1×hv | i ∈
1 . . .m} via the attention weights. We stack the queries, keys, and values into
matrices Q ∈ Rn×hk , K ∈ Rm×hk , and V ∈ Rm×hv and, as is commonly done for
convenience, assume hk = hv = h. Then, we compute dot-product attention as

Att(Q, K, V) = softmax(QKT/
√

h)V. (8.1)
Multi-head dot-product attention concatenates a series of k independent attention
heads
MHAtt(Q, K, V) = concat

axis=h
(O1, . . . , Ok)WO, where Oj = Att(QWQ

j , KWK
j , VWV

j ).
(8.2)

We learn embedding matrices WQ
j , WK

j , WV
j ∈ Rh×h/k, j ∈ {1, . . . , k} for each

head j, and WO ∈ Rh×h mixes outputs from different heads. Here, we focus on
multi-head self -attention, MHSelfAtt(H) = MHAtt(Q = H, K = H, V = H),
which uses the same inputs for queries, keys, and values. Following Transformer best
practices to improve performance Vaswani et al. (2017a); Devlin et al. (2018); Lee
et al. (2019a); Chen et al. (2018); Narang et al. (2021), we first add a residual branch
and apply Layer Normalization (LN) (Ba et al., 2016) followed by MHSelfAtt(·),

Res(H) = HWres + MHSelfAtt(LN(H)), (8.3)

with learnable weight matrix Wres ∈ Rh×h. Then, we add another residual branch
with LN and a row-wise feed-forward network (rFF), finally giving the full multi-head
self-attention layer as

MHSA(H) = Res(H) + rFF(LN(Res(H)) ∈ Rn×h. (8.4)

8.1.4 Attention Between Datapoints (ABD)

The Attention Between Datapoints (ABD) layer is a key operation for NPT.
It explicitly transforms data by reasoning about pairwise relationships between all
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datapoints, see Fig. 8.2c. As input to ABD, we flatten the output of the previous
layer H(ℓ) from Rn×d×e to Rn×h with h = d · e. Then, we perform multi-head
self-attention between the datapoints {H(ℓ)

i ∈ R1×h | i ∈ 1 . . .n} as

ABD(H(ℓ)) = MHSA(H(ℓ)) = H(ℓ+1) ∈ Rn×h. (8.5)

At the first ABD layer, we input H(0) ∈ Rn×d×e, the linearly embedded input data.
After applying ABD, we reshape the output again, from Rn×h to Rn×d×e.

Note that this is distinct from how MHSA(·) is usually applied in the literature,
as we compute attention between different datapoints and not between the features of
a single datapoint (Vaswani et al., 2017a; Devlin et al., 2018; Dosovitskiy et al., 2021a;
Jaegle et al., 2021). For example, in natural language processing, attention is usually
applied between the tokens (features) of a sentence (datapoint) but not between dif-
ferent sentences. For example, NPT could learn to attend between two datapoints
with indices i and i′ by embedding Qi and Ki′ in close proximity. Following (8.1),
datapoint i will then attend more closely to i′ because QiKT

i′ will be large. By stack-
ing many ABD layers, NPT can learn higher-order interactions between datapoints
(Vaswani et al., 2017a; Devlin et al., 2018).

8.1.5 Attention Between Attributes (ABA)

We now introduce Attention Between Attributes (ABA), which is always per-
formed following ABD. ABA layers can help the model learn better per-datapoint
representations for the between-datapoint interactions, see Fig. 8.2d. In ABA, we
apply MHSA independently to each row (corresponding to a single datapoint) in the
input H(ℓ)

i ∈ Rd×e, i ∈ {1, . . . , n}, giving

ABA(H(ℓ)) = stack
axis=n

(MHSA(H(ℓ)
1 ), . . . , MHSA(H(ℓ)

n )) = H(ℓ+1) ∈ Rn×d×e.
(8.6)

Just like in standard Transformers (Vaswani et al., 2017a; Devlin et al., 2018; Doso-
vitskiy et al., 2021a; Jaegle et al., 2021), ABA is used to transform attribute rep-
resentations of single datapoints independently. We batch over the n dimension to
compute ABA efficiently. By alternating between attention over datapoints (ABD)
and attributes (ABA), NPTs can model both complex dependencies between points as
well as learn suitable transformations of datapoints individually. This method is also
significantly less computationally practical than doing attention between datapoints
and attributes jointly. Next, we describe the use of masking mechanisms during
NPT training and evaluation.
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8.1.6 Masking and Optimization

Masking. Much like in masked language modeling (Devlin et al., 2018), we use
masks to indicate which values NPT is expected to predict, and to prevent the model
from accessing ground truth values. Recall that NPT needs to predict p(XM | XO),
with masked values XM = {Xi,j | Mi,j = 1} and observed values XO = {Xi,j |
Mi,j = 0}. Masked values can be either features or targets. Canonically, masked
language modeling is used to perform self-supervised learning on a sequence of tokens
in a sentence (Devlin et al., 2018). We use such stochastic feature masking to mask a
feature value Xi,j, j ̸= d with probability pfeature during training. Stochastic target
masking is done in the same manner on the targets of the training set X:,d with
ptarget. Note that we take great care to avoid test set leakage, and never reveal
targets of the test set to NPT.

NPT Objective. During training, we compute the negative log-likelihood loss
at training targets LTargets as well as the auxiliary loss from masked-out features
LFeatures. We write the NPT training objective as LNPT = (1 – λ)LTargets +
λLFeatures, where λ is a hyperparameter. At test time, we only mask and compute
a loss over the targets of test points.

This objective has a few notable elements. Feature masking requires NPTs to
make predictions over all attributes, encouraging the models to learn a representa-
tion of the entire dataset. This increases the difficulty of the task and adds more
supervision, which we find tends to have a beneficial regularizing effect. Interest-
ingly, stochastic target masking means that many training targets are unmasked to
the model at training time. This allows NPTs to learn to predict, at each epoch, the
masked targets of certain training datapoints using the targets of other training data-
points in addition to all training data features.1 NPTs no longer have to memorize a
mapping between training inputs and outputs in their parameters θ, and can instead
use their representational capacity to learn functions using other training features
and targets as input. For example, NPTs could learn to assign test datapoints to
clusters of training datapoints, and predict on those points using interpolation of the
training targets in their respective cluster. We explore the ability of NPTs to solve
such complex reasoning tasks in §8.3.2.

Handling Large Datasets. Avoiding the poor O(n2) time and space complex-
ity of naïve self-attention, we resort to approximations once the data grows too large.
For example, we reach 24 GB of GPU memory for standard NPT model sizes at about
8000 datapoints. We find that processing the data in random subsets for model train-
ing and prediction, i.e., minibatching, is a simple and effective solution. We construct
minibatches such that, at test time, training and test data are both present in the
same batch, to allow NPTs to attend to training datapoints. In §8.3.3, we show that

1A potential concern is that the model will memorize training targets and fail to generalize. In
practice, we do not observe generalization issues, likely because (i) a loss is never backpropagated
on an unmasked value, and (ii) BERT-style masking (Devlin et al., 2018) uses token randomization
to prevent memorization.
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NPTs make use of attention between datapoints with minibatching enabled. See §8.4
for further discussion and ideas for future work.

8.2 Related Work

Deep Non-Parametric Models. Deep Gaussian Processes (Damianou & Lawrence,
2013) and Deep Kernel Learning (DKL) (Wilson et al., 2016) extend ideas from
Gaussian Processes (Rasmussen, 2003) to representation learning. Deep GPs stack
standard GPs with the aim to learn more expressive relationships between input
points, sharing motivation with NPTs. However, unlike NPTs, deep GPs are difficult
to work with in practice, requiring complex approximate inference schemes (Dai et al.,
2016; Bui et al., 2016; Salimbeni & Deisenroth, 2017). DKL applies a neural network
to each datapoint independently before passing points on to a standard Gaussian
Process, making predictions based directly on similarity in embedding space instead
of learning the interactions themselves.

Neural Processes. Similar to GPs, Neural Processes (NPs) (Garnelo et al.,
2018b,a) define a distribution over functions. They use a latent variable model
parametrized by neural networks, fulfilling specific architectural constraints to ap-
proximately preserve consistency of finite-dimensional marginals. Attentive Neural
Processes (ANPs) (Kim et al., 2019) extend Neural Processes to allow for direct at-
tention between a context set and targets. However, as the authors themselves stress,
“NPs and GPs have different training regimes” (Kim et al., 2019). While a GP can
be trained on a single dataset, (A)NPs require multiple realizations of the dataset.
The authors further note that “a direct comparison between the two is usually not
plausible” (Kim et al., 2019), which is why we cannot compare (A)NPs to NPT on
our standard tasks.

Attention. NPTs are part of a line of recent work that explores the use of
Transformer-based architectures outside of natural language processing, e.g., Trans-
formers in computer vision Parmar et al. (2018); Dosovitskiy et al. (2021a); Jaegle
et al. (2021) or architectures exploiting desirable invariances or equivariances Lee
et al. (2019a); Locatello et al. (2020); Fuchs et al. (2020); Hutchinson et al. (2020).
Like NPTs, Set Transformer (Lee et al., 2019a) attends to a set of input points. How-
ever, unlike NPTs, Set Transformer relies on the existence of multiple independent
sets for training and makes only a single prediction for each set. Like NPTs, Axial
Transformers (Ho et al., 2019) and MSA Transformers (Rao et al., 2021) attend to mul-
tiple dimensions of matrix-shaped input. However, Axial Transformers process single
images as input, i.e., no attention across datapoints is performed. MSA Transformers
use attention within individual protein sequences and across an aligned protein fam-
ily for contact prediction, but do not consider a more general setting. Recent works
have improved neural network performance on tabular data using attention. AutoInt
(Song et al., 2019) is a direct application of multi-head attention to tabular data, and
TabNet (Arik & Pfister, 2019) sequentially attends to sparse subsets of the features
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inspired by tree-based models. Both approaches do not reason about interactions
between datapoints, a key contribution that we introduce with NPT in this work.

Few-Shot Learning, Meta-Learning, and Prompting. In §8.3.2, we apply
NPTs to tasks that require learning of relational structure between datapoints on
training data to achieve good generalization performance on novel test inputs. This
setup shares motivations with meta-learning (Biggs, 1985; Bengio et al., 1991; Lake
et al., 2015; Finn et al., 2017), in which a model is pre-trained on a variety of tasks,
such that it can then learn new tasks using only a small number of additional training
points from the new task. However, we consider evaluation without any additional
gradient updates, unlike recent meta-learning methods (Finn et al., 2017; Yoon et al.,
2018) which are therefore inapplicable to this setting. Recent works on few-shot
learning with text prompting (Radford et al., 2019b; Brown et al., 2020b) provide a
trained Transformer-based language model with a few examples of a novel relation-
ship in a prompt at prediction time, and observe strong generalization on the task.
Similarly, we consider attention between a “context” of datapoints. While ground-
truth input-output pairs are provided for prompting, we consider settings in which
no ground-truth is given at prediction time, but the model can solve the task if it has
learned the underlying relational structure. Another area of research that connects
to NPTs is Retrieval Augmented Generation (Lewis et al., 2020) where a language
model is given access to a knowledge base and is able to make reference to entries as
it generates. NPTs could be treated in a similar fashion, where, at inference time, the
system would retrieval examples from the dataset that are similar (according to some
metric) to the inference-time input being considered. We don’t explore this further in
this work, we expect that such a technique could quite easily lead to improved model
performance with no additional training.

Due to the unique properties of NPTs, we believe that there are many other excit-
ing connections to be drawn. We discuss a selection of possible areas of application
including semi-supervised learning, graph neural networks, and relational learning,
and leave other areas such as prediction on missing data, semi-supervised learning,
and continual learning to future research. In this initial study, we instead concentrate
on questions at the core of NPTs.

8.3 Experiments

We seek to answer the following set of questions in our evaluation2 of NPTs: (Q1) How
do NPTs perform on standard benchmarks for supervised machine learning? (Q2)
Can NPTs successfully model interactions between datapoints in idealized settings?
(Q3) Do NPTs actually learn to rely on interactions between datapoints for prediction
on real-world datasets? (Q4) If so, what is the nature of these interactions, e.g., which
other datapoints are relevant for prediction?

2We release code for NPTs at github.com/OATML/Non-Parametric-Transformers.
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Table 8.1: Average rank order of various methods (± standard error) on UCI benchmarks,
across binary classification, multi-class classification, and regression tasks. We determine
rank using the test area under the receiver operating characteristic (AUROC) curve on
binary classification (4 of 10 datasets), accuracy on multi-class classification (2 of 10), and
root mean squared error (RMSE) on regression (4 of 10), and sort methods by ascending
rank for each metric.

Method AUROC

NPT 2.50(87)
CatBoost 2.75(85)

LightGBM 3.50(155)
XGBoost 4.75(125)

Gradient Boosting 5.00(71)
MLP 5.75(149)

Random Forest 6.00(71)
TabNet 6.50(132)
k-NN 8.25(48)

Method Accuracy

NPT 2.50(50)
XGBoost 2.50(150)

MLP 3.00(200)
CatBoost 3.50(50)

Gradient Boosting 3.50(150)
Random Forest 6.50(50)

TabNet 7.50(50)
LightGBM 7.50(150)

k-NN 8.50(50)

Method RMSE
CatBoost 3.00(91)
XGBoost 3.25(63)

NPT 3.25(131)
Gradient Boosting 4.00(108)

Random Forest 4.50(87)
MLP 5.00(122)

LightGBM 6.50(155)
TabNet 6.75(95)
k-NN 8.75(25)

8.3.1 NPTs Perform Competitively on Established Bench-
marks

To answer (Q1), we evaluate NPTs on tabular data from the UCI Repository (Dua
& Graff, 2017) as well as the CIFAR-10 (Krizhevsky et al., 2009) and MNIST (LeCun
et al., 2010) image classification datasets. Tabular data is ubiquitous in real-world
machine learning Chui et al. (2018) but notoriously challenging for general purpose
deep neural networks, which consistently underperform boosting models (Schapire,
1990) and are rarely used in practice.3

Tabular Datasets, Setup, and Baselines. We evaluate NPTs over 10 datasets
varying across the number of datapoints, number of features, composition (categor-
ical or continuous) of features, and task. 4 of the 10 are binary classification, 2 are
multi-class classification, and 4 are regression. We compare NPT against a wide set
of standard or state-of-the-art baselines: Random Forests (Breiman, 2001), Gradi-
ent Boosting Trees (Friedman, 2001), XGBoost (Chen & Guestrin, 2016), CatBoost
(Prokhorenkova et al., 2018), LightGBM (Ke et al., 2017), MLPs, k-NN (Fix, 1985;
Altman, 1992), and TabNet (Arik & Pfister, 2019). We tune the parameters of all
models on validation sets and use 10-fold cross-validation whenever computationally
feasible. Note that while we perform an extensive grid search for the baselines, we
only search over a small set of configurations for NPTs.

Tabular Data Results. We report the average rank order for NPT and various
tree-based and deep learning baselines in Table 8.1. NPT achieves the highest aver-
age ranking on binary and multi-class classification tasks, outperforming CatBoost
and XGBoost, two popular state-of-the-art boosting methods designed specifically

3We conduct an informal survey of all Kaggle (Inc., 2021) competitions using tabular data com-
pleted in 2020 with a public leaderboard. In 11 out of a total of 13 cases, the winning entries relied
on some form of boosting.
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Figure 8.3: Demonstrating NPT’s ability to predict from Attention Between Datapoints
(ABD). (a) We append to the original data with masked targets [?] a copy of the same
data with all masked values revealed, such that perfect prediction via lookup is possible.
(b) Attention weights indicate that the ideal lookup behavior is learned by NPT. Shown are
actual values learned by NPT at head 0 and depth 4 for the first 3 datapoints. (c) NPT
predictions closely match the ideal values. (d) Additionally, we intervene on the values of
individual targets, (e) finding that NPT predictions adjust accordingly.

for tabular data. On regression tasks, NPT ties in average rank with XGBoost, and
is outperformed only by CatBoost. In addition to its strong rank-wise performance,
NPT achieves best performance on 4 of the 10 benchmark datasets – more than
any other method. We find that these are remarkable results for a general purpose
model that does not include tabular-specific design, supporting our hypothesis that
attention between datapoints is a useful architectural inductive bias for prediction.

Image Data Results. NPT achieves 68.2% accuracy on CIFAR-10 and 98.3%
accuracy on MNIST. Similar to previous work on Transformers for computer vision,
we would expect (pre)-training on millions of images to significantly boost NPT’s per-
formance (Deng et al., 2009; Jaegle et al., 2021; Touvron et al., 2020; Sun et al., 2017;
Ridnik et al., 2021). We perform no pre-training, and therefore a direct comparison
of our results to this line of work is inappropriate. Crucially, we show in §8.3.3 that
NPTs learn to make use of interactions between images, indicating that attention
between datapoints is valuable for image classification.
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8.3.2 NPTs Can Learn to Predict Using Attention Between
Datapoints

To determine if NPTs can successfully learn to exploit interactions between datapoints
(Q2), we introduce a task with strong input correlations for which we know ground-
truth interactions. Concretely, we take the UCI Protein regression dataset (cf. §8.3.1),
to construct the following semi-synthetic task: for each batch, we input the original
data with masked target values as well as a copy of the original data where all target
values have been revealed, i.e., no masking is applied (Fig. 8.3a). NPTs can use
attention between datapoints to achieve arbitrarily good performance by learning to
look up the target values in the matching duplicate row. At test time, we input
novel semi-synthetic test data to ensure that NPT has learned the correct relational
mechanism and not just memorized target values.

NPTs successfully learn to perform this lookup between original and duplicate
datapoints. The ABD attention weights, visualized for the first three datapoints in
Fig. 8.3b, clearly show the model correctly attending to the duplicates. As a result,
NPT predictions are Pearson-correlated with the duplicate targets at r = 99.9%
(Fig. 8.3c). This equals an RMSE of only 0.44, about a magnitude lower than the
error on the original Protein dataset. We conclude that NPTs learn to predict by
looking up the target values from matching points.

Purely parametric models cannot exploit information from other datapoints, lim-
iting their performance. For example, MLPs achieve an RMSE of 3.62 on this task.
Non-parametric approaches also cannot solve this task in its original form, because
unlike NPTs they must be told which datapoints are the originals (training data) and
which the duplicates (test data) as well as which columns contain features and which
target values. We demonstrate that even when we make these concessions, we can
easily adapt the task such that both k-Nearest Neighbors and Deep Kernel Learning
fail to solve it. In fact, we are not aware of any other model that can solve the adapted
task.

Additionally, we perform an interventional experiment to investigate the extent to
which NPTs have actually learned the causal mechanism underlying the lookup task.
As illustrated in Fig. 8.3d, we now intervene on individual duplicate datapoints at
test time by varying their target value across a wide range. We stress that we perform
these experiments without retraining the model, using exactly the same NPT from
Figs. 8.3a-c. The model is now confronted with target values associated with features
that are highly unlikely under the training data. This label distribution shift (Garg
et al., 2020) is a challenging setting for neural networks. However, NPT predictions
follow the intervened target values with near-perfect correlation, Fig. 8.3e, continuing
to predict by correctly looking up targets.

We now confidently conclude that NPTs robustly learn the causal data-generating
mechanism underlying the semi-synthetic dataset. This requires NPTs to learn a
non-trivial sequence of compuational steps. They must learn to match rows based on
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Table 8.2: Drop in NPT performance after destroying information from other datapoints.
Shown are changes in test set performance, where negative values indicate worse perfor-
mance after corruption.

∆ Accuracy CIFAR-10 Poker Income Higgs MNIST Forest Kick Breast Cancer
−5.1 −1.1 −1.1 −0.5 −0.4 −0.1 −0.1 0.0

∆RMSE/RMSE (%) Yacht Protein Boston Concrete
−52% −21% −20% −7%

similarity of relevant features; to look up the target value of the duplicated datapoint;
and, to copy that value into the target of the masked datapoint.

8.3.3 NPTs Learn to Use Attention Between Datapoints on
Real Data

We next consider (Q3): do NPTs actually learn to use attention between datapoints
for prediction on real data? We design a test that allows us to quantify the extent
to which NPT predictions depend on relationships between datapoints at test time.
Concretely, for each target value in the input we randomize the data for all other
datapoints by independently shuffling each of their attributes across the rows. We
then evaluate the loss on the prediction at the target entry and repeat this procedure
for all test datapoints. This completely corrupts the information from all datapoints
except the one for which we evaluate. Hence, a model that relies meaningfully on
attention between datapoints will show deteriorating performance.

We report the resulting change in performance after corruption in Table 8.2 for
all datasets from §8.3.1. We find that for most datasets, the corruption of other
rows at test time significantly decreases the performance of the trained NPT models.
This indicates that the NPTs have successfully learned to make predictions supported
by attention between datapoints. For some datasets, the corruption experiment de-
teriorates performance completely. For example, for the Protein regression dataset
NPT achieves state-of-the-art performance, but corrupting the input leads to NPT
performing worse than all of the baselines considered in §8.3.1. We note that minor
differences in performance are often still significant, as differences between competing
models in §8.3.1 are often likewise small.

Interestingly, on certain datasets such as Forest Cover, Kick, and Breast Cancer,
corrupted inputs do not significantly affect performance. It appears that when NPTs
do not find it advantageous to rely on attention between datapoints during training,
they can learn to completely ignore other inputs, essentially collapsing into a standard
parametric model. This supports our earlier claims that NPTs can learn end-to-end
from data the extent to which they rely on other datapoints for prediction. We think
this is extremely interesting behavior and are unaware of prior work reporting similar
results. However, we stress that these results reflect inductive biases of the NPT
architecture and do not lend themselves to general statements about the performance
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of parametric versus non-parametric models.

8.3.4 NPTs Rely on Similar Datapoints for Predictions on
Real Data
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So far, we have presented convincing evidence that NPTs
(sometimes strongly) depend on attention between data-
points. However, we do not know what kind of interactions
are learned in practice on real data (Q4). As an initial step
towards understanding this, we now present two experiments
investigating to which other datapoints NPT attends.

Qualitative Evidence. Figure 8.4 shows an attention
map for attention between datapoints (ABD) of NPT on a
batch of the Protein regression dataset. We sort the input
data with respect to their feature space distance such that
similar datapoints are now close to each other. The diagonal pattern in Fig. 8.4 indi-
cates that NPT attends more strongly to datapoints that are similar in feature space.
?? discusses this further and gives additional attention maps.

Quantitative Evidence. Seeking a quantitative measure for this hypothesis,
the data deletion experiment repeats the following procedure for all test set points:
iteratively delete other datapoints from the input if they do not significantly affect the
prediction. We stop if less than 2% of the original datapoints remain, or if the total
change in prediction for the target (relative to the original prediction with all data)
exceeds 10%. We investigate the average feature space distances between the test
point and the kept datapoints, as well as the distances between the test point and the
deleted datapoints. We find that kept datapoints have a significantly lower average
feature space distance to the test point than those deleted. This indicates that two
datapoints i, i′ that are similar in feature space, such that

∑
j<d(Xi,j – Xi′,j)2 is

low, have a larger effect on the predictions of one another. A Wilcoxon signed-rank
test is significant at p ≈ 8.77 · 10–130. We give full details on this in ??.

Both experiments support the hypothesis that NPTs rely on similar datapoints
for prediction in real data settings. One possible explanation is that similar data-
points might have different realizations of observation noise which NPTs could learn
to average out. Altogether, we conclude that NPTs can and do learn representations
which rely on interactions between datapoints for prediction.
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8.4 Limitations, Future Work, and Conclusions

Limitations. NPTs share scaling limitations with all naïvely non-parametric ap-
proaches (Rasmussen, 2003) and GNNs (Kipf & Welling, 2017). While we have seen
success with random minibatching (§8.1.6), future work might consider applying prin-
cipled attention approximations, such as learning representative input points (Lee
et al., 2019a), kernelization (Katharopoulos et al., 2020; Choromanski et al., 2021),
or other sparsity-inducing methods (Tay et al., 2020; Child et al., 2019; Beltagy et al.,
2020), to improve the scalability of NPTs.

Future Work. We believe that the unique predictive mechanism of NPTs makes
them an interesting object of study for other tasks including continual learning,
multi-task learning, few-shot generalization, and domain adaptation. For example,
when predicting under distribution shift, general relations between datapoints and
attributes may remain valid and allow NPTs to accommodate such scenarios bet-
ter. Additionally, future work could explore the connections to stochastic processes,
e.g., by extending NPTs to be approximately consistent, similar to Neural Processes
(Garnelo et al., 2018b,a; Kim et al., 2019).

Conclusions. We have introduced Non-Parametric Transformers (NPTs), a novel
deep learning architecture that takes the entire dataset as input and uses self-attention
to model complex relationships between datapoints. NPTs challenge and naturally ex-
tend parametric modeling as the dominant paradigm of deep learning. They have the
additional flexibility to learn to predict by directly attending to other datapoints. No-
tably, NPTs learn this end-to-end from the data at hand. Empirically, NPTs achieve
highly competitive performance on a variety of benchmarks, and additional exper-
iments demonstrate their ability to solve complex reasoning tasks over datapoints.
Further, we show that on real data, NPTs learn to rely on attention between data-
points for prediction. We believe that the characteristics of NPTs will make them an
exciting object of further study.

83



Chapter 9

Prioritized training on points
that are learnable, worth
learning, and not yet learned

As dataset scale has increased, practitioners have had to turn towards ”less clean”
sources of data such as scraping the web. This results in datasets that contain sig-
nificant quantities of noise and repetition, which pose a hindrance to model quality.
In this work, we propose a model-based data selection method that can substantially
improve model quality and reduce the amount of training necessary to reach good
performance.

The following is an excerpt from Mindermann et al. (2022) and was published at
the International Conference on Machine Learning. This is work done in collabora-
tion with Sören Mindermann, Jan Brauner, Muhammed Razzak, Mrinank Sharma,
Andreas Kirsch, Winnie Xu, Benedikt Holtgen, Adrien Morisot, Sebastian Farquhar,
and Yarin Gal. In this project I spurred the initial project idea in conversation with
Sören and Adrien about improving data efficiency, helped with experiment design,
and supervised the project alongside Yarin Gal.

9.1 Introduction

State-of-the-art models such as GPT-3 (Brown et al., 2020b), CLIP (Radford et al.,
2021), and ViT (Dosovitskiy et al., 2021b) achieve remarkable results by training
on vast amounts of web-scraped data. But despite intense parallelization, training
such a model takes weeks or months (Radford et al., 2021; Chowdhery et al., 2022).
Even practitioners who work with smaller models face slow development cycles, due
to numerous iterations of algorithm design and hyperparameter selection. As a result,

84



0 20000 40000 60000 80000
Training steps

60

62

64

66

68

70

72

Te
st 

ac
cu

rac
y (

%)

18x speedup

RHO-LOSS
selection (ours)
Uniform random
data selection
Maximum accuracy
reached by uniform

Figure 9.1: Speedup on large-scale classification of web-scraped data (Clothing-
1M). RHO-LOSS trains all architectures with fewer gradient steps than standard uniform
data selection (i.e. shuffling), helping reduce training time. Thin lines: ResNet-50, Mo-
bileNet v2, DenseNet121, Inception v3, GoogleNet, mean across seeds. Bold lines: mean
across all architectures.

the total time required for training is a core constraint in the development of such
deep learning models.

If it further sped up training, practitioners with sufficient resources would use
much larger batches and distribute them across many more machines (Anil et al.,
2018). However, this has rapidly diminishing returns (LeCun et al., 2012), to a point
where adding machines does not reduce training time (McCandlish et al., 2018; Anil
et al., 2018)—see e.g. GPT-3 and PaLM (Chowdhery et al., 2022).

Additional machines can, however, still speed up training by filtering out less
useful samples (Alain et al., 2015). Many web-scraped samples are noisy, i.e. their
label is incorrect or inherently ambiguous. For example, the text associated with a
web-scraped image is rarely an accurate description of the image. Other samples are
learned quickly and are then redundant. Redundant samples are commonly part of
object classes that are over-represented in web-scraped data (Tian et al., 2021) and
they can often be left out without losing performance. Given that web-scraped data
is plentiful—often enough to finish training in a single epoch (Komatsuzaki, 2019;
Brown et al., 2020b)—one can afford to skip less useful points.

However, there is no consensus on which datapoints are the most useful. Some
works, including curriculum learning, suggest prioritizing easy points with low label
noise before training on all points equally (Bengio et al., 2009). While this approach
may improve convergence and generalization, it lacks a mechanism to skip points
that are already learned (redundant). Other works instead suggest training on points
that are hard for the model, thereby avoiding redundant points, whose loss cannot
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be further reduced. Online batch selection methods (Loshchilov & Hutter, 2015;
Katharopoulos & Fleuret, 2018; Jiang et al., 2019) do so by selecting points with
high loss or high gradient norm.

We show two failure modes of prioritising hard examples. Firstly, in real-world
noisy datasets, high loss examples may be mislabelled or ambiguous. Indeed, in con-
trolled experiments, points selected by high loss or gradient norm are overwhelmingly
those with noise-corrupted labels. Our results show that this failure mode degrades
performance severely. More subtly, we show that some samples are hard because they
are outliers—points with unusual features that are less likely to appear at test time.
For the aim of reducing test loss, such points are less worth learning.

To overcome these limitations, we introduce reducible holdout loss selection (RHO-
LOSS). We propose a selection function grounded in probabilistic modelling that
quantifies by how much each point would reduce the loss on unseen data if we were to
train on it, without actually training on it. We show that optimal points for reducing
holdout loss are non-noisy, non-redundant, and task-relevant. To approximate opti-
mal selection, we derive an efficient and easy-to-implement selection function: the
reducible holdout loss.

We explore RHO-LOSS in extensive experiments on 7 datasets. We evaluate the
reduction in required training steps compared to uniform sampling and state-of-the-
art batch selection methods. Our evaluation includes Clothing-1M, the main large
benchmark with noisy, web-scraped labels, matching our main application. RHO-
LOSS reaches target accuracy in 18x fewer steps than uniform selection and achieves
2% higher final accuracy (Fig. 9.1). Further, RHO-LOSS consistently outperforms
prior art and speeds up training across datasets, modalities, architectures, and hyper-
parameter choices. Explaining this, we show that methods selecting “hard” points
prioritize noisy and less relevant examples. In contrast, RHO-LOSS chooses low-noise,
task-relevant, non-redundant points—points that are learnable, worth learning, and
not yet learned.

9.2 Background: Online Batch Selection

Consider a model p(y | x; θ) with parameters θ training on data D = {(xi, yi)}n
i=1

using stochastic gradient descent (SGD). At each training step t, we load a batch
bt of size nb from D. In online batch selection (Loshchilov & Hutter, 2015), we
uniformly pre-sample a larger batch Bt of size nB > nb. Then, we construct a
smaller batch bt that consists of the top-ranking nb points in Bt ranked by a label-
aware selection function S(xi, yi). We perform a gradient step to minimize a mini-
batch loss L(yi, p(yi | xi; θ)) summed over i ∈ bt. The next large batch Bt+1 is
then pre-sampled from D without replacement of previously sampled points (points
are replaced at the start of the next epoch).
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9.3 Reducible Holdout Loss Selection

Previous online batch selection methods, such as loss or gradient norm selection, aim
to select points that, if we were to train on them, would minimize the training set
loss. (Loshchilov & Hutter, 2015; Katharopoulos & Fleuret, 2018; Kawaguchi & Lu,
2020; Alain et al., 2015). Instead, we aim to select points that minimize the loss on a
holdout set. It would be too expensive to naively train on every candidate point and
evaluate the holdout loss each time. In this section, we show how to (approximately)
find the points that would most reduce the holdout loss if we were to train the current
model on them, without actually training on them.

For simplicity, we first assume only one point (x, y) ∈ Bt is selected for training
at each time step t (we discuss selection of multiple points below). p(y′ | x′;Dt) is
the predictive distribution of the current model, where Dt is the sequence of data the
model was trained on before training step t. Dho = {(xhoi , yhoi )}nho

i=1, written as xho

and yho for brevity, is a holdout set drawn from the same data-generating distribution
ptrue(x′, y′) as the training set D. We aim to acquire the point (x, y) ∈ Bt that, if
we were to train on it, would minimize the negative log-likelihood/cross-entropy loss
on the holdout set:

arg min
(x,y)∈Bt

– log p(yho | xho;Dt ∪ (x, y)). (9.1)

For a model using a point estimate of θ (such as an MLE or MAP), rather than
a distribution over θ, the holdout loss factorises and (up to a constant factor) forms
a Monte Carlo approximation of the expected loss under ptrue: Eptrue(x′,y′)[L[y′ |
x′;Dt∪(x, y)]] ≈ 1

|Dho|
∑

(xho
i ,yho

i )∈Dho
L[yhoi |xhoi ;Dt∪(x, y)], where L[·] denotes

the cross-entropy loss: L[y | x] := – log p(y | x).

Deriving a tractable selection function. We now derive a tractable expression
for the term in Eq. (9.1) that does not require us to train on each candidate point
(x, y) ∈ Bt and then evaluate the loss on Dho. To make our claims precise and our
assumptions transparent, we use the language of Bayesian probability theory. We
treat model parameters as a random variable with prior p(θ) and infer a posterior
p(θ|Dt) using the already-seen training data Dt. The model has a predictive distri-
bution p(y|x,Dt) =

∫
θ p(y|x, θ) p(θ|Dt)dθ. When using a point estimate of θ,

the predictive distribution can be written as an integral with respect to a Dirac delta.

Using Bayes rule and the conditional independence p(yi | xi, xj;Dt) = p(yi | xi;Dt),
we can derive a tractable selection function from Eq. (9.1). For readability, we switch
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the sign of the selection function, later changing the minimization to a maximization.

log p(yho | xho;Dt ∪ (x, y))

= log
p(y | x; xho, yho,Dt) p(yho | xho, x;Dt)

p(y | x, xho;Dt)
Bayes rule

= log
p(y | x; yho, xho,Dt) p(yho | xho;Dt)

p(y | x;Dt)
conditional

independence

∝ L[y | x;Dt] – L[y | x;Dho,Dt], (9.2)

where in the final line, we dropped terms independent of (x, y), rearranged, and
applied the definition of L[·].

As exact Bayesian inference (conditioning on Dt or Dho) is intractable in neural
networks (Blundell et al., 2015), we fit the models with SGD instead (Approximation
1). We study the impact of this approximation in Section 9.4.1. The first term, L[y |
x;Dt], is then the training loss on the point (x, y) using the current model trained
on Dt. The second term, L[y | x;Dho,Dt], is the loss of a model trained on Dt and
Dho.

Although the selection function in Eq. (9.2) is tractable, it is still somewhat ex-
pensive to compute, as both terms must be updated after each acquisition of a new
point. However, we can approximate the second term with a model trained only on
the holdout dataset, L[y | x;Dho,Dt] ≈ L[y | x;Dho] (Approximation 2). This
approximation saves a lot of compute: it is now sufficient to compute the term once
before the first epoch of training. Later on, we show that this approximation empir-
ically does not hurt performance on any tested dataset and even has some desired
properties (Section 9.4.1). We term L[y | x;Dho] the irreducible holdout loss (IL)
since it is the remaining loss on point (x, y) ∈ D after training on the holdout set
Dho; in the limit of Dho being large, it would be the lowest loss that the model
can achieve without training on (x, y). Accordingly, we name our approximation of
Eq. (9.2) the reducible holdout loss—the difference between the training loss and the
irreducible holdout loss (IL).

Our method still requires us to train a model on a holdout set, but a final ap-
proximation greatly reduces that cost. We can efficiently compute the IL with an
“irreducible loss model” (IL model) that is smaller than the target model and has low
accuracy (Approximation 3). We show this and explain it in Sections 9.4.1, 9.4.2,
and 9.4.3. Counterintuitively, the reducible holdout loss can therefore be negative.
Additionally, one IL model can be reused for many target model runs, amortizing its
cost (Section 9.4.2). For example, we trained all 40 seeds of 5 target architectures
in Fig. 9.1 using a single ResNet18 IL model. Further, this model trained for 37x
fewer steps than each target model (reaching only 62% accuracy). Section 9.5 details
further efficiency improvements. o

In summary, selecting a point that minimizes the holdout loss in Eq. (9.1), for
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Algorithm 2 Reducible holdout loss selection (RHO-LOSS)
1: Input: Model p(y | x;Dho) trained on a holdout set Dho, batch size nb, large

batch size nB > nb, learning rate η.
2: for (xi, yi) in training set do
3: IrreducibleLoss[i]← L[yi | xi;Dho]
4: end for

Initialize parameters θ0 and t = 0
5: for t = 0, 1, . . . do
6: Randomly select a large batch Bt of size nB.
7: ∀i ∈ Bt, compute Loss[i], the train loss of point i given parameters θt

8: ∀i ∈ Bt, compute RHOLOSS[i]← Loss[i] – IrreducibleLoss[i]
9: bt ← top-nb samples in Bt in terms of RHOLOSS.
10: gt ← mini-batch gradient on bt using parameters θt

11: θt+1 ← θt – ηgt
12: end for

a model trained on Dt, can be approximated with the following easy-to-compute
objective:

Reducible holdout loss selection (RHO-LOSS)

arg max
(x,y)∈Bt

reducible holdout loss︷ ︸︸ ︷
L[y | x;Dt]︸ ︷︷ ︸
training loss

– L[y | x;Dho]︸ ︷︷ ︸
irreducible holdout loss (IL)

(9.3)

Although we required additional data Dho, this is not essential for large (Sec-
tion 9.4.0) nor small (Section 9.4.2) datasets.

Understanding reducible loss. We now provide intuition on why reducible hold-
out loss selection (RHO-LOSS) avoids redundant, noisy, and less relevant points.
i) Redundant points. We call a training point redundant when the model has al-
ready learned it, i.e. its training loss cannot be further reduced. Since redundant
points have low training loss, and the reducible loss is always less than the training
loss (Eq. (9.3)), such points have low reducible loss and are not selected. ii) Noisy
points. While prior methods select based on high training loss (or gradient norm),
not all points with high loss are informative—some may have an ambiguous or incor-
rect (i.e. noisy) label. The labels of such points cannot be predicted using the holdout
set (Chen et al., 2019). Such points have high IL and, consequently, low reducible
loss. These noisy points are less likely to be selected compared to equivalent points
with less noise. iii) Less relevant points. Loss-based selection has an additional
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pitfall. The training loss is likely higher for outliers in input space—values of x far
from most of the training data, in regions with low input density under ptrue(x).
Points with low ptrue(x) should not be prioritized, all else equal. Consider an ‘out-
lier’ (x, y) and a non-outlier (x′, y′), with ptrue(x) < ptrue(x′) but equal training
loss L[y|x;Dt] = L[y′|x′;Dt]. As the holdout set Dho is also drawn from ptrue,
Dho will contain fewer points from the region around x in input space compared to
the region around x′. Thus, training on (x, y) is likely to reduce the holdout loss
(Eq. (9.1)) less, and so we prefer to train on the non-outlier (x′, y′). In the specific
sense described, (x, y) is thus less relevant to the holdout set. As desired, RHO-LOSS
deprioritizes (x, y): since Dho contains few points from the region around x, the IL
of (x, y) will be large.

In short, RHO-LOSS deprioritizes points that are redundant (low training loss),
noisy (high IL), or less relevant to the holdout set (high IL). That is, RHO-LOSS
prioritizes points that are not yet learned, learnable, and worth learning. We pro-
vide empirical evidence for these claims in Section 9.4.3. See Algorithm 2 for the
implementation of RHO-LOSS.

Selecting multiple points concurrently. We showed which point is optimal
when selecting a single point (x, y). When selecting an entire batch bt, we select
the points with the top-nb scores from the randomly pre-sampled set Bt. This is
nearly optimal when assuming that each point has little effect on the score of other
points, which is often used as a simplifying assumption in active learning (Kirsch
et al., 2019). This assumption is much more reasonable in our case than in active
learning because model predictions are not changed much by a single gradient step
on one mini-batch.

Simple parallelized selection. For large-scale neural network training, practi-
tioners with sufficient resources would use many more machines if it further sped up
training (Anil et al., 2018). However, as more workers are added in synchronous or
asynchronous gradient descent, the returns diminish to a point where adding more
workers does not further improve wall clock time (Anil et al., 2018; McCandlish et al.,
2018). For example, there are rapidly diminishing returns for using larger batch sizes
or distributing a given batch across more workers, for multiple reasons (McCandlish
et al., 2018; Keskar et al., 2016). The same holds for distributing the model across
more workers along its width or depth dimension (Rasley et al., 2020; Shoeybi et al.,
2019; Huang et al., 2019). However, we can circumvent these diminishing returns by
adding a new dimension of parallelization, namely, for data selection.

Since parallel forward passes do not suffer from such diminishing returns, one can
use extra workers to evaluate training losses in parallel (Alain et al., 2015). The
theoretical runtime speedup can be understood as follows. The cost per training step
of computing the selection function on Bt is nB

3nb
times as much as the cost of the

forward-backward pass needed to train on bt since a forward pass requires at least
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3x less computation than a forward-backward pass (Jouppi et al., 2017). One can
reduce the time for the selection phase almost arbitrarily by adding more workers
that compute training losses using a copy of the model being trained. The limit is
reached when the time for selection is dominated by the communication of parameter
updates to workers. More sophisticated parallelization strategies allow reducing the
time overhead even further (Section 9.5). To avoid assumptions about the particular
strategy used, we report experiment results in terms of the required number of training
epochs.

9.4 Experiments

We evaluate our selection method on several datasets (both in controlled environments
and real-world conditions) and show significant speedups compared to prior art, in
the process shedding light on the properties of different selection functions.

Recall that our setting assumes training time is a bottleneck but data is abundant—
more than we can train on (see Bottou & LeCun (2004)). This is common e.g. for
web-scraped data where state-of-the-art performance is often reached in less than half
of one epoch (Komatsuzaki, 2019; Brown et al., 2020b). As data is abundant, we can
set aside a holdout set for training the IL model with little to no downside. For
the large Clothing-1M dataset, we implement RHO-LOSS by training the IL model
on 10% of the training data, while all baselines are trained on the full 100% of the
training data. For the smaller datasets, we simulate abundance of data by reserv-
ing a holdout set and training all methods only on the remaining data. However,
RHO-LOSS also works on small datasets without additional data by double-using
the training set (Section 9.4.2).

Datasets. We evaluate on 7 datasets: 1) QMNIST (Yadav & Bottou, 2019) extends
MNIST (LeCun et al., 1998a) with 50k extra images which we use as the holdout set.
2) On CIFAR-10 (Krizhevsky & Hinton, 2009) we train on half of the training set and
use the other half as a holdout to train the irreducible loss (IL) model. 3) CIFAR-
100: same as CIFAR-10. 4) CINIC-10 (Darlow et al., 2018) has 4.5x more images
than CIFAR-100 and includes a holdout set and a test set with 90k images each. 5)
Clothing-1M (Xiao et al., 2015), which contains over 1 million 256x256-resolution
clothing images from 14 classes. The dataset is fully web-scraped—a key application
area of our work—and is the most widely accepted benchmark for image recognition
with noisy labels (Algan & Ulusoy, 2021). We use the whole training set for training
and reuse 10% of it to train the IL model. We further evaluate on two NLP datasets
from GLUE (Wang et al., 2018): 6) CoLA (grammatical acceptability) and 7) SST-2
(sentiment). We split their training sets as for CIFAR.
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0 No speedup 3x 6x
RHO-LOSS speedup over uniform selection

Default

Small irreducible loss model

No holdout set

Architecture transfer

Hyperparameter transfer

Dataset
CIFAR10
CIFAR100
CINIC10

Figure 9.2: The irreducible loss model can be small, trained with no holdout
data, and reused across target architectures and hyperparameters. Here, we use
clean datasets, where speedups are smallest. The x-axis shows speedup, i.e. after how many
fewer epochs RHO-LOSS exceeds the highest accuracy uniform selection achieves within
100 epochs. Row 1 uses a ResNet18 as irreducible loss model. All other rows instead use a
small, cheap CNN. Each dot shows an experiment with a given combination of irreducible
loss model and target model (mean across 2-3 seeds for all but the last row).

Baselines. Aside from uniform sampling (without replacement, i.e. random shuf-
fling), we also compare to selection functions that have achieved competitive per-
formance in online batch selection recently: the (training) loss, as implemented by
Kawaguchi & Lu (2020), gradient norm, and gradient norm with importance sam-
pling (called gradient norm IS in our figures), as implemented by Katharopoulos &
Fleuret (2018). We also compare to the core-set method Selection-via-Proxy (SVP)
that selects data offline before training (Coleman et al., 2020). We report results
using maximum entropy SVP and select with the best-performing model, ResNet18.
Finally, we include selection using the negative IL (see Eq. 9.3) to test if it is sufficient
to only skip noisy and less relevant but not redundant points.

Models and hyperparameters. To show our method needs no tuning, we use
the PyTorch default hyperparameters (with the AdamW optimizer (Loshchilov &
Hutter, 2017)) and nb

nB
= 0.1. We test many additional hyperparameter settings in

Figs. 9.2 (row 5) and 9.6. We test various architectures in Figs. 9.1 and 9.2 (row 4).
In all other figures, we use a 3 layer MLP for experiments on QMNIST, a ResNet-18
adapted for small images for CIFAR-10/CIFAR-100/CINIC-10, and a ResNet-50 for
Clothing-1M. All models for Clothing-1M are pre-trained on ImageNet (standard for
this dataset Algan & Ulusoy (2021)) and the IL model is always a ResNet-18. For
the NLP datasets, we use a pretrained ALBERT v2 (Lan et al., 2019). We always
use the IL model checkpoint with lowest validation loss (not highest accuracy); this
performs best.

Evaluation. We measure speedup in terms of the number of epochs needed to reach
a given test accuracy. We measure epochs needed, rather than wall clock time, as our
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Table 9.1: Spearman’s rank correlation of rankings of data points by selection functions
that are increasingly less faithful approximations of Eq. (9.2), compared to the most faithful
approximation. Approximations added from left to right. Mean across 3 seeds.

Non- Not Not updating Small
Bayesian converged IL model IL model

Rank correlation 0.75 0.76 0.63 0.51

focus is on evaluating a new selection function, not an entire training pipeline. Wall
clock time depends primarily on the hardware used and implementation details that
are beyond our scope. Most importantly, data selection is amenable to parallelization
beyond standard data parallelism as discussed in Section 9.3.

9.4.1 Impact of Approximations

In Section 9.3, we introduced a function for selecting exactly the points that most
reduce the model’s loss on a holdout set. To make this selection function efficient for
deep neural networks, we made several approximations. Here, we study how these
approximations affect the points selected, by successively introducing one approxima-
tion after the other.

Because the exact selection function (Eq. (9.2)) is intractable, we start with a
close (and expensive) approximation as the gold standard (Approximation 0). To
make Approximation 0 feasible, the experiments are conducted on an easy dataset—
QMNIST (with 10% uniform label noise and data duplication to mimic the properties
of web-scraped data). We then successively introduce the Approximations 1, 2, and
3 described in Section 9.3. To assess the impact of each approximation, we train a
model without and with the approximations, and then compute the rank correlation
(Spearman’s correlation coefficient) of the selection function evaluated on each batch
Bt. Across the first epoch, we present the mean of the rank correlations. Since each
approximation selects different data, the corresponding models become more different
over time; this divergence causes some of the observed difference in the points they
select.

Approximation 0. To get as close as possible to the Bayesian inference/conditioning
used in Eq. (9.2), we use a deep ensemble of 5 neural networks and train them to
convergence after every time step t on the acquired dataset bt∪Dt Wilson & Izmailov
(2020).

Approximation 1: SGD instead of Bayesian inference/conditioning. Approxima-
tion 0 is a close approximation of Eq. (9.2), but training an ensemble to convergence
at every step t is far too expensive in practice. Starting from this gold-standard, we in-
troduce two stronger approximations (1a and 1b) to move to standard neural network
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Figure 9.3: Properties of RHO-LOSS and other methods. RHO-LOSS prioritizes points
that are non-noisy, task-relevant, and non-redundant—even when the irreducible loss (IL)
model is a small CNN. In contrast, loss and gradient norm prioritize noisy and less rele-
vant points (while also avoiding redundant points). Left. Proportion of selected points
with corrupted labels. We added 10% uniform label noise, i.e., we randomly switched each
point’s label with 10% probability. Middle. Proportion of selected points from low rele-
vance classes on CIFAR100 Relevance dataset. Right. Proportion of selected points that
are already classified correctly, which is a proxy for redundancy. Mean over 150 epochs of
training and 2-3 seeds.

fitting with AdamW. 1a) First, we replace the ensemble with a single model, while still
training to convergence at each time step. The Spearman’s coefficient between this
approximation and Approximation 0 is 0.75, suggesting similar points are selected
(“Non-Bayesian” in Table 9.1). 1b) Next, we only take one gradient step on each new
batch bt. The Spearman’s coefficient, when comparing this to Approximation 0, is
0.76 (“Not Converged” in Table 9.1).

Approximation 2. Not updating the IL model on the acquired data Dt. Second,
we save compute by approximating L[y | x;Dt,Dho] with L[y | x;Dho]. The points
selected are still similar to Approximation 0 (Spearman’s coefficient 0.63, “Not up-
dating IL model” in Table 9.1). This approximation also performs well on other
datasets.

Approximation 3: Small IL model. Lastly, we use a model with 256 hidden units
instead of 512 (4x fewer parameters) as the IL model and see again that similar
points are selected (Spearman’s coefficient 0.51 ). We study cheaper IL models in
other forms and datasets in the next section.

9.4.2 Cheap Irreducible Loss Models & Robustness

RHO-LOSS requires training an IL model on a holdout set, which poses additional
costs. Here, we show how to minimize these costs and amortize them across many
training runs of target models. The same experiments also show the robustness of
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RHO-LOSS across architectures and hyperparameter settings. To fit our compu-
tational budget, we perform these experiments on moderate-sized clean benchmark
datasets although RHO-LOSS speeds up training more on noisy or redundant web-
scraped data (see Section 9.4.4).

Irreducible loss models can be small and cheap. In our default setting (Fig. 9.2,
row 1), both the target model and IL model have the same architecture (ResNet-18).
In rows 2 and below, we instead used a small CNN similar to LeNet as the IL model
(LeCun et al., 1989). It has 21x fewer parameters and requires 29x fewer FLOP per
forward pass than the ResNet-18. The smaller IL model accelerates training
as much or more than the larger model, even though its final accuracy is far
lower than the target ResNet-18 (11.5% lower on CIFAR-10, 7% on CIFAR-100, and
8.1% on CINIC-10). We examine in Section 9.4.3 why this useful result holds.

Irreducible loss models without holdout data. Web-scraped datasets are often
so large that even a small fraction of the overall data can be sufficient to train the
IL model. E.g., in our experiments on Clothing-1M (Fig. 9.1), the holdout set is only
10% as large as the main train set. Additionally, we can train the IL model without
any holdout data (Fig. 9.2, row 3). We split the training set D into two halves and
train an IL model on each half (still using small IL models). Each model computes
the IL for the half of D that it was not trained on. Training two IL models costs no
additional compute since each model is trained on half as much data compared to the
default settings.

Irreducible loss models can be reused to train different target architec-
tures. We find that a single small CNN IL model accelerates the training of 7 tar-
get architectures (Fig. 9.2, row 4): VGG11 (with batchnorm), GoogleNet, Resnet34,
Resnet50, Densenet121, MobileNet-v2, Inception-v3. RHO-LOSS does not accelerate
training on CIFAR-10 for VGG11, which is also the architecture on which uniform
training performs the worst; i.e. RHO-LOSS empirically does not “miss” a good ar-
chitecture. Not only is RHO-LOSS robust to architectures choice, a single IL model
can also be reused by many practitioners who use different architectures (as we did
in Fig. 9.1).

Irreducible loss models can be reused to train many targets in a hyper-
parameter sweep. We find that a single small CNN accelerates the training of
ResNet-18 target models across a hyperparameter grid search (Fig. 9.2, last row).
We vary the batch size (160, 320, 960), learning rate (0.0001, 0.001, 0.01), and weight
decay coefficient (0.001, 0.01, 0.1). RHO-LOSS speeds up training compared to uni-
form on nearly all target hyperparameters. The few settings in which it doesn’t speed
up training are also settings in which uniform training performs very poorly (< 30%
accuracy on CIFAR-100, < 80% on CIFAR-10).
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Table 9.2: Epochs required to reach a given target test accuracy (final accuracy in paren-
theses). On CIFAR10/100, CoLA, and SST-2, only half of the data is used for training
(Section 9.4), lowering accuracy. Figs. 9.4 and 9.5 (Appendix) show all training curves.
Some datasets have 10% uniform label noise added. Results averaged across 2-4 seeds. Best
performance in bold. RHO-LOSS performs best in both epochs required and final accuracy.
NR indicates that the target accuracy was not reached.

Dataset Target Acc Number of epochs method needs to reach target accuracy ↓ (Final accuracy in parentheses)
Train Loss Grad Norm Grad Norm IS SVP Irred Loss Uniform RHO-LOSS

Clothing-1M 60.0% 8 13 2 NR NR 2 1
69.0% NR (65%) NR (64%) 9 (70%) NR (55%) NR (48%) 30 (70%) 2 (72%)

CIFAR10 80.0% 81 NR 57 NR NR 79 39
87.5% 129 (90%) NR (61%) 139 (89%) NR (55%) NR (60%) NR (87%) 65 (91%)

CIFAR10 75.0% NR NR 57 NR NR 62 27
(Label Noise) 85.0% NR (28%) NR (23%) NR (84%) NR (48%) NR (62%) NR (85%) 49 (91%)

CIFAR100 40.0% 138 139 71 NR 93 65 48
52.5% NR (42%) NR (42%) 132 (55%) NR (18%) NR (43%) 133 (54%) 77 (61%)

CIFAR100 40.0% NR NR 94 NR 89 79 49
(Label Noise) 47.5% NR (4%) NR (4%) 142 (48%) NR (14%) NR (43%) 116 (50%) 65 (60%)

CINIC10 70.0% NR NR 34 NR NR 38 27
77.5% NR (36%) NR (50%) 64 (82%) NR (39%) NR (60%) 97 (80%) 38 (83%)

CINIC10 60.0% NR NR 22 NR 30 24 13
(Label Noise) 67.5% NR (16%) NR (16%) 35 (79%) NR (39%) NR (64%) 38 (78%) 17 (82%)

SST2 82.5% 8 2 3 NR 7 1 1
90.0% NR (87%) 4 (91%) NR (89.7%) NR (66%) NR (83%) 6 (90%) 3 (92%)

CoLA 75.0% 8 6 16 NR NR 34 3
80.0% NR (78%) NR (79%) NR (78%) NR (62%) NR (69%) NR (76%) 39 (80%)

9.4.3 Properties of RHO-LOSS & Other Selection Functions

We established that RHO-LOSS can accelerate the training of various target archi-
tectures with a single IL model, even if the IL model is smaller and has considerably
lower accuracy than the target models (Section 9.4.2). This suggests robustness to
target-IL architecture mismatches.

To understand this robustness, we investigate the properties of points selected by
RHO-LOSS, when the target and IL model architectures are identical, and when they
differ. In both cases, we find that RHO-LOSS prioritizes points that are non-noisy,
task-relevant, and not redundant. We also investigate the properties of points selected
by prior art.

Noisy points. We investigate how often different methods select noisy points by
uniformly corrupting the labels for 10% of points and tracking what proportion of se-
lected points are corrupted. RHO-LOSS deprioritizes noisy points for both IL models
(Fig. 9.3). We observe a failure mode of the widely-used loss and gradient norm selec-
tion functions: they select far more noisy points than uniform. These methods also
severely drop in accuracy when the noise follows the class confusion matrix (Rolnick
et al., 2017) and when we add ambiguous images (Mukhoti et al., 2021).

Together, this suggests that noisy points have high loss (and gradient norm), but
also high IL and thus low reducible loss. Their IL is high even when the IL model is
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Figure 9.4: Training time for parallelized data selection methods. Wall clock time esti-
mated with Amdahl’s law b) Training times with 10% label noise.

small as noisy labels cannot be predicted well using the holdout set.

Relevant points. We study how often less relevant points are selected by creating
the CIFAR100 Relevance dataset, in which 80% of the data comes from 20% of the
classes. This mimics natural distributions of NLP and vision data where most data
comes from few object classes, topics, or words (Baayen, 2001; Tian et al., 2021).
Concretely, we retain all examples from 20 randomly chosen “high relevance” classes
but only 6% of the examples from other, “low relevance” classes. Intuitively, since
the high relevance classes have higher ptrue(x) and are 17x more likely to appear
at test time, improving their accuracy improves the test accuracy much more than
improving the accuracy of less relevant classes.

The loss and gradient norm methods select more points than uniform selection
from the low relevance classes (Fig. 9.3). In contrast, RHO-LOSS selects somewhat
fewer low relevance points, suggesting these classes have high IL. Since the less relevant
classes are less abundant in the holdout set, both the small and large IL models have
higher loss on them.

Redundant points. To investigate whether methods select redundant points, we
track the percentage of selected points that are already classified correctly. This is only
a proxy for redundancy; points that are classified correctly but with low confidence
are not fully redundant, since their loss can be further reduced. We control for the
different accuracy reached by each method by averaging only over epochs in which
test accuracy is lower than the final accuracy reached by the weakest performing
method. Fig. 9.3 shows that all methods select fewer redundant points than uniform
sampling.

9.4.4 Speedup

Finally, we evaluate how much different selection methods speed up training. Recall
that the main application area for our work is large web-scraped datasets, known for
high levels of noise and redundancy. Clothing-1M is such a dataset (Section 9.4.0). We
also include smaller, clean benchmarks from vision (CIFAR-10, CIFAR-100, CINIC-
10) and NLP (CoLA, SST-2). Finally, we study if selection functions are robust to
the controlled addition of label noise.
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Speedup on clean data. RHO-LOSS reaches target accuracies in fewer epochs
than uniform selection on all datasets (Table 9.2). It also outperforms state-of-the-
art methods by a clear margin in terms of speed and final accuracy. On the challenging
CoLA language understanding dataset, the speedup over uniform selection exceeds
10x. In Table 9.3, we find similar speedups when using no holdout data.

Speedup on noisy data. When adding 10% label noise, batch selection with RHO-
LOSS achieves greater speedups while, as hypothesized, prior art degrades (Table 9.2).
Notably, on noisier data, the speedup over uniform selection grows.

Speedup on large web-scraped data. On Clothing-1M, loss-based and gradient
norm-based selection fail to match uniform selection, suggesting they are not robust
to noise. In contrast, RHO-LOSS reaches the highest accuracy that uniform selection
achieves during 50 epochs in just 2 epochs and improves final accuracy (72% vs 70%).
Notably, this was possible even though the IL model we used has low accuracy (62.2%)
and was trained on ca. 10x less data. RHO-LOSS also used 2.7x fewer FLOPs to
reach the peak accuracy of uniform selection, including the cost of training the IL
model (which could be amortized) and despite our implementation being designed
to save time, not compute. Table 9.2 differs from Fig. 9.1 as Table 9.2 shows only
ResNet-50 and more epochs.

9.5 Related Work

Time-efficient data selection. Forward passes for selection can be accelerated
using low-precision hardware or parallelization. While backward passes typically re-
quire high precision, forward passes can tolerate lower precision (Jouppi et al., 2017;
Jiang et al., 2019). A forward pass by default requires roughly 3x less time than
a forward-backward pass but this speedup can be increased to a factor around 10x
when using the low-precision cores available in modern GPUs and TPUs (Jouppi
et al., 2017; Jiang et al., 2019). Further, prior work uses a set of workers that per-
form forward passes on Bt or on the entire dataset asynchronously while the master
process trains on recently selected data (Alain et al., 2015).

Compute-efficient data selection. While we limit our scope to comparing se-
lection functions and we compute them naively, this choice is inefficient in prac-
tice. Selection can be made cheaper by reusing losses computed in previous epochs
(Loshchilov & Hutter, 2015; Jiang et al., 2019) or training a small model to predict
them (Katharopoulos & Fleuret, 2017; Zhang et al., 2019; Coleman et al., 2020). Al-
ternatively, core set methods perform selection once before training (Mirzasoleiman
et al., 2020; Borsos et al., 2020), although typically with more expensive selection
functions.
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Data selection functions. RHO-LOSS is best understood as an alternative to
existing selection functions, which can be categorized by the properties of points they
select and whether they use information about labels. “Hard’’ points are selected
both by high loss (Loshchilov & Hutter, 2015; Kawaguchi & Lu, 2020; Jiang et al.,
2019) and high prediction uncertainty (Settles, 2009; Li & Sethi, 2006; Coleman et al.,
2020). However, prediction uncertainty does not require labels and can thus be used
for active learning. Despite this, they both suffer from the same problem: high loss
and high uncertainty can be caused by noisy (in particular, ambiguous) labels. This
also applies to selection of points whose labels are easily forgotten during training
(Toneva et al., 2018). Noisy points are avoided by our negative IL baseline and
similar methods (Pleiss et al., 2020; Chen et al., 2019). Points that reduce (expected)
holdout loss are also selected for other applications (Kirsch et al., 2021; Killamsetty
et al., 2020; Ren et al., 2018), although using much more computation.

Variance reduction methods. Online batch selection is also used to reduce the
variance of the gradient estimator computed by SGD (Katharopoulos & Fleuret, 2018,
2017; Johnson & Guestrin, 2018; Alain et al., 2015). Such methods typically use im-
portance sampling—points with high (approximate) gradient norm are sampled with
high probability but then down-weighted in the gradient calculation to de-bias the
gradient estimate. Without de-biasing, methods like RHO-LOSS also create selec-
tion bias. However, bias can improve test performance, both in theory and practice
(Farquhar et al., 2021; Kawaguchi & Lu, 2020).

9.6 Conclusion

To reduce excessive training times, we introduce a theoretically grounded selection
function that enables substantial speedups on clean data and even larger speedups on
noisy and web-scraped data. By illuminating three properties of optimal selection, we
hope to motivate new directions in batch selection. However, our selection function
should be combined with methods in Section 9.5 for cheap and fast selection with
maximal speedups.
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Figure 9.5: NLP datasets—gradient steps required to achieve a given test accuracy (lower
is better). Left: CoLA grammatical acceptibility classification. Right: SST2 sentiment
classification. A step corresponds to lines 5–10 in Algorithm 1. Lines correspond to means
and shaded areas to standard deviations across 4 or more random seeds. Only half of the
data is used for training (see text).

Table 9.3: Epochs required to reach a given target test accuracy when using no
holdout data (lower is better). Final accuracy in parentheses. Results averaged across 2-3
seeds. Best performance in bold. RHO-LOSS performs best in both epochs required and
final accuracy.

Dataset Target Acc Uniform RHO-LOSS
CIFAR10 80% 39 17

90% 177 (90.8%) 47 (92.2%)
CIFAR100 50% 47 22

65% 142 (67.8%) 87 (68.1%)
CINIC10 70% 37 26

80% 146 (80.1%) 70 (82.1%)
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Figure 9.6: Varying the percent of data points selected in each training batch. Average
over 3 random seeds.
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Chapter 10

Disease Variant Prediction
with Deep Generative
Models of Evolutionary Data

As dataset scale has increased, practitioners have had to turn towards ”less clean”
sources of data such as scraping the web. This results in datasets that contain sig-
nificant quantities of noise and repetition, which pose a hindrance to model quality.
In this work, we propose a model-based data selection method that can substantially
improve model quality and reduce the amount of training necessary to reach good
performance.

The following is an excerpt from Frazer et al. (2021) and is published in the
journal Nature. This is work done in collaboration with Jonathan Frazer, Pascal
Notin, Mafalda Dias, Joseph Min, Kelly Brock, Yarin Gal, and Debora Marks. In
this project I contributed to the machine learning methodologies and experiment
design.

The exponential growth in human genome sequencing has underlined the substan-
tial genetic variation in the human population. Understanding the disease relevance
of this genetic variation has the potential to transform healthcare and motivates
the massive investment in the collection of human population genomic information
together with demographics and clinical data such as the UK BioBank (Van Hout
et al., 2020), ChinaMAP (Cao et al., 2020), deCODE (Gudbjartsson et al., 2015).
The access to sequencing has enabled both genetic studies that associate variants
with diseases and more mechanism-based approaches that associate variants with bio-
chemical and cellular phenotypes. However, relating specific changes in the genome
to disease phenotypes remains an open challenge as the number of variants in the hu-
man population dwarfs the number we are able to investigate. Protein coding regions
alone contain large variation between people; to date, 6.5 million missense variants
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Figure 10.1: For each protein, a Bayesian VAE learns a distribution over amino acid
sequences from evolutionary data. This enables the computation of the evolutionary index
for each single-variant sequence, which approximates the log-likelihood ratio of variant vs
wild type sequences. A global-local mixture of GMM separates variants into benign and
pathogenic clusters based on that index. The outcome of the model is both a continuous
score that reflects pathogenicity propensity, and probabilistic assignment to benign and
pathogenic classes below a user-defined uncertainty threshold (Extended Data Figs 1, 3).
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Figure 10.2: a. Distribution of AUC for EVE scores computed over known clinical labels
from ClinVar, on all 3,219 proteins covered by our study (dark blue) and for the subset of
proteins with at least 5 Benign and 5 Pathogenic known labels (pale blue). b. Tradeoff
between accuracy of EVE and the uncertainty threshold (percentage of variants set as Un-
certain) or the total number of variants given a class assignment. Accuracy computed over
all labels for proteins with at least 3 (5 or 10) Benign labels and 3 (5 or 10) Pathogenic
labels. c. Performance comparison of EVE to state-of-the-art computational variant effect
predictors: 7 unsupervised and 8 supervised. Performance estimated against known clinical
labels (average AUC over disease genes in ClinVar – x-axis), and against high-throughput
functional assays developed to assess clinical impact of variants (average spearman correla-
tion – y-axis). (Supplementary Note 2, Extended Data Fig. 4, Supplementary Table 2, 3,
4)
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Figure 10.3: Comparison of computational model predictions (left panels, y-axis EVE
score) and experimental predictions (right panels, y-axis experimental score) to ClinVar
labels (dots) and variants of unknown significance VUS (crosses), where pale red and pale
blue crosses indicate EVE predictions; the x-axis corresponds to position in protein. Dashed
red and blue lines correspond to EVE predictions setting the 25% most uncertain assign-
ments as Uncertain (see Methods). Experimental data from deep mutational scans of P5313,
PTEN19, MSH243, BRCA112 and patch clamp assay of SCN5A14. (Extended Data Fig.
5, Supplementary Table 6).
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Figure 10.4: a) Combining EVE classifications with other sources of evidence. Left
hand-side: ClinVar labels and variants of unknown significance based on gnomAD and
UKBiobank; middle: EVE predictions setting 25% of all possible variants as Uncertain;
Right hand-side: predictions after combining EVE with other sources of evidence (Meth-
ods, Supplementary Table 2). b. Heatmap of EVE pathogenicity scores in SCN1B. c. and d.
Representations of 3D structures of SCN4A/SCN1B (PDB 6agf38) and MSH6/MSH2 bound
to ADP and a G T mispair (PDB 2o8b41), colored by mean score per position (SCN4A,
MSH6, MSH2) and maximum score per position (SCN1B). Clusters of high pathogenicity
in 3D include the pore region of SCN4A, hydrophobic core of SCN1B (positions 40, 57, 117,
119, 121), c-terminus alpha-helix of SCN1B and interface with SCN4A, ADP binding site
of MSH2 (such as D748N/V/H, K675E, S676L, T677R) and DNA binding site of MSH6.

106



have been observed (gnomAD (Karczewski et al., 2020)) and the consequences of the
vast majority (98%) of these, even in disease related genes, are unknown (Landrum &
Kattman, 2018). It is estimated that there will be a variant for every protein position
(bar lethal) somewhere in the 9 billion human population.

Given this challenge, new experimental technologies have emerged that can assess
the effects of thousands of mutations in parallel (sometimes called Deep Mutational
Scans DMSs or Multiplexed Assays of Variant Effects MAVEs) (Esposito et al., 2019;
Trenkmann, 2018). The results of these high-throughput experiments are then scru-
tinized by expert panels such as ClinGen (Richards et al., 2015) for assigning clinical
interpretation to human variants. However, these technologies do not easily scale to
thousands of proteins, especially not to combinations of variants, and depend crit-
ically on the availability of assays that are relevant to or at least associated with
human disease phenotypes.

Ideally, computation could also accelerate clinical variant interpretation. However,
state-of-art computational methods are supervised on clinical labels in a way that
causes inflated accuracy in real-world prediction scenarios. This inflated performance
results from variant aggregation across genes (label bias), label sparsity, label noise
(Findlay et al., 2018) and data leakage (Gudbjartsson et al., 2015). It is hardly
surprising, therefore, that there is some hesitation to use computational methods
for anything but “weak evidence” for variant classification, as in the guidelines from
The American College of Medical Genetics and Association for Molecular Pathology
(ACMG-AMP) (Richards et al., 2015). By contrast, unsupervised probabilistic models
of evolutionary sequences alone have been remarkably successful at predicting the
effects of variants on protein function and stability (Hopf et al., 2017; Marks et al.,
2011; Hopf et al., 2014; Lapedes et al., 2012) and are fundamentally generalizable as
they avoid learning from labels. However, there has been little progress in developing
these models to address disease relevance since early pioneering efforts (Vaser et al.,
2016; Reva et al., 2011).

In this work we revisit the clinical value of evolutionary information in light of
recent developments in unsupervised generative modelling. We introduce EVE (Evo-
lutionary model of Variant Effect), a new computational method for the classification
of human genetic variants trained solely on evolutionary sequences. We show that
EVE outperforms current state-of-the-art computational methods at predicting vari-
ant pathogenicity (without the risk of overfitting clinical labels), and is surprisingly
as accurate as predictions from high-throughput experiments.

10.1 Predicting pathogenicity from evolution

Our method – EVE – learns the propensity of human missense variants to be pathogenic
from the distribution of sequence variation across species (Fig. 10.1). In a first step,
we capture constraints from natural sequences across evolution, including complex

107



dependencies between positions, by learning the distribution of amino acid sequences
for each protein using an expressive deep generative model, a variational autoencoder
(VAE) (Rezende et al., 2014; Kingma & Welling, 2013). VAEs have been successful
in learning complex high-dimensional distributions across multiple domains including
protein function prediction (Methods). For each human protein of interest, a Bayesian
VAE is trained on a multiple sequence alignment retrieved by searching 250 million
protein sequences in UniRef (Suzek et al., 2015) (Methods, Supplementary Table 1).
After training on evolutionary sequences, we estimate the relative likelihood of each
single amino acid variant with respect to the wild type – what we call the “evolution-
ary index” – by sampling from the approximate posterior distribution learned by the
VAE. We performed a thorough architecture and hyperparameter search to ensure
stability and performance across proteins, and demonstrate its superiority over prior
methods (Extended Data Fig. 2). When comparing this evolutionary index against
clinical labels, the value that separates pathogenic from benign labels is remarkably
consistent across proteins (Extended Data Fig. 3a), suggesting we may use unsuper-
vised methods to infer pathogenicity. Therefore, in a second step, rather than using
(semi-)supervised learning to map scores to label categories, we fit a two-component
global-local mixture of Gaussian Mixture Models (GMM) on the distributions of evolu-
tionary indices for all single amino acid variants across proteins (Methods, Extended
Data Fig. 3b). The output of this process is both the EVE score – a continuous
pathogenicity score defined over the interval [0,1], with zero being most benign and
one being most pathogenic – and class assignments. For these assignments, we use
the predictive entropy of the GMM as a measure of classification uncertainty, and bin
variants into one of three categories: Benign, Uncertain or Pathogenic (Methods).

We apply EVE to a set of 3,219 human genes that have been associated with
disease in ClinVar (Landrum & Kattman, 2018) (Methods). Our model is predictive
of clinical significance for all labeled variants across all genes (average AUC 0.91,
Fig. 10.2 b, Supplementary Table 2) including 60 “clinically actionable” genes (Kalia
et al., 2017) (average AUC 0.92 Extended Data Fig.4a). Furthermore, the perfor-
mance of EVE is robust to the number of labels per protein (Fig. 10.2 b) suggesting
generalizability to genes with less (or no) annotation, as we would expect from an
unsupervised approach.

EVE outperforms all supervised and unsupervised methods at predicting known
clinical labels (Fig. 10.2 c, x-axis, Supplementary Table 3). This is despite a large
fraction of these labels being used in training the top performing methods, as well
as, in some cases, being used extensively in defining labels. As a second benchmark
which avoids some of these circularities, we compare the model predictions against
40k experimentally measured variants across 10 proteins (Methods). Since these ex-
periments are, in principle, independent of the ClinVar labeling process, we expect
this benchmark to provide a less biased estimate of performance, albeit for a compara-
tively smaller number of proteins. On this benchmark EVE outperforms all methods
(Fig. 10.2 c, y-axis, Supplementary Table 4) including meta-predictors (Extended
Data Fig. 4b, Supplementary Note 2, Methods).
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Since the consequence of variant classification significantly varies from one gene
to another, an important feature of our method is the ability to assign a degree of
uncertainty to the prediction, allowing a trade-off between predicted accuracy and
coverage of variants. Setting aside an increasing number of variants as “Uncertain”
enables to reach higher accuracy over the variants that we do classify as Pathogenic
or Benign. For instance, excluding the 25% of most uncertain variants results in an
accuracy of 90% for Pathogenic and Benign classifications (Fig. 10.2 b, Supplemen-
tary Table 2). In practice, we envision researchers deciding on specific trade-offs on
a gene-by-gene and use case basis.

10.2 EVE as accurate as experimental prediction

We now ask whether our computational predictions are as accurate as experimental
predictions. For the five genes with a large number of high-quality labels in ClinVar
(BRCA1, P53, PTEN, MSH2, SCN5A) the overall performance of EVE at predicting
clinical significance is as good as, or better than, that of the DMS experiments that
were specifically designed to predict pathogenicity (Findlay et al., 2018; Glazer et al.,
2020; Giacomelli et al., 2018; Mighell et al., 2018; Jia et al., 2021) (Fig. 10.3, Extended
Data Fig. 5, Methods). For instance, for P53, EVE predicts near perfect separation of
benign and pathogenic variants for the whole protein in contrast to the experimental
predictions (Giacomelli et al., 2018) that are weaker in the tetramer domain (from
position 300 to end). For SCN5A (associated with Brugada syndrome34 and long QT
syndrome35) R814Q is predicted by EVE as pathogenic but is seen as near wild-type
in the experiments from Glazer et al. Glazer et al. (2020) suggesting that evolutionary
data contains information about gain of function and supports the known genetics35.
EVE also has marginally better performance than experiments on a larger set of genes
that have fewer high-quality labels (Methods, Extended Data Fig. 6, Supplementary
Table 5, 6).

Since EVE and MAVEs are independent sources of evidence, comparison of their
results may help evaluate the clinical labels themselves. Across MSH2, PTEN and
P53, 23 of the 27 variants (85%) where the EVE score disagrees with ClinVar, MAVE
experimental data supports the EVE classification. Both EVE and experiments sup-
port a benign score for variants R337H and R337C in P53, S554N/T, D660G and
I774V in MSH2, and 15 variants in PTEN score where ClinVar has Pathogenic labels.
Similarly, both EVE and experimental assays support a pathogenic clinical effect
where ClinVar has Benign labels for G759E and E198G in MSH2 (the pathogenic as-
signment of the latter is further supported by new experimental data (Bouvet et al.,
2019)). An obvious caveat where concordance between functional assay prediction
and EVE may be misleading is the case of functional RNA, e.g. splice variation (Jia
et al., 2021).

Taken together, our analysis shows that EVE prediction performs as well as pre-
dictions from high-throughput experiments, suggesting it may be beneficial to focus
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experimental efforts on genes where EVE does not perform well (Supplementary Table
7).

10.3 Predictions for 36 million variants

We provide both continuous EVE scores and class assignments for the 36 million
single amino acid variants across the 3,219 disease associated genes. Of these variants,
1.3M have been observed in at least one human to date (UK Biobank (Van Hout et al.,
2020) and gnomAD (Karczewski et al., 2020); Methods), but only about 3% have any
clinical interpretation in ClinVar (Fig. 10.4 a, left). The EVE class assignments,
after dropping the 25% most uncertain variants to keep accuracy at 90%, provide an
interpretation for 27 million variants in total and over 800k ( 64%) of the variants
seen to date in humans (Fig. 10.4 a, middle, Methods).

The continuous scores for all single amino acid variants provide a complementary
picture to that of class assignments. The distribution of EVE scores within proteins
highlights clusters of high pathogenicity, following trends that might be expected
by functional importance, such as hydrophobic cores, and ligand-binding and active
sites. For instance, many variants with high EVE scores in the SCN4A/SCN1B ion
channel complex (PDB 6agf38) lie at the complex interface, line the SCN4A pore
and the hydrophobic core of SCN1B (Fig. 10.4 b,c). For the mismatch DNA repair
complex MSH2/MSH6 (associated with Lynch syndrome39 and 20% of sporadic
cancers (Peltomaki, 2003)), EVE pathogenic signals are strong for variants proximal
to the bound ADP and DNA (2o8b41) where clinical labels are sparse (yet observed
in the population) (Fig. 10.4 d).

10.4 Combining EVE with other evidence

EVE provides a single source of evidence, making it ideal for combining with other, or-
thogonal sources of evidence (as is typically performed by expert panels, e.g. ClinGen
(Richards et al., 2015)). To illustrate this, we combine our model class assignments
with population data from gnomAD (Karczewski et al., 2020) and other forms of
existing evidence. This results in 256k variants with no previous clinical interpreta-
tion for potential reclassification, and another 539 variants that contradict current
ClinVar status for which we find independent supporting evidence. Examples of the
latter include MSH2 variants described above, and P53 variant R337Q (Methods, Fig.
10.4 a, Supplementary Table 8).

Being unsupervised also opens the door to a more refined approach where the
strength of evidence provided by the model may be allowed to vary on a gene-by-gene
basis, in close analogy with recommendations for functional assays42. This offers a
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clear advantage over supervised methods. For example, if we consider the 1,000 genes
with at least 10 labels for validation, a supervised method (using a 90% train, 10%
test, random split) leaves only 50 proteins on which to test (Extended Data Fig. 7).

10.5 Discussion

It has long been appreciated that looking at the patterns of sequence conservation
across species can yield insights into the consequences of variation within a species
(Lewontin; Kreitman, 1983) including insights into human variants and disease asso-
ciation45. By bringing together recent developments in machine learning with the
rapidly increasing amount of sequencing data from diverse organisms, we can extract
more precise statements than previously realized and on a sufficiently large scale to
be able to impact our sum knowledge of the clinical significance of variants. All data,
results and code are available at or linked from evemodel.org (Extended Data Fig. 8)
which will be regularly updated with new genes.

We have demonstrated that deep generative models trained on sequence align-
ments alone achieve state-of-the-art performance on variant classification and do so
while avoiding the issues that typically impact supervised methods. This not only
leads to better generalization guarantees but also provides a source of evidence which
is independent and complementary to other large-scale efforts (e.g. population data
from biobanks) and yields an order magnitude gain of scope when validating on a
gene-by-gene basis. Although we do not know precisely how the constraints learnt
from the sequences relate to disease, we observe performance on a par with functional
assay in predicting pathogenicity. This suggests that expert panels could subject our
method to similar scrutiny for classification as experiments like MAVEs.

The primary advantage of our approach over experimental approaches is significant
gain in scope at a negligible fraction of the cost. An appealing prospect is that our
method may be useful in guiding future experimental efforts, essentially acting as a
means of identifying which variants and which genes would be most informative to
probe (Supplementary Table 7).

There are important challenges in assessing missense variants that are not covered
in this report. First, is the heterogeneity of disease presentation; we know that
different variants of the same gene, and even the same variant, can lead to different
disease severity or even different diseases, aspects that will be masked by the use
of simple discrete pathology categories. Although we expect that the continuous
EVE score, as opposed to the discrete classifications, may be useful to predict disease
severity, this remains speculative and does not account for entirely different disease
presentations from variants in the same gene. Secondly, this current work does not
explicitly address the effect of combinations of variants. Since humans have on average
12% of their genes with two or more variants compared to a reference genome, albeit
not necessarily in the same chromosome, this will be an important consideration. For
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the “ACMG actionable genes” there are 21k distinct pairs of variants in the same
gene, occurring 1.5 million times (UK BioBank (Van Hout et al., 2020); Methods,
Extended Data Fig. 9, Supplementary Table 9).

We conclude with a remark on biodiversity. Our analysis is one small but unusually
direct demonstration of how the diversity of life on Earth benefits human health.
Our models make use of data from over 140k organisms. Of these we identified 17k
organisms which are on the International Union for Conservation of Nature’s (IUCN)
Red List of Threatened Species (Iucn) including 1,301 classified as vulnerable, 1,148
endangered, 548 critically endangered, 10 extinct in the wild and 21 extinct organisms.
The progressive disappearance of species is a threat to the diversity upon which this
work is built.
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Chapter 11

Conclusion

Artificial intelligence stands to be among the most impactful human technologies. Effi-
cient automation of intellectual work will unlock an immense acceleration in scientific
discovery, medicine, and economic output. Today, the most promising effort towards
compelling artificially intelligent systems is the scaling of large neural networks and
the data that trains them.

As part of a meta-trend in machine learning research that has seen methods that
scale flourish (Sutton, 2019), the work in this thesis strives to contribute insights and
methods that aide practitioners as they continue to pursue ever larger models and
ever more data.

I hope that these methods – or work derived from them – increases the speed
at which we are able to acquire compelling artificial intelligence, and I hope that
this technology contributes to a world where all illnesses are treatable to great effect,
where all humans have access to fulfilment and an abundance of resources, and where
all beings are able to meaningfully contribute to the flourishing of intelligent life in
our universe.
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