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Abstract

Motivation: The greatest challenge for microgrid deployment is making energy
affordable, especially in remote low-income communities. This thesis answers
the following research question:

Can digital communication reduce the price of electricity for an islanded
low voltage microgrid and if so, can broadband powerline communications
meet microgrid control requirements?

Approach: This study conducts a cost-benefit analysis of the addition of a field area
network to a microgrid. Broadband powerline communication is selected as a candi-
date technology and tested on various microgrid networks to determine its suitability.
Results: The main contributions of this study are:

A demand-side management strategy and unsubsidised cost reflective
tariff structure for rural microgrids in the developing world.

A cost-benefit analysis that shows the addition of a low bit rate, medium
latency communication system (1 kbps per customer, 100 ms) may reduce
the levelized cost of energy by 32%.

A performance evaluation of broadband HomePlug powerline communi-
cations for microgrids which shows the Homeplug AV2 has a range of
600 m and functions well on complex radial distribution networks.

Conclusion: Investment in a minimally capable communication system has
significant economic benefit to both customer and utility by enabling smart grid
services such as automatic meter reading and demand side management. Since
communication technologies share similar bit rate and latency capabilities and are
similarly priced, the technology choice is driven more by microgrid geography,
complexity, availability and reliability. Powerline communications require no
additional cable, but boast reliability similar to dedicated cable solutions. The
HomePlug AV meets bit rate and latency requirements, is affordable, reliable,
simple and widely available around the world. This study concludes it is a solid
candidate for low voltage islanded microgrids.
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1
Introduction

Global energy demand continues to rise with modernization, especially in developing

nations. Despite progress in the past decade, 1.3 billion people remain in poverty

and 940 million still live without electricity, relying primarily on carbon-based

fuel sources for heating and lighting [1], [2]. Procurement of these fuels for rural

residents is time intensive, leads to ecosystem loss and causes systematic health

problems. Lack of access to clean and sustainable energy remains an impediment for

rural communities in the developing world. The definition of electrification per the

International Energy Agency (IEA) is binary and conveys minimum access to basic

services such as lighting, phone charging and television or radio. However, even

those that are considered "electrified" may not enjoy continuous service and often

lack sufficient levels of power for productive uses [3]. The degree of development

is proportional to the quantity and quality of energy access.

1.1 Defining electricity access

The non-profit organization Sustainable Energy for All (SE4ALL) characterizes

access to electricity with a multi-tier spectrum where Tier 0 illustrates no electricity,

to a modern service, round-the-clock availability at Tier 5 as detailed in Table 1.1 [3].

1
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Table 1.1: Electricity Access Service-Value Tiers

Tier Min Min Min Service description
capacity daily night
rating service service

(hours) (hours)
1 3 W 4 1 one light, phone charger,
2 50 W 4 2 . . . additional light, TV, fan,
3 200 W 8 3 . . . small fridge, computer, slow cooker,
4 800 W 16 4 . . . kitchen appliances, small machines,
5 1.2 kW 23 4 . . . large machines, electric cooking,
6 10 kW 24 12 . . . EV, electric heating

The customer-oriented tiers in Table 1.1 define the necessary energy supply

required to deliver certain services. Conventionally, higher tiers of access are

achieved through macrogrid systems: large, centralized generation power stations

that distribute electricity to customers via extensive and expensive transmission

line networks. However, modern energy access does not have to come from such

macrogrids and, in many situations (e.g., rural communities in the developing world),

such an approach can be unjustifiably expensive and logistically challenging due

to long or rugged transmission routes. Alternatively, generation and distribution

can be decentralized and localized through microgrids.

The African continent is the most solar-rich on earth and photovoltaic (PV)

generation will play a major role in meeting rising demand that is projected to

quadruple in the sub-Saharan Africa (SSA) region by 2040 [4]. Around 15 million

Africans are now electrified via 1500 operational microgrids (with 4000 more in

planning), the majority of which are powered by PV due to an 80% drop in solar

module prices in the past decade [5], [6]. Millions more (e.g., 47 million Kenyans)

have limited energy access through prolific Tier 1 and 2 solar home systems (SHS) [5].

These alternate decentralized solutions provide the most cost-effective method to

extend reliable electrical services to the remaining unelectrified rural and peri-urban

Africans by 2030 [4]. The IEA suggests a massive deployment of microgrids and

SHS to 370 million Africans [4]. Furthermore, investment in the African power

sector would need to double even to minimally achieve the SE4ALL electrification
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goal [4]. Therefore, the ultimate challenge lies in finding innovative methods to

finance expensive infrastructure in regions of extreme poverty.

1.2 Defining Microgrid

A microgrid is a self-contained power system distributing electricity to a community

of loads from one or more local distributed energy resource (DER) [7]. DERs

include non-dispatchable generation (e.g., PV, wind), dispatchable generation (e.g.,

diesel generator), and storage assets. This thesis focuses on islanded microgrids, i.e.,

microgrids with no grid-tie connection to a macrogrid. Islanded microgrids must

source all their energy internally and so the quantity and mix of the generation must

be chosen carefully to provide the desired power availability at acceptable cost. In

many cases, the generation is not dispatchable and dispatchable generation is either

not available, or expensive per unit of electricity produced. An islanded microgrid

must manage supply and demand, firstly to avoid the collapse of the network

because of over-loading, and secondly to maximise the use of non-dispatchable

generation by encouraging load to correspond with generation output.

Despite the attractiveness of microgrids as a means to address the electrification

challenge, the reality remains that microgrids are expensive. Energy system

development requires large upfront capital investment with financial break-even

lifetimes of 10-30 years [8]. This investment can be covered by public funds or

financing, and unless covered by philanthropy, costs and profit margin overhead are

ultimately amortised to the customer. To maximize the reach of electricity service,

cost per unit of energy must be below willingness-to-pay (WTP) thresholds and

sustainably affordable for low income customers. In remote rural communities that

live below poverty lines, this can be extremely difficult. Technological advances

and mass manufacturing continue to lower energy system hardware costs. Further

cost reductions are available by:

1. Increasing the capacity factor of hardware, by

(a) shifting demand in time to better match availability of generation,

(b) improving the accuracy of plant sizing.
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2. Reducing the peak-to-average demand ratio.

3. Reducing maintenance costs.

Microgrid communication can enable these cost reductions by facilitating improved

metering and control. While communication is not essential for microgrid operation,

it tends to enhance performance because it can be used to notify loads about the

instantaneous availability of generation. The literature is replete with analysis

of microgrid communication technologies and techniques, still there is yet a cost-

benefit analysis to evaluate whether adding a communication system to a microgrid

is justified, i.e., a communication system can provide an internal rate of return

(IRR). The decision depends on many factors, and in some situations the additional

complexity of a communication system is not economical, necessary or desirable.

1.3 Defining Demand-Side Management

Traditionally, power generation is designed to meet demand. However, demand-side

management (DSM) aims to reverse this perspective by manipulating the load

in order to curtail the need for increased generation capacity. The backbone of

DSM is remote load monitoring or advanced metering infrastructure (AMI). AMI

is the physical equipment necessary to perform automatic meter reading (AMR).

The smart meter is the fundamental building block of AMI. An electricity meter

becomes a smart meter with the addition of digital communication. Smart meters

facilitate four DSM categories [9]:

1. spinning reserve (SR)

2. physical demand response (DR)

3. market demand response

4. energy efficiency (EE).

These techniques define interactions between the utility (microgrid manager/electricity

provider) and the customer. Appropriate implementation can reduce system capital

and operational costs and hence, the amortised levelized cost of energy (LCOE,

United States dollar (USD) per unit of energy, $/kWh). DSM is accomplished

using coordinated actions between the primary, secondary, and tertiary levels of
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microgrid control which range from short term to long term energy management

[10]. The degree to which a meter is "smart" can vary depending on its technological

capability and the goals of the microgrid DSM strategy. SR are instantaneous control

reactions to maintain microgrid stability triggered by voltage or frequency deviations.

Physical DR are utility interventions to prevent energy shortages. Market DR are

tariffing methods to incentivise certain consumption patterns. Using EE strategies,

the utility educates the customer of consumption habits and microgrid status to

spur efficient consumption decisions.

1.4 Defining Communication

Communication here means the transfer of data from one microgrid component

to another or to the utility either manually, by the customer, or automatically by

wired, or wireless mediums. Although many of the concepts presented hereafter

may apply to grid-tied microgrids, this thesis concentrates on low voltage (LV)

microgrids limited to approximately 1 km geographic radius. Such microgrids

will tend to use a single common distribution voltage and, if communication is

implemented, a single common Field Area Network (FAN) as illustrated in Fig.

1.1. The FAN communicates between DERs, electricity meters, and the energy

management system (EMS) and requires a long-range (> 10 km) wide area network

(WAN) backhaul to connect the microgrid to the utility’s supervisory control and

data acquisition (SCADA) system [11].

A FAN is a link between the microgrid EMS and the smart meter. The example

FAN in Fig.1.1 is organized in a bus network topology implying the use of powerline

communications (PLC). There are various FAN topologies and technology options.

The two basic mediums for FAN communication are wired and wireless. Without

a backhaul, the utility would have to extract FAN information by sending utility

personnel to the site, and particularly for small, remote, autonomous microgrids,

removing the need for permanent or regular on-site personnel and associated

expenses is desirable.
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Figure 1.1: Example of microgrid with FAN. The FAN communicates between DERs,
smart meters, and EMS to transfer data between microgrid components. Communication
between the microgrid and the utility SCADA (or macrogrid) occurs through a WAN
(or backhaul link). The example FAN is configured in a bus network topology following
the power lines which implies the use of PLC on a radial power distribution feeder. The
presence of an EMS implies centralized control.

1.5 Powerline Communication

The popularity of PLC has historically varied; however, it continually induces

appeal due to the ubiquitous pre-existence of vast networks of powerline cables

that electrify the modern world. PLC promises digital communication over a ‘free

medium’, similar to wireless technologies, whilst offering reliability like other wired

communication technologies. Three frequency ranges are commonly used for PLC:

ultra-narrow band (UNB: < 3 kHz), narrowband (NB: 3 − 500 kHz), and broadband

(BB: > 1 MHz) [12]. Following the HomePlug Alliance initial standards release in

2001, there has been steady interest in PLC modelling and implementation in a

variety of applications. Much of the first wave of interest concerned BB internet

access whereas more recent research mainly concentrates on smart grid applications,

meaning the connectivity of power systems for distribution automation, AMI, DSM,

distributed power electronics control, energy management, and data harvesting [12],
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(a) (b)

Figure 1.2: HomePlug PLC devices. a) dLAN GreenPHY module [14] b) TP Link
AV500 [15]

[13]. This study compares the HomePlug Green PHY (GP) and HomePlug AV (AV),

two BB off-the-shelf products in Fig. 1.2, as quick solutions for microgrid developers.

BB PLC technologies (e.g., HomePlug, G.hn) rose with the societal dependence

on internet in the mid-2000s and was heavily explored as an access solution to

compete with other ‘last mile’ wired technologies (e.g., DSL, coax, fibre). WiFi

dominates the home and business internet market, primarily because PLC must

contend with a much noisier channel that cannot deliver comparable and stable

bit rates in buildings with dynamic loads such as power electronically controlled

motors. However the AV has had great success as an indoor internet extender

in situations where other technologies fail to satisfy network requirements (e.g.,

difficult to reach rooms within a building). Consequently, devices implementing the

AV technology can be found all over the world at affordable prices. Recently, PLC

solutions have reemerged as a potential solution for the smart grid. Most smart

grid applications only require NB capabilities with bit rates less than 1 kbps and

latencies less than 100 ms [16]. Although BB PLC solutions far exceed the bit rate

and latency requirements for microgrid control, it is chosen as a viable candidate

because of its plug-and-play simplicity and ubiquitous availability. Additionally, as

the number of sensors, sample frequencies, and controllable devices increase, BB

bit rates may become necessary. Furthermore, many smart grid structures aspire
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to integrate all devices into cloud-based, internet-accessible control centres. BB

communication solutions customarily utilize IP-based protocols making them a

good candidate to be integrated in cloud infrastructure [17].

Powerlines are designed for the transmission of power rather than information

and therefore offer a problematic environment for digital communications. Cables

intended for communication are geometrically designed to have standardized

characteristic impedances (e.g., 50 Ω or 75 Ω). In addition to the standard challenges

inherent to any communication medium (e.g., attenuation, dispersion, distor-

tion), powerline cables can have non-homogeneous dielectrics and non-standard

characteristic impedances that cause frequency dependent reflections. Powerline

networks are difficult to model due to their often complex branching structures

and because generators and loads may dynamically/unpredictably connect and

disconnect, changing the electrical behaviour of the network over time. Generators,

power converters, and dynamic loads inject broad- and narrow-band noise into

the powerline. Ambient noise from nearby radio-electric systems can cause further

electromagnetic interference (EMI). Therefore, powerlines are highly variable com-

munication channels, and so channel models must depend on transmission band,

cable type, network configuration, and load characterization.

Most PLC research focuses on modelling the harsh powerline communication

medium to best predict performance. Methods fall into two main categories: top-

down models based on measurements of the channel, and bottom-up models based on

analytical characterisation of the channel using the transmission line model (TLM)

[18]. The powerline channel can be modelled as a TLM element in a two-port network

and measured using scattering parameters (s-parameters) with a vector network

analyser (VNA). Two-port elements cascaded together form complex networks.

Network models can predict PLC performance on a given microgrid architecture.

1.6 The microgrid laboratory testbed

This thesis was supported by the Robust Extra Low COst Nanogrids (RELCON),

a collaborative research project aimed to electrify a rural community in Kenya [19].
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Motivated by the United Nation’s Sustainable Energy for All (SE4ALL) initiative

and the electrification policy priorities of African governments, the goal of the

RELCON project was to develop and deploy off-grid Tier 3 microgrids at the

cost of current Tier 2 systems with the option to connect to a wider grid. There

exists a stark correlation between access to electricity and human welfare indicators

[20]. The RELCON team consisted of researchers at the Universities of Oxford

and Cardiff, social scientists at the Cooperative University of Kenya (CUK), and

advisors at the Kenyan Power and Light Company (KPLC) and energy company

Tropical Power. The RELCON system was designed as an entry-level power system

for an unelectrified rural community. Deployment of a ten-home trial system was

scheduled for early 2020 to an unelectrified village southeast of Nairobi, Kenya

but was delayed multiple times and eventually cancelled due to COVID. Still, the

microgrid serves as the laboratory test-bed to develop the contributions found in

this study. A full system description will follow in Section 3.4.

1.7 Contributions

This study answers the following questions that face microgrid developers:

1. How does integrating a communication system in the microgrid design reduce

both capital and operating costs?

2. What are the costs and benefits of adding a digital communication system to

the microgrid?

3. What are the minimum capabilities that a microgrid communication sys-

tem must have (bit rate (bps) and latency (ms)) to meet various service

requirements?

4. And lastly, is powerline communication (PLC) a competitive technology com-

pared to dedicated wires or wireless to meet the communication requirement?

The first contribution of this work is a DSM strategy for an unsubsidised islanded

LV microgrid for an unelectrified remote rural village. The approach is threefold.

First, customers pay a fixed monthly fee for a maximum power rating subscription.

This effectively operates as a form of physical DR curtailment where customers’
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peak power is capped. But the subscription principally serves as a method of

facilitating low-income access by offering a range of power ratings for various income

levels whilst simultaneously providing flexibility for future energy growth. Second,

market DR is accomplished with a two-period time-of-use (TOU) tariff. During the

period of high DER production, energy is free. Energy during the low production

period is charged at a high rate to incentivise energy consumption during high

production periods and reduce storage usage. Third, EE initiatives are accomplished

through an in-home display (IHD) to educate customers about the microgrid status

and their consumption, including potential SR and physical DR forecasts. This

empowers new electricity users to learn the true cost of energy, understand the

limitations of the microgrid, and to make consumption decisions that will maximize

their access. These DSM measures increase system longevity, reduce system cost,

and ultimately reduce the LCOE for the customer [19].

The second contribution of this thesis is a cost-benefit analysis of adding a FAN

digital communication system to a microgrid, the potential service value added to

the grid from that addition, and the limit of services available without it. Just

as energy access can be quantified in tiers as in Table 1.1, this thesis quantifies

the following in the context of a LV islanded microgrid:

1. services available to a microgrid customer through the addition of a particular

communication bit rate,

2. technology requirements for a given bit rate,

3. cost of a microgrid FAN, and

4. benefits (if any) achieved at each bit rate level.

The investigation concludes that upon investment in a minimally capable communi-

cation system (< 100 ms latency, > 1 kbps), multiple high impact services become

possible, such as AMR and DSM, reducing the LCOE by 32%. FAN hardware costs

for this capability depend on technology, but range between $0-$33 per customer.

When this cost is amortised over the microgrid lifetime, the additional cost becomes

almost irrelevant. As the capability of the communication system increases above

10 kbps there occurs a point of diminishing returns where the capability of the
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communication system does not yield further reductions in LCOE due to increased

hardware and data costs. Since the various technologies available to meet this

minimum capability are similar in cost and capability, the selection becomes more

nuanced, based on other factors such as microgrid geography and hardware and

software complexity, availability and reliability [16].

The last contribution of this thesis is to model and empirically evaluate the

viability of two commercially available BB PLC technologies for digital communica-

tions in a LV microgrid. The HomePlug GP and AV2 are compared to evaluate their

capability and affordability as a communication solution for microgrid developers

[21]. This study synthesizes the PLC modelling literature to suggest a bottom-

up analytical distributed element TLM as a tool for microgrid developers to

quickly determine if a particular powerline configuration will be conducive to

BB PLC functionality. The model is based on the two-wire TLM building block,

but also incorporates proximity effects from multiconductor theory and frequency

dependencies of dielectric insulation materials to better predict attenuation at high

frequency. The model is validated with s-parameter measurements of the RELCON

testbed. The study reveals that despite the GP’s intention to be a tailored solution

for smart grid applications, it cannot compete with the performance, availability,

and affordability of the AV2 technology. The GP functions well on dedicated star

feeders up to 450 m in length and on radial feeders with long branches. However,

functionality is unreliable with short branches. Attenuation due to the powerline

channel must be less than −60 dB at 30 MHz and any notches in the full path

frequency spectrum must not extend below −70 dB in depth. The AV2 can connect

reliably up to 600 m and functions well on most conceivable network architectures.

Attenuation due to the powerline channel must be less than −122 dB at 68 MHz

and mean signal-to-noise ratios must exceed 1.0 [22].

1.8 Outline

The thesis is organized into the following chapters: first, Chapter 2 contains a

literature review of the major topics under investigation (electrification, microgrids,
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DSM, microgrid communication, and PLC).

Chapter 3 introduces the three levels of microgrid control and expounds on

how the levels are used to implement the four DSM strategies. The various

communication methods for AMR and market DR tariff structures are systemat-

ically developed and their communication requirements defined. The RELCON

electrification project is described. A DSM strategy for an unsubsidised remote

rural LV islanded microgrid is proposed.

Chapter 4 provides a techno-economic analysis of microgrid communication

to determine if adding a digital communication system to a microgrid is worth

the cost and complexity. It incorporates the communication requirements derived

from Chapter 3 and conducts a thorough comparison of various wired and wireless

technologies that meet those requirements. It culminates with a case study to

illustrate the cost-savings achievable through microgrid communication based on

the real-world RELCON project.

Chapter 5 overviews transmission line theory and s-parameters. These are

used to build a bottom-up analytical powerline model from the cross sectional

geometry of the cable. The model incorporates proximity effects learned from

multiconductor transmission line theory and frequency dependent dielectric material

behaviour to accurately predict signal attenuation at high frequency. The model

is validated with s-parameter measurements taken with a 2-port VNA on the

RELCON laboratory testbed.

Chapter 6 contains the experimental results of BB HomePlug GP and AV2

performance tests on various network structures. The modified two-wire TLM from

Chapter 5 is validated by VNA s-parameter measurements and used to predict PLC

performance on various networks. It is proposed as a quick and simple tool for

microgrid developers to determine the functionality of BB PLC on a given network

topology. Suitability of BB PLC for microgrid communication is stated.

Lastly, Chapter 7 offers concluding remarks and opportunities for further re-

search.
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Literature Review

The United Nations (UN) Human Development Index (HDI) considers life ex-

pectancy, education, and gross national income to assign a percentage score

communicating the general quality of life to a nation [1]. There exists a stark

correlation between access to electricity and these development indicators [20]. The

IEA definition of electrification falls somewhere between Tier 1 and 2 as defined

in Table 1.1. Tier 1 and 2 systems still have capacity to extend work hours,

provide educational opportunity, enable welfare activities and foster participation

in modern commerce through information and communication technology (ICT).

However, more substantial advancement occurs at Tier 3 and beyond with machine

loads, refrigeration and heating to spur income generation through industry, food

production and conservation, and climate control [3]. Higher tiers can also support

community infrastructure like street lighting, sanitation systems, health facilities,

public spaces, schools and marketplaces [3]. Up to three billion people lack modern

energy services (≥ Tier 4) that enable socioeconomic transformation [3]. Tier 3

generally coincides with an HDI of 0.6 which exceeds the current Kenyan average

of 0.58 [1], [20].

Energy deficiencies are most apparent in rural SSA where governments, non-

governmental organizations (NGO) and entrepreneurs alike struggle to provide

sustainable electricity to 55% of its citizens, many of whom are scattered in sparsely

13



14 2. Literature Review

populated corners of the continent [4]. There also remain an estimated 95 million

sub-Saharan Africans living “under the grid” who are unable to access grid electricity

service due to high connection fees [23]. Electricity theft is common in such areas,

aggravating power quality issues, increasing risk of electrocution and mounting

financial stress on utility companies [3]. National grids cover primarily urban areas

and deliver low quality power, prone to frequent outages. Universal access to

modern energy by 2030 is one of the UN initiatives to continue lifting families

from debilitating poverty. It is estimated to cost a lofty $890 billion (ten times the

GDP of Kenya) and will require a multifaceted approach capitalizing on multiple

energy and funding resources [3]. Much of this investment will need to occur in

Africa and will inevitably include fossil fuels, centralized generation and traditional

national power grids. Yet rapid progress must also include decentralized approaches

and renewable resources such as solar, wind, hydro, and biomass. For example,

Kenya has electrified one million people per year since 2013 through aggressive

governmental initiatives, favourable import structures, flexible energy policy and

nationwide support of mobile money banking. Such an environment has enabled

private and governmental energy entities to collaborate and experiment with various

business models, generation sources and grid structures [4].

Aggressive electrification goals require the inclusion of decentralized solutions like

off-grid microgrids. Solar and battery prices continue to fall and supply structures are

now well established. Automated tariff collection through mobile money combined

with smart metering to remotely monitor consumption can lower operating costs.

Since SSA has abundant solar irradiance, PV microgrids have become the default

choice for energy generation. Microgrid development has advanced beyond research

projects and NGO initiatives leaving a list of lessons learned. Now private investors

seek to capitalize on a $400 billion potential market to meet the large demand

for energy among Africa’s unelectrified citizens [6].
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2.1 Microgrid Development Obstacles

Obstacles that continue to impede microgrid development can be bundled into

four categories:

1. Government regulation

2. Financial stability

3. System longevity

4. Dependency on centralized generation

2.1.1 Government Regulation

Developers overwhelmingly agree that government policy has the greatest influence

on progress. Governments are not able to meet electrification goals through public

programs and funds alone. This is partially because of a lack of financial capacity,

but also due to a lack of political will and continuity [8]. Rapid electrification

requires not only centralized top-down expansion of the grid, but also the full

participation of decentralized approaches from the private sector which, in SSA, is

significantly impeded by government restrictions [24]. For example, less than 20%

of SSA nations permit private participation in grid distribution and transmission [4].

Over 40% do not allow private companies to generate power [4]. Another hurdle is

procurement of permissions for independent power producers (IPP) to sell electricity.

In more lenient Kenya, a license to sell electricity is not required for systems smaller

than 3MW; however, they still require a permit from the regulatory authority.

Such bureaucratic processes can be time consuming and have even completely

stalled projects into failure. Governments should strive to approach decentralized

electrification efforts with a “light-handed regulatory system” [24]. PowerHive was

the first IPP to be granted permission to sell electricity in Kenya in 2015 [6]

In addition to government permissions, restrictions on energy pricing can stifle

IPP survival. Many African countries have fixed national electricity tariffs and

mandate that microgrid implementers, including private projects, charge the national

tariff at great revenue loss [24]. This lack of freedom to set customized tariffs based

on market driven cost analysis, called cost-reflective tariffs (CRT), introduces
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devaluation of energy and uncertainty for investors who depend on revenue returns

to mitigate lending risks [8]. Kenya’s standard national tariff is around 20 cents

per kWh. However, rural communities have shown WTP as high as $4/kWh [6],

[25]. For developers to recover expenditures, let alone make an attractive IRR, they

must be permitted to set CRTs or have unfettered access to subsidies enjoyed by

public utilities [8]. In fact, [26] states that national tariffs are:

the biggest barrier to more rapid power development in sub-Saharan
Africa [because] while often perceived as equitable to customers, national
tariffs are in practice often the most restrictive for micro-grid developers
as it forces them to compete with rates far below what they would
otherwise charge to recoup expenses.

The analysis continues to highlight that national tariffs induce a

market-distorting effect whereby customers—particularly those in remote
regions—do not understand the utility’s true cost to provide their
individual service, which can set unrealistic expectations about how
much they should pay for power and exacerbate tariff-setting challenges
in remote areas [26].

It should also be noted that RELCON (a 15 kW system) started seeking a

permit to sell electricity for research purposes from the Kenya Energy Regulatory

Commission in 2018 and was not granted a permit before the project was delayed

due to COVID in 2020. Regulatory delays contributed to the full cancellation

of the endeavor in 2021.

2.1.2 Financial Sustainability

National grid tariffs enjoy heavy subsidies from public funds, deflating the true

value of energy and making it difficult for IPPs to set CRTs for decentralized

systems. The Last Mile Connectivity Program (LMCP) in Kenya has a $700 million

budget to decrease connection fees for potential grid customers from $343 to $147

in an effort to electrify the under-grid populace [27]. Such subsidies are not readily

available for the private sector. There is also an absence of transition procedures for

microgrid operators when the national grid absorbs the system. These ambiguous

transitions can lead to significant revenue losses for IPPs and even deter investors
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from providing financial support [6]. Policies should define the relationship of IPP

with the national utility and tariff procedures when the grid arrives to microgrid

communities to provide protections to both the existing customers and the IPP [24].

Like all power systems, microgrids require immense upfront capital to initiate

the project and then they rely on consistent revenue over several years to eventually

reach a break-even-point (BEP) and profitable IRR. Financing opportunities vary

from traditional bank loans, donations from NGOs, investments from development

financing institutions (DFI), or even public funds from government initiatives.

Lenders have traditionally minimized risk through large government sponsored

grid infrastructure projects. However, since many of these public efforts have not

yielded substantial results and are often stalled due to political discontinuities,

emphasis is shifting towards smaller decentralized projects [8]. Policy must support

partnerships between developers and investors to build the foundation of successful

microgrid installations and mitigate financial risks [8].

Kenya’s approach was to create the Rural Electrification Authority to spearhead

120 microgrids, built by IPPs and managed by the public utility Kenya Power

and Light Company (KPLC). Although this model may encourage cooperation

between the public and private sectors, it also contributes to the public monopoly on

energy [27]. Unfettered access to develop and collect tariffs for IPPs can accelerate

electrification efforts and could leapfrog Africa beyond the previous century’s western

model of monopolized national grids. Kenya does not tax solar import products

and has welcomed a flood of entrepreneurs to establish robust SHS and mobile

money markets which have paved the way for microgrid planning [6]. PowerGen,

jump-started with USAID money in 2011, operates 15 microgrids in three SSA

countries together with Steamaco (who provides smart meter services) funded by

DFIs Vulcan Impact Investing and Ashden [27].

Once empowered into the market, IPPs must establish solid business models

to find a balance between WTP, low customer income, national tariff levels and

system recovery costs. The largest impediment for impoverished communities to

grid or off-grid connection is large upfront fees. Steamaco charges, on average,
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a reasonable $11 in comparison to the $147 required to connect to the national

grid [27]. Like other microgrid developers, they instead distribute connection costs

into energy tariffs which must be set carefully to account for variable and seasonal

oscillations of customer income. One noted best practice is concrete tariff collection

schemes with clear penalties for non-payment [28].

One collaboration between researchers in Nepal and Norway, funded by donation,

designed an AC micro grid connecting two villages to a hybrid generation system

of solar, wind and hydro with batteries. The study reported low collection rates

because villagers were paying in cash to fellow community members and there was

no clear penalty for non-payment. The tariffs were set to only compensate local

technicians for maintenance services and were not designed to recover system costs

since the project was made possible through donation. A growing number of villagers

now have access to the expanding national grid which offers even lower energy

rates further threatening the sustainability of the project. No provisions were made

to connect the microgrid to the national grid. Survival of the system falls to the

community itself [29]. Community owned systems are often unsustainable because

the participants do not agree to high enough tariffs to establish a commercially viable

model. When large maintenance costs arise, the community cannot afford them and

the system goes into disrepair wasting the donor’s investment. They also often lack

the training and capacity to seek proper regulatory frameworks for survival [24].

Traditionally electricity has been a post usage billing service which can lead

to non-payment and utility losses. Smart meters coupled with mobile money

applications easily address this [24]. Customers prepay for service much like a cell

phone network provider sells minutes or data bundles. Once the energy balance

is exhausted, the smart meter remotely terminates service until another payment

is made [30]. Some providers charge fixed monthly rates while others utilize pay-

as-you-go (PAYG) schemes where customers purchase energy when needed with

their mobile money application.

Off-grid power systems are an example of a common pool resource (CPR), i.e.,

a centralized capacity with limitations. Users must be prioritized to maximize
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the reach of the system and spur the desired community outcomes. Customers

can be divided into one of three categories [31]:

1. anchor loads that occupy the highest priority supporting public services or

industrial productive use processes,

2. businesses operating for commercial profit, and

3. residents that consume primarily in the evening hours.

Diversity of these three categories will flatten demand profiles balancing day time

commerce with night residential. Battery costs remain the largest financial influence

for battery storage based microgrid developers highlighting the importance of

power flow and DSM to minimize battery cycling, prevent deep discharge, increase

longevity and reduce replacements [6].

2.1.3 System Longevity

System longevity includes three major factors [8]:

1. tariff structures that sustain the system,

2. reliable power to support productive use, and

3. maintenance resources.

Tariff structures

First, the success of an isolated rural electrical system heavily depends on tailored

tariffs and community integration structures that enable economic growth and

guarantee the survival of the system beyond installation and investment funds

expiration. Projects usually begin with great enthusiasm, but often stagnate, and

even fall into disrepair because measures are not taken to sustain it. The tariff

structure must guarantee the developer’s financial survival, as discussed previously,

and cover all operational and maintenance costs such as technical support for

troubleshooting, repair, and component replacement (e.g., battery replacement).
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Productive use

Second, long term survival can only be achieved if the microgrid design electrifies the

productive activities that drive local industry [32]. Developers should collaborate

with the local community to understand the user perceived value (UPV) of the

electricity. In other words, community input should drive the design process to

electrify the productive use activities critical to the economic growth of that specific

village [32]. Although resident-only electrification projects (or SHSs) offer life

changing value, they often fail to lift impoverished communities into prosperity [32].

Such transformations only occur when key activities like agricultural irrigation,

commercial milling, sanitation systems, health services and education centres are

electrified to amplify their productivity, reduce labour-to-yield ratios, reduce disease

and suffering and spur innovation [32]. Rural community microgrids often fail

due to consumption stagnation since users do not have electrical appliances, or

they lack the training to realize its potential.

SHS companies send highly trained retail specialists to unelectrified communities

to educate potential customers on displaced cost benefits of electrical energy.

Electricity can displace kerosene, battery, and phone charging kiosk expenses

and can save time by eliminating the need for trips to the market or fuel gathering

excursions. SHS retailers also finance appliance costs into the price of the SHS and

demonstrate to the customer how those appliances will improve their livelihood

[33]. Significant social development often lags microgrid electrification by around

five years while users slowly adapt to new behaviours and acquire the appropriate

appliances that lead to lifestyle changes. Developers can accelerate this timeline

by offering a customer appliance acquisition plan [34]. Otherwise, low revenue

in the early years could cause business failure.

Another approach is to package electricity access with services such as internet

access, refrigeration, or water pumping and sanitation. Such services spur more

usage and lead more quickly to economic development, especially if the service

targets local industry [6]. However, these advancements can digress if the microgrid

does not provide reliable power. Power interruptions, brown outs and unexpected
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shortages discourage user dependency on electricity leading to a reversion to previous

behaviours. Community members lose trust in the electrical system or its provider

and can be sceptical of future energy projects [32].

Maintenance

Third, there are two layers of maintenance. First, each microgrid system user must

have immediate access to technical support. This can be provided in one of two ways.

The developer can hire and train a local member of the community to respond to

technical questions, malfunction troubleshooting and minor repairs. Otherwise, the

developer must provide a direct link to such a technician that can access the system

within a reasonable period of time. For example, the microgrid developers could

contract technical support from the nearest grid utility. Technical issues should

be resolved promptly to maintain community trust in the system and to prevent

digression of positive habitual behaviour shifts. The second layer of maintenance is

managerial governance. This typically takes the form of a community representative

or council that liaise with the microgrid developer to manage regulatory compliance,

tariff structures, maintenance issues and potentially the integration of the microgrid

into the national grid system [31]. Case studies show villages require either a

trusted and active relationship with their utility provider or training that leads to

a complete transference of operation and maintenance to the village [8].

2.1.4 Dependency on Centralized Generation

The previous obstacles are all socio-economic factors whereas this last obstacle is a

technical design obstacle. Traditional microgrid design mimics the macrogrid with

a centralized generation hub and distribution lines to loads. Microgrids generally

rely on a single source of generation often with some source of storage or auxiliary

generation. Centralized generation and storage make up the bulk of the system cost

analysis. Referencing the AC microgrid built in Nepal mentioned in Section 2.1.2,

the introduction of electricity brought many social benefits to the communities, but

there was a surplus of energy during the day and shortages at night. This exposes
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the uncertainty of load behaviour and the subsequent difficulty of the sizing exercise.

In the high demand hours after sunset, the villages are dependent on the hydro

capacity and one centralized battery storage bank [29]. Over-sizing the generation

or increasing the battery storage could fix the evening deficiencies, but it would

increase cost and lead to even higher surpluses during the day.

Each microgrid system location is unique with variations in geography, climate,

load type and size, customer spacing, income and cultures. Therefore, proper

sizing of PV and storage requirements based on an unknown load profile present

significant design challenge. Size specifications drive the capital installation cost of

the power system that are passed on to the user through tariffs. However, little

energy data exists from rural communities to inform this decision or to predict how

demand will grow over time [35]. This data void often leads to ill-sized microgrid

designs that inflate prices due to over-sizing or suffer from unexpected blackouts

and customer frustration caused by under-sizing [29].

There are a variety of available tools to assist in system sizing such as HOMER,

RETScreen, and LoadProGen. The creators of LoadProGen use a bottom-up

approach to build appliance profiles based on survey data and then aggregate

them using a Matlab based stochastic algorithm to account for uncertainty. The

load profile creating model is compared to actual metered data in Cameroon

[35]. HOMER on the other hand, is an off-grid system sizing optimizer originally

developed at the National Renewable Energy Lab (NREL). It makes assumptions

about a hypothetical load shape and scales it as necessary or accepts tabular

input load data. Incorporating weather databases, market prices and a variety

of user input preferences, it performs a cost benefit analysis to recommend an

optimal generation and storage combination [36]. Developed by CANMET Energy

Diversification Laboratory, RETScreen is a systems level analyser that assesses

carbon footprint, budget, and performance over time and includes some default load

profiles for various building structures such as a residential home. Although both

HOMER and RETScreen can be useful to plan or validate system sizing calculations,
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neither can be considered a detailed rural load profiling tool, but rather are helpful

tools after assumptions about the load are already established [6].

One way to mitigate dependency of centralized generation and storage is to

distribute them throughout the network. DERs could be completely decentral-

ized, and would be described as interconnected nano-grids (e.g., a community of

interconnected SHS). In fact, this is similar to the distinctions between microgrid

control architectures discussed later in 2.4. [37] proposes the interconnection of

individual SHSs to form a community microgrid that taps into unused storage and

generation potential to enable larger Tier 3 loads. This study is especially helpful

because it contains actual SHS load data from Bboxx (SHS company operating

in SSA) that verify Tier 2 consumer behaviour used to inform load profiles in

this study. From 64 SHSs the average consumption was 55 Wh/day with peak

power of 10W around 2000 hrs [37].

A similar idea was simulated and tested by A. Werth et al. who connect various

SHSs to form an “Open Energy System” (OES) on a central DC bus, each acting as

a node in a multi-agent network to trade energy. One OES can connect to others

to form larger networks, each OES acting like a Virtual Power Plant, to form a

bottom-up distributed grid. Trading negotiations within an OES are based on

battery state-of-charge (SOC) threshold comparisons. During energy exchanges, one

node is selected as the master agent, acting as the voltage-controlled reference, while

the other nodes act as current controlled sources or sinks. Communication between

nodes is accomplished using internet protocol over Ethernet. Computer simulation

shows successful trading can lead to 95% utilization of solar resources versus 84%

without it [38]. One OES was implemented in a residential village in Okinawa in

2014 and monitored for a year. Public grid connection existed to each home as

an auxiliary power source when the OES supply was exhausted. The maximum

achieved independence from the grid was 55% and the team observed that although

communal energy exchange increased OES capacity, it also added significant losses

through increased DC-DC conversions and transmissions during trading [39]. Most

importantly, the study highlights an important benefit to distributed storage in



24 2.2. Microgrid Cost

a microgrid. These fast responding energy buffers decrease dependency on the

centralized power source and provide each node a degree of energy independence to

absorb transients caused by differences between source and load power [38]. Such

distribution also increases DSM opportunities.

Interconnected SHSs in [40] form a community microgrid where each customer

is allotted an energy daily allowance (EDA). Excess energy is designated a CPR

and used to power community loads (e.g., street lighting, tools, public washing

machine or refrigerator). Each SHS is controlled by a PAYG smart meter. The

EDA establishes a load limitation thus eliminating demand uncertainty whilst

providing a clear expectation to the customer who must budget that allowance

accordingly. It also eliminates the problem of certain customers unfairly consuming

a centralized storage capacity.

2.2 Microgrid Cost

Despite the need and demand for decentralized microgrid electrification solutions in

the developing world, there are few cases of successful commercial endeavors and very

little data to inform such projects. In Kenya, there are examples of IPPs that have

deployed unsubsidised microgrids [24]. These examples shed light on the expected

load profiles, customer WTP, BEP, and LCOE. The aforementioned PowerHive

builds hundreds of microgrids with smart meter technology to remotely monitor

consumption and tariff electricity via mobile money applications [41]. Similarly,

Vulcan Inc. invested in 10 solar microgrids in rural Kenya starting in 2014 [25].

The goal of the initiative is to prove the financial viability of unsubsidised remote

microgrids to provide electricity to low-income Africans. Each grid consists of a

1.5-8.6 kW solar array with battery storage deployed by PowerGen to serve 12-60

customers. Electricity is metered and monitored remotely with SteamCo smart

meters and tariffs are collected via mobile money. In 2017, Vulcan estimated 34.3

years average BEP based on payback rates. The report suggests several strategies

to reduce the BEP and increase the IRR:

1. Reduce capital costs,
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2. spur energy demand growth, and

3. provide startup subsidies to customers to serve as loans for low-income

participation.

These findings are consistent with the obstacles discussed in 2.1. One of the objec-

tives of this study is to demonstrate that the addition of a digital communication

system can reduce capital costs and aid in spurring energy demand growth. The

results of these IPPs demonstrate that deploying sophisticated power systems to

remote communities is extremely difficult.

2.2.1 Willingness-to-pay

Rural customers in SSA have been found to be willing to pay up to $4/kWh [6],

[30]. Survey data of in [42] show customers paying between 2-24% of their income

for off-grid PV system electricity which equates to approximately $8/month. The

WTP for grid connected customers was very similar. They also found PV customers

preferred isolated PV systems over the grid due to their superior reliability when

compared to the fickle grid electricity. They suggest not exceeding 10% of income

which is also echoed in [3] who suggest anything above 20% would require subsidies.

Later in the report "affordable" electricity is defined as 5% of income. As a specific

example, [43] reports the average wage of rural Kenya at $124/month. Most of

these do not have electricity, but those that do pay around $6/month (∼%5 of

income) as compared to the average $9/month for urban grid users. Wages in the

RELCON target community in southeast Kenya is much lower at $65/month [19].

Non-electrified rural homes spend on average $22.50/month on energy (18% of

income) including $9/month for cell phone charging and disposable or rechargeable

batteries and another $13.5/month on kerosene or other combustibles for heat and

cooking [43]. Electricity can potentially displace these expenses. Customers are

willing to pay beyond the affordable threshold of 5%, but may still lack sufficient

income to pay the market value of an energy system. This is evidenced by Vulcan’s

experience, struggling to achieve reasonable BEP lifetimes caused by unpaid bills

[25]. SHS companies also experience high levels of payment delinquency. Survey
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data from [44] reveal that despite effective marketing techniques and high demand

for off-grid renewable energy systems, only 20% of surveyed SHS customers in [44]

made payments on-time and 30% eventually defaulted. They found that WTP

for solar kits was 30-41% below market value.

2.2.2 Solar Home Systems

SHS companies typically charge customers using a lease-to-own program over 1-5

years. Most SHS systems can only provide Tier 1 or 2 electricity (see 1.1) but their

success offers a glimpse into the energy market, WTP, and energy system business

models. Mobisol (now ENGIE) and M-KOPA sold thousands of SHS in the past

decade in Africa. SHS companies are essentially micro-loan services. A typical SHS

from M-KOPA costs $200, far too expensive for most rural Africans. Therefore,

customers pay a $35 down payment and then make daily payments of $0.45 for

a year [45]. The kit includes a solar panel, battery, LED bulbs, flashlight, radio,

and phone charging adapters. The inclusion of appliances is the core ingredient

for the success of the SHS boom since it attempts to remedy the difficult problem

of low consumption discussed in 2.1.3.

After subtracting the cost of the appliances (∼$45) and using the Bboxx estimate

of 55 Wh/day from [37], this equates to approximately $8/kWh. Although this is

much higher than the WTP thresholds discussed previously, SHS companies have

found success in a particular demographic of higher income rural and peri-urban

families [44]. Although the LCOE of SHS is extremely high, over time, the customer

will own the solar kit and no longer make payments, reaping the benefits of displaced

costs for upwards of 20 years. If the cost of the lease is spread across the entire life

of the SHS, the LCOE plummets to approximately $0.65/kWh (assuming lithium-

ion battery replacement every 3 years). Marketing strategies focus on long term

displaced cost, but low income customers still lack the short term capital to afford

the down payment and the daily payments (which accumulate to $13.50/month).

Ideally, the SHS initiates a domino effect of increased energy demand and economic

activity to further reduce the LCOE which is why SHS is often considered an
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entry level energy system [46]–[48]. This introduces the challenge of load profile

estimation to properly size a remote energy system.

2.2.3 Load Profile

There are a myriad of software tools to size microgrids as discussed in 2.1.4. Various

rural load profile curves are provided from the literature review in [49]. The focus

of the review is to establish curve shapes by looking at rural samples from around

the world to fill the gap of data in rural Africa. They provide a function for rural

African residential electricity consumption:

Pload = esin(0.3409−sin(0.68039t)−0.16801t)[W] (2.1)

where t is the time of day [49]. The shape can then be scaled to fit local amplitudes.

The review also includes an estimate of 150 kWh/year (484 Wh/day) for a rural

African customer not using electricity for cooking (i.e., Tier 3) [49]. If Eq. (2.1) is

scaled by 0.0235, it provides a load profile to reflect this type of customer in Fig. 2.1.
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Figure 2.1: Rural Africa Tier-3 residential household load profile adapted from (2.1)
[49].

A Tier 3 load is defined in [3] as consuming a minimum of 365kWh/year which

equates to 1 kWh/day. However, the companies installing Tier 3+ microgrids in rural

communities are not seeing these numbers, at least, not initially. PowerHive cus-

tomers consume just under 300 Wh/day [41]. Similarly, SteamCo customers consume
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Figure 2.2: Average microgrid load profile reproduced from literature review in [26].

less than 250 Wh/day [25]. Survey data from five rural Nepali microgrids (including

two PV-based systems) show a wide range of consumption (80-400 kWh/year) [50].

Data shows increased consumption as energy prices decrease. Smart meters with

remote monitoring, remote isolation and peak limiting were utilized in both PV

microgrids, but little data was collected as to their effect. Survey questions indicated

that customers with a smart meter were more aware of their consumption and its

effect on the grid than the traditional metered customers. KPLC public microgrid

customers use between 50-100 kWh/year [27]. Using data from 11 PowerGen Tier-4

microgrids in Kenya and Tanzania, [51] creates a generic rural load profile for

HOMER sizing software. Consumption ranges vastly between 0.6-40 kWh/day.

They also show that some PowerGen customers’ consumption actually decreases

over time. Another helpful model of Tier 3 consumption in [52] predicts daily

consumption of 187 Wh without base loads (i.e., loads that consume continuously

like a fridge) and 1178 Wh with base loads. These models were generated using

Tier 2 consumption data from a community with access to a solar hub charging

kiosk in rural Kenya. The literature review of rural load profile creation in [26]
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concluded that residential users consume 136 kWh/year (373 Wh/day). Commercial

users were closer to the Tier 3 definition at 1214-1961 kWh/year depending on the

size of the enterprise. Included in the review is an averaged graphical depiction

of the load profile expectation of a microgrid in Fig. 2.2.

2.2.4 System losses

In addition to the customer load are technical and non-technical losses (NTL)

itemized in [53] as:

1. Technical

(a) System Losses

(b) Transmission and Distribution (T&D) losses

(c) Customer minutes lost (CML)

2. Non-technical

(a) Theft

(b) Unpaid bills

In SSA, up to 50% of generated electricity is lost [54]. This is echoed in [55]

with some examples. In India 35% of generation was lost in 2005 with 10-15%

due to technical factors with the remaining 20-25% due to NTL. Bangladesh offers

another perspective reporting 35% losses, 21% from technical factors and 14%

to NTL, Africa’s utilities losing 20% total (half of which are from T&D [56]), or

Indonesia reporting 7-12% losses from theft alone [53]. Another study estimates

the fraction of losses attributed to NTL in Africa at 11% and offer ways to detect

and classify NTL in microgrids [57]. One of the African countries surveyed in [56]

(Cameroon) reported losses of 45%. Detailed information is given on Jamaica with

recent losses at 26%, 17% of which are NTL. Many more examples are given in [58]

including 31% total losses in Liberia, 15% NTL in Colombia, 5% loss due to theft

Brazil, and 18% loss from theft in Jamaica. Customer minutes lost is the duration

of electricity service interruptions per year that a customer experiences. From

the utility’s perspective, these are periods of lost revenue and they decrease IRR.

National grid customers in Kenya experience 216.3 hours (9 days) of lost electricity
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per customer per year according to [59]. One advertised benefit of microgrids is a

drastic reduction in CML. Microgrid CML is estimated by [60] as 16.2 hours per

year per customer. When designing a microgrid, system sizing must account for

losses or the system could be inordinately undersized and the tariff will be too low

to recover capital costs. DSM can reduce losses through AMR, prepayment tariffs,

and control mechanisms to detect anomalies and either isolate or correct them [54].

2.2.5 Levelized Cost of Energy

KPLC operates and subsidises 19 microgrids that average $1000 per connection with

average tariffs of $0.56/kWh compared to $0.12/kWh for a macrogrid customer using

less than 1500 kWh/year [27]. As of 2017 there were 21 IPP microgrids in Kenya

with CRTs averaging $0.80/kWh. The IPP SteamCo in Kenya provides a 24-hour

service Tier 4 capable grid charging customers an average monthly payment of $6.75

which equates to an average LCOE of $2.54/kWh [25]. PowerHive monthly payments

average $4.25/month and average consumption of 7.5 kWh/month resulting in an

LCOE of $0.57/kWh [41]. Microgrid capital costs in Kenya average $1430 per

customer [30]. This is on par with the $1400 required for a national grid connection

in Zambia [26]. Cost analysis in [6] recommends at least $1.70/kWh for 24-hour

service Tier 4+ grids in order to achieve 20% IRR based on experiences like those

of PowerHive and SteamCo in Kenya. The main reason for inflated LCOEs arises

from the customers’ under-consumption notwithstanding the capacity of the system.

In theory, LCOE would drop over time as customers increase consumption [46]–[48].

Simulations always tend to underestimate LCOE mainly because they do not

account for all the installation, logistics, and labor costs. But they are still

worth exploring. Models in [26] estimate microgrid LCOE between $0.70/kWh

to $1.70/kWh for Tier 4 microgrids. The simulation in [61], published in 2018,

estimates decentralized Tier 5 90% reliable microgrid LCOE for SSA between

$0.40-0.60/kWh. They show that this price increases by 10-15 cents to achieve

99% reliability. It is important to emphasize that these prices depend on Tier 5

consumption. Additionally, they postulate that the price of energy will drastically
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fall by over 50% in the next few years due to advancements in PV and battery

technologies and manufacturing. Their price estimates for solar ($0.60/W) and

batteries ($100/kWh) have largely come to pass and are the estimates used in this

study. Tariffs for the Nepali grids surveyed in [50] range wildly between $0.04-

$0.98/kWh. This range encompasses both public and private projects and several

community owned grids. Those owned by the community have very low tariffs, just

enough to cover the cost of maintenance. Capital costs for these projects were likely

covered by philanthropy. The simulation in [62] estimates LCOE at $0.35/kWh for a

Tier-2 DC microgrid (similar in design to RELCON) with distributed battery storage

at each smart meter with power electronic power management control systems. An

example PV-battery microgrid model was verified by a government funded field

experiment in India. The system provides 6 hours/day of electricity capped at

100W per customer resulting in an LCOE of $0.63/kWh [63]. They conclude that a

24-hour service is cost prohibitive. Peak power and time limits are a very aggressive

form of DSM in order to make energy affordable. As mentioned earlier, Tier 2 SHS

cost approximately $0.65/kWh when the cost is spread across 20 years. Based on

this review, a Tier 3 microgrid should expect a LCOE between $0.60-$1.00/kWh.

2.3 Demand Side Management

As shown in Fig. 2.3, the DSM strategies listed in Section 1.3 are used to shape

demand to better match generation [9]. EE actions seek ways to lower demand,

Figure 2.3: Impact of DSM on shape of daily load profile curve reproduced from [9]



32 2.3. Demand Side Management

typically accomplished through education or incentive programs. Utility inspections

of load facilities or remote power monitors can identify outdated, malfunctioning or

inefficient equipment or settings. Advanced smart meters, training, and monetary

incentives amplify customer awareness of power usage leading to more efficient

behaviours to decrease peak magnitudes and flatten the load demand curves [64].

These methods are not especially important in a rural microgrid context since

demand is already so low. However, as discussed earlier, microgrid developers

can provide appliance acquisition programs where customers can buy or lease

efficient appliances. Furthermore, microgrid developers can offer education on DER

limitations to encourage power usage during periods of production, and then offer

monetary incentives to solidify such efforts [50]. Energy consumption education

can include basic understanding of the electrical system and reminders to monitor

energy meters, turn off appliances after use and energy budgeting [65].

Market DR aims to manipulate demand through tariffs and incentives. Us-

age during high demand is monetarily penalized while peak production periods

offer discounts. Tariff structures typically include charges for one or more of

the following [24]:

1. Connection fee

2. Flat rate

3. Energy tariff

4. Peak power tariff

In order to reduce monthly charges and quickly absorb some of the cost of

expensive power systems, utility companies sometimes charge new customers a

connection fee [45]. As discussed earlier, connection fees impede many lower income

customers the opportunity of electrification [28]. There are some programs to lower

entry costs through subsidies, otherwise the utility can amortise the fee [27]. Flat

rates are fixed charges per pay period (e.g., month, week or day). Depending on

the electrification contract, rates may vary between pay periods, but they do not

vary within a pay period. In reality, they are usually energy or peak power tariffs
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(described shortly) averaged and hidden in a flat rate. The main advantage of a

flat rate is its simplicity; however, it can lack flexibility to enable DSM.

The most common tariff is an energy tariff, or a charge per unit of energy

consumed measured in $/kWh. Energy tariffs can be fixed or vary with time-of-use

(TOU) [24]. Complexity can even extend to real time pricing (RTP) where customers

are charged according to live changes in the energy market. Such complexity requires

sophisticated smart meters and is only widely used with large industrial users under

detailed contract with their utility [9]. For a microgrid in a rural community, RTP

may not be necessary or even feasible. Rural microgrid energy tariffs are also difficult

to set since low income rural customers use such low levels of energy, inflating

the value of energy. Energy tariffs are normally post-paid, but PAYG systems

are becoming more common, especially in the rural African context where mobile

money applications combined with smart meters enable prepayment for energy.

The last market DR technique charges users for maximum power consumption

or $/W. The tariff increases as a user’s peak power demand rises into higher power

levels designed to discourage large consumption peaks [24]. Such tariffs are also often

post-paid, but can also take the form of a flat rate which caps users to a certain power

level via a triggered auto-disconnect. Utilities can combine market DR techniques [9].

When market DR insufficiently balances generation and consumption, or the

utility wants greater influence, they apply physical DR measures to curtail the

load [9]. Some curtailments are forecast based on trends or triggers allowing for

customer coordination. Emergency curtailments are needed if unexpected load

spikes, generation failure, or distribution faults cause grid instability. Predetermined

loads, which are often agreed upon via contract, can be shed to prevent brown or

black out. Smart meters and smart appliances have expanded physical DR options

allowing for utilities to create virtual storage through targeted load shedding.

Dynamic load shedding can shift peak demand to a different time of the day but

rarely can eliminate the peak completely as seen in Fig. 2.3 [9].

This leads into the idea of spinning reserve. It usually refers to inertial storage

in rotating AC generation systems, but can also encompass any type of network
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energy storage that can absorb load transients or supplement generation when

demand exceeds production. As discussed in Section 2.1.4, distributed storage

assets can rapidly respond to load transients [38]. Controllable loads can be shed

or added to support voltage or frequency fluctuations [9]. PV microgrids do not

have rotating inertia but rather derive spinning reserves from storage or backup

generation. Different time scales require different reactions. For example, certain

inductive loads may demand high inrush currents when first plugged in. A diesel

start-up would be too slow to react to such a request, but it could be activated for

longer-term shortages or scheduled as grid support for a forecast shortage [66]. A

running gen-set can also act as rapid spinning reserve in emergencies. In microgrids

with high levels of power electronics (e.g., parallel inverters), rapid response from

DC-DC link capacitors can be used to prevent voltage sag or system collapse[66].

2.3.1 Case Studies

The techno-economic analysis in [67] models a small rural microgrid and then

simulates the cost reductions possible through hierarchical control of loads. Certain

loads are deemed critical and awarded near 100% power delivery reliability. Other

loads are classified as non-critical with reduced reliability. They project a 26%

reduction in capital costs using this form of DSM. Another detail to note is the

per-home cost estimate of $108.41 leading to an LCOE of $0.38/kWh. This estimate

is lower compared to other studies primarily due to the lack of accounting for

real-world installation and labour costs. For example, the estimates for cable and

power converters are an order of magnitude lower than current market averages.

However, their estimates of PV and battery costs are well formulated at $0.78/W

and $0.10/Wh respectively.

DSM is often associated with the concept of the smart grid. The US Department

of Energy defines the smart grid as “an intelligent electricity grid, one that uses

digital communications technology, information systems, and automation to detect

and react to local changes in usage, improve system operating efficiency, and, in

turn, reduce operating costs while maintaining high system reliability” [68]. Smart
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meters located at each load are the backbone of the smart grid. The promise of

the smart grid from [69] is a 20% reduction in peak load demand. Additionally,

it claims that pilot projects have reaped 7% EE consumption reductions due to

IHD and up to 13-15% reductions when combined with pre-pay schemes [70]. These

are averages of 21 projects which lasted several years to only a few months. It is

unclear whether reductions can be sustained. This is echoed in [71] during various

case studies all over the world that found a 5-15% consumption reduction due

to IHDs displaying current and past usage. Researchers in [72]–[74] caution that

these reductions are not consistent, customer interactions with IHDs are not fully

understood, and the benefits of IHDs are exaggerated. Their case studies show

very negligible changes in consumption. This ambiguity may explain why IHD

technology, implementation, and acceptance has stagnated. A thorough meta review

of IHDs in [75] lists lessons learned. Most helpful to a rural microgrid designer is

that the IHD should be customized to the audience and communicate consumption

using well understood and simple motivators (e.g., instead of numerical displays

of kWh, using traffic-light color indicators of energy translated into a monetary

balance). Based on this mixed review, microgrid developers can expect only modest

changes in customer behavior due to energy feedback through the IHD. However,

DSM strategies hold promise of significant cost savings which are partially enabled

by the IHD. In other words, the IHD in of itself is not a game changer, but it can

be an integral tool to implement market DR measures.

The extensive review of DSM literature in [64] lists implementations of DSM

in software and hardware, mainly in modern macrogrids. Expanding on the list of

tariff structures listed above, the review details the various DR classifications:

1. Physical DR

(a) Curtail: utility turns off or reduces load in accordance with contractual

agreement,

(b) Industrial response: largest consumers interrupt non-critical processes,
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(c) Commercial: taking advantage of thermal inertia of buildings; adjusting

HVAC variable frequency drives; smart buildings that react to RTP;

scheduling demand to optimize consumption,

(d) Residential response: home energy management systems control ap-

pliances to schedule consumption or provide frequency grid support,

and

(e) electric vehicle to grid: charge cycles regulated to either take or give

depending on grid needs.

2. Market DR

(a) incentive: utility pays or discounts user for load reduction,

(b) bidding: customer sells energy from local generation or through load

reduction,

(c) time-of-use (TOU): tariff step changes to reflect supply cost of electricity,

(d) critical peak tariff: temporary price increase during critical periods, and

(e) real time pricing (RTP): live or day ahead tariff structures

This list is echoed in [76] with estimates of DR benefits that suggest DR

measures can reduce peak to average (i.e., flattening the load curve) consumption

by 10-30% demonstrated by case studies using varying complexities of TOU and

RTP algorithms. As explained by [9], peak reductions typically cause rebounds as

illustrated in Fig. 2.3. Therefore, peak reductions can be seen more accurately as

demand shifting. The algorithm in [77] shows demand shifting in an autonomous

microgrid can reduce total load by 1-2%. Simulations in [78] yield similar results

where capital costs of a grid-tied DC microgrid are reduced between 2-8% by

shifting demand 10-30%. Lastly, an optimisation exercise in [79] applies demand

shifting combined with an multi-agent system (MAS) control algorithm to minimize

customer cost in grid-tied microgrids. Demand shifting reduced costs by 15%

in a residential microgrid and then reduced costs an additional 4% (19% total

savings) when incorporating MAS control. The authors compare their results with

other algorithms in [80] that achieved 5-15% energy bill savings for customers.

Using similar demand shifting techniques combined with other DSM measures,
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[81] boasts a 22% reduction in the customer’s energy bill using a game theory

control algorithm in a grid-tied 100-home smart grid simulation. Another demand

shifting simulation in [82], [83] estimates a 12-15% decrease in capital costs in

an rural African grid-tied microgrid.

DSM can specifically address NTL. Various studies show the reduction of NTL

through the installation of prepaid meters. NTL were almost eliminated for one

Rwandan utility between 1998 and 2008 with the installation of prepayment meters

[84]. Another Rwandan study found a 70% decrease in NTL with prepaid meters

[85]. The same study NTLs dropped by 13.2% for a Ghanan utility with prepaid

meters in 2019 [86]. AMR can also potentially reduce NTL by 20% [85]. Remote

meter reading can also reduce CML [87].

The comprehensive UK study in [88] provides a cost benefit analysis of a smart

meter upgrade program for a macrogrid utility. It begins with a cost breakdown

including estimates for the hardware: $44 per smart meter, $52 for a prepaid

meter, and $9 for a traditional analogue meter. Prepaid meters are estimated to

cost between $35-$50 in [89]. The communication hardware (GSM-based) are $34

per meter and the IHD costs on average $18 [88]. Smart meters are estimated to

consume 2.6W more than an analogue meter. Biannual readings of analogue meters

cost approximately $4.40/year. The study calculated that low risk smart meters

must be physically checked every five years costing $0.47/year and high risk meters

are checked every two years bringing the cost up to $0.64/year [88]. The smart

meter is projected to reduce demand by 3%, theft by 10%, and CML between 5-35%.

The meter will enable between 1-60% demand shift over 15 years [88].

2.4 Communication

Communication requirements for microgrid control are organized into the three

hierarchical layers: primary, secondary, tertiary [90]. Primary control occurs at

each converter to maintain local voltage and frequency [91]. Secondary controllers

restore global set points after a disturbance which can be done either through

communication signals from a central controller, peer-to-peer exchanges distributed
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throughout the network, or via communication-less decentralized decisions [92].

Each of these secondary methods have advantages and disadvantages. Tests are

performed in [90] to compare grid stability with and without secondary control. The

distinction between grid-forming and grid-following controllers is the focus of [93]

which highlights the stability challenges associated with communication-less methods,

especially during step load changes or islanding events. Simple microgrids with

unidirectional power flow can operate without communication relying on only local

primary controllers. However, power sharing and complex network configurations

require secondary control and, most often, need communication to facilitate it.

The review in [94] provides a list of various types of microgrids and methods

of controlling them. It highlights the need for communication for secondary

control except in decentralized well-defined grids. Methods of communication-

less secondary control are compared in [95]. They recall the disadvantages of adding

a communication system: added complexity, latency and data loss, which can all

cause control issues. The communication-less droop control method proposed in [96]

actually does use a form of power electronic powerline communication by injecting

a small AC signal into the converters that shares a global set point to the grid. A

truly communication-less method for an AC grid is given in [97] but is limited to a

network with a common shared bus. An example of a distributed secondary control

MAS using a uni-directional controller area network (CAN) bus is explored in [98].

Another distributed method described in [99] measures the effect of latency and

data packet loss on grid stability. Researchers in [100] advocate for the addition of

communication to avoid circulating currents, slow dynamic response, and instability

issues inherent to communication-less droop methods. Despite the added complexity,

they argue that communication unlocks the full potential of microgrid performance.

Tertiary control handles both short and long term power balance and energy

management decisions for the microgrid [101]. This higher layer of control can be

used to assist secondary controllers to optimise power sharing as in [102]. Tertiary

control manages grid-tied power flow and islanding decisions [103] and are responsible

for power quality through appropriate compensation [104]. Therefore, tertiary
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control is often referred to as an EMS. They are generally not required for basic

microgrid functionality and vary in complexity depending on the needs and budget

of a particular microgrid. EMS tasks are listed in [105] and include harvesting data

to make optimisation decisions through forecasting, scheduling, and interactions

with the customer. DSM strategies discussed in the previous section are tertiary

functions [64]. Therefore, the tertiary control is used to implement the smart grid

concept by coordinating reactions to real-time energy prices, weather forecasts, and

sensor data to manage the grid down to the load specific level [106].

2.4.1 Requirements

Communications latency and data rate [107] are key considerations for microgrids.

Reliability is often mentioned, but communication transmissions must be near 100%

reliable for serious consideration in an energy system design, eliminating this as

a delineating factor [13]. Latency requirements for hierarchical control decrease

moving up from primary to the tertiary control level as shown in Fig. 2.4 reproduced

from [108] and are also listed in [92] and echoed in [109].

Figure 2.4: Time response for hierarchical microgrid control reproduced from [108]

Protection requires sub 10 ms latency and should not rely on communica-

tion. Secondary control requires sub 100 ms latency. Both [92] and [109] list

requirements for tertiary functions such as monitoring and DSM which need

latencies between 1 second to several minutes and bit rates from 10 kbps to
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100 kbps. More guidance on tertiary requirements are found in [107] and [13]

with similar numbers. It is important to note that these are specifications for

grid-tied microgrids or even smart macrogrids. Sources of delay originate from

signal propagation, message traffic queuing, data processing, and serialization

[11]. Delays are exacerbated by large transmission distances, network complexity,

intersections and re-transmission requests [64].

2.4.2 Technologies

There are two primary mediums for digital communications: wired and wireless.

Within wired technologies are dedicated cables and PLC. Wireless technologies vary

from short to long range and can be either wholly-owned by the microgrid utility

(e.g., LoRa, Zigbee) or provided by a third party (e.g., GSM, 4G). These technologies

are compared in [110], [111]. Generally, dedicated cable technologies (e.g., fibre,

coaxial, twisted pair) have high bit rates above 100 Mbps. NB PLC achieves less than

500 kbps and BB reaches above 1 Mbps. Generally, wireless technologies perform at

less than 1 Mbps with a few exceptions (e.g., WiFi). Cellular capability depends

on technology generation. The most likely in a remote area of SSA is GSM with

rates less than 100 kbps. Similar rates are echoed in [12], [112]. Latency for various

technologies is calculated with a model in Table II of [113] based on the physical

limitations of the mediums. This table provides a good first order estimation of

latency and shows that wired technologies inherently are faster with latency less

than 1 ms. PLC and wireless depend heavily on protocol but typically have latency

greater than 1 ms but less than 1 s. WiFi can have latencies below 1 ms, while other

short range wireless technologies have values between 1-20 ms. Latency decreases

with each generation of cellular technology: GSM between 4-16 ms and 4G less

than 0.1 ms. Advantages and disadvantages of each technology are inventoried in

[92]. Most notably, wired technologies tend to be more reliable but more physically

complex, whereas wireless methods are easily scalable but susceptible to interference.
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2.4.3 Field Area Network

Similar to microgrid control, communication networks are organized in hierarchical

layers [114]. Within a home or business, interconnected DERs and loads share a

home area network (HAN). A collection of HANs and DERs in a community form a

field area network (FAN) (also often called neighborhood area network (NAN)) which

overlays the microgrid power network. Connected FANs constitute nodes in a wide

area network (WAN) through which a utility interacts with several microgrids or

distribution networks. Technological requirements increase moving up the hierarchy

as shown in Fig. 2.5 reproduced from [100]. Detailed descriptions of each layer

are in [13]. The smart grid concept extends through all 3 layers [17]. In remote

islanded microgrids, the network of most interest is the FAN which facilitates all

three levels of microgrid control. Fibre optics and cellular technology are commonly

used for WAN communications, and wireless radio solutions and PLC for FAN.

Figure 2.5: Communication requirements for hierarchical microgrid control reproduced
from [100]. The FAN is labeled neighborhood area network (NAN) in this diagram.

DSM requires a robust communication network to enable utilities to interact

with loads. Recent advancements in AMI along with the development of smart

meters have given rise to growing DSM opportunities [64]. These technologies have

enabled transmission system operators (TSO) and distribution system operators

(DSO) to implement DSM contracts with large industrial users who offer reliable

and rapid DR options for grid stability. Widespread use in the residential sector
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has yet to become a reality mostly due to the inflexibility of such users combined

with limitations in communication network capabilities. High fidelity load control

requires bidirectional communication between the utility controller and the load [11].

2.5 Power Line Communications

PLC can be used for all three layers of the hierarchical network structure pictured

in Fig. 2.5. By using existing power cables as the communication medium, PLC

eliminates the need for additional communication cables and avoids the myriad of

challenges that come from radio wave communication (environmental dependence)

[115]. However, power cables are designed to transmit power, not communicate

information and therefore they are subject to various sources of electromagnetic

interference (EMI) and noise (radio-electric and non-intentional emissions (NIE))

[12]. PLC was extensively used to form WANs by power utilities on AC grids for

long haul protection signalling prior to the adoption of fibre optics. Contemporary

uses of PLC vary widely, such as the formation of internet HANs [116]. It is also

being adapted by utilities to form FANs that monitor smart meters and potentially

smart devices (e.g., electric vehicles (EV)) opening up a new frontier of AMI and

smart grid for more prevalent and complex DSM implementation. Generally, PLC

is “technically inferior” to other mentioned methods, purely because it cannot

achieve equivalent data rates in comparable frequency bands as other methods

[117]. Despite its disadvantages, Narrowband PLC (NB-PLC) dominates macrogrid

smart metering because it operates on pre-existing and pre-financed infrastructure

while providing sufficient data rates (< 1 Mbps) and distances (1-2 km) to achieve

monitoring objectives [116]. The utility owns and controls the communication

medium, transmitting on dedicated and licensed frequency bands according to

established standards, and they can reliably reach meters that are hidden deep

inside of buildings or far into rural areas without cellular coverage [117]. The

choice of communication medium depends on the application, budget, and system

constraints [64]. PLC is an attractive option in a rural microgrid context where

low cost and system autonomy are paramount.
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Research reveals three main categorizations of PLC based on data transmission

rates:

1. Ultra Narrowband PLC (UNB-PLC)

2. Narrowband PLC (NB-PLC)

3. Broadband PLC (BB-PLC)

These transmission rates generally align with the hierarchical network layers because

as bit rate increases, range decreases. Using single carrier frequency modulation

techniques such as spread frequency shift keying (S-FSK) below 3 kHz and data rates

less than 1 kbps, UNB-PLC can be used for long haul communications to read remote

meters and is currently used for basic DR in North America [12]. Two common

NB-PLC popular standards for smart grids are PRIME and G3 which operate in

the CENELEC and FCC bands (35-487 kHz) and modulate data using multi-carrier

techniques like orthogonal frequency division multiplexing (OFDM) achieving data

rates up to 1 Mbps. Broadband PLC (1-250 MHz) is widely used for internet HAN

and has the inherent disadvantage of low transmission distance (< 300 m) [118].

However, it offers data rates comparable to wireless solutions (> 1 Mbps) [119].

2.5.1 Homeplug

Various affordable commercial routers are available such as HomePlug standard

compliant plug-and-play products [12]. Although other standards exist, they are

all very similar in nature and the following discussion will focus on HomePlug AV

that is designed primarily for high bandwidth (200 Mbps) applications like internet

over power line including voice and video data.

It is organized in network layers, as shown in Fig. 2.6, starting with a physical

layer that modulates digital data using binary phase shift keying (BPSK: 1 bit per

subcarrier) up to quadrature amplitude modulation (QAM: 1024 bits per subcarrier)

based on the strength of each subcarrier channel (called adaptive bit loading (ABL))

[120]. The modem then distributes data on multiple orthogonal subcarriers (each

subcarrier peak intersects adjacent subcarrier zero crossing) in the frequency domain

to form OFDM time domain symbols with added forward error correction (FEC)
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Figure 2.6: Open Systems Interconnection (OSI) block diagram of HomePlug AV
protocol standard reproduced from [120]

codes. The MAC layer organizes and prioritizes the data for transmission via Carrier

Sense Multiple Access (CSMA) and directs Automatic Repeat Requests (ARQ)

to ensure error free data reception (called Robust OFDM (ROBO)). Lastly, the

convergence level classifies data with sourcing and destination information [119].

The latest HomePlug technology is the HomePlug GP which reduces MAC layer

complexity, lowers the FEC rate and eliminates ABL by limiting modulation to

Quadrature Phase Shift Keying (QPSK: 2 bits per subcarrier) on all subcarriers

while maintaining ROBO repeat coding. These simplifications decrease cost, power

consumption, and implementation size to tailor for lower data rate (< 10 Mbps)

smart grid applications [118]. The second generation HomePlug AV2 incorporated

many of the GP’s standby power modes achieving similar efficiencies and increased

the usable band up to 86 MHz to boost bit rates beyond 1 Gbps [15].
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2.5.2 Powerline Modeling

Apart from communication protocol focused investigations, PLC implementation

research efforts are numerous and mostly focus on channel characterization and

modelling [121]. Methods fall into two main categories: top-down models based

on measurements of the channel, and bottom-up models based on analytical

characterisation of the channel using transmission line theory [18]. Top-down

models consider the communication network as a black box characterized as a

transfer function derived from probability density statistical analysis of propagation

measurements in and out of the box [122], [123]. Such transfer functions contain

two primary terms: attenuation and delay [124], [125]. Ultimately, the top-down

method requires physical access to the channel for measurements.

Conversely, bottom-up models are built by defining each element of the network

by its physical geometry and cascading those elements together with multi-port

mathematical matrices (e.g., s-parameters, ABCD) [126]. Deterministic methods

derive network port coefficients dependent on frequency, cable length and even

time. Parametric models characterize the line as lumped impedances that vary

with frequency. Lumped impedances can be cascaded to add accuracy. Propagation

models sum attenuation coefficients that affect the channel gain due to multi-path

reflections [127]. Method combinations can generate random channel predictions

[128], [129]. Time variance due to dynamic loads and noise can be added to

either model [130].

PLC must overcome three main obstacles: impedance mismatch, frequency

selective attenuation, and noise. All these obstacles can either be permanent

phenomena due to the grid structure or vary in time due to dynamic loads, charging

cycles, EMI, and transients (e.g., contactor operation, lightning). Noise sources

can be native to the network (e.g., power converters, loads) or interference from

external equipment (e.g., EMI) [131]. AV and GP use differential coupling which

reduces these effects [132]. Performance depends on feeder length and grid topology

(e.g., star, radial). BB PLC systems are naturally limited to link lengths of a

few hundred meters due to the high frequency attenuation of power cables. Some
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carriers may be attenuated further if the feeder length equals a multiple of the

carrier’s quarter wavelength. Branches on radial feeders cause multipath reflections

that can also create deep attenuation notches in the frequency response depending

on its length and termination [133].

2.5.3 Case studies

There are some examples of PLC-based microgrid field experiments in the literature.

The Lianxiangyuan pilot project features BB-PLC service delivery (on-demand video,

IP phone, internet) to several homes [134]. The services are funnelled through the

distribution feeder to individual home smart meters, then fanned out to individual

appliances where an IHD informs users of power consumption. The project’s most

ambitious goal is to provide the utility the ability to control individual appliances.

The project determined that the community PLC link was not robust enough to

sufficiently support all the homes, which motivated a conversion to a fibre link from

the distribution feeder to each smart meter in a follow-on project [134].

Another study in [135] demonstrated energy management of a two node PV/battery

using PLC G3 protocol to control battery charging states and one LED light

achieving data rates of 34 kbps and 3 ms latency. In another two-node experiment

from [136] both the HomePlug AV and GP communicated basic ping messages from

an inverter to a rectifier along 500 m of 4-core DC power cable. Both inductive

and capacitive signal-to-cable coupling were attempted from line-to-neutral (LN)

as well as neutral-to-neutral (NN) in a bipolar configuration. The NN results

were obviously superior since the two conductors essentially form a dedicated

communication channel. The LN results are therefore of more interest and yielded

data rates of 3.5 Mbps and latencies around 6 ms. The effect of power converter

noise and cable termination impedances are investigated. They propose dedicated

cores on star feeders to achieve up to 500 m transmission.

Cascaded s-parameters are used to simulate branched medium voltage radial

feeders in [137] and they compare cumulative capacity (in Mbps) of underground

cables to overhead lines. The researchers conclude that overhead lines tend to be
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more conducive to PLC due to their separation, but buried cables allow higher

injection power and help suppress noise, which can equalize performance. They also

observe that short branches impair the channel response more than long branches

due to quarter wave resonance. Researchers in [138] build complex PLC networks

using NS-3, a software tool primarily used by wireless IP-based network simulation.

Similarly, in [139], networks are made using EMTP-ATP, a power grid transient

simulator. While both offer a GUI and employ the same fundamental TLM, the

software isn’t readily available and models are not validated by experimental data.

Additional considerations for PLC are the effects of cable burying, bundling,

shielding, stubs, loading and input/output impedances of power electronic converters.

A buried cable of three bundled cores, PVC insulation and steel armour shielding

is considered in [140]. They use parametric methods to determine the effect of

grounding schemes on a NB-PLC (< 500 kHz) signal injected between one core and

the shielding by building an admittance matrix for a medium voltage cable with one

branch. The frequency responses show notching due to the branch and attenuation

of higher frequency signals that worsened with low impedance grounding of the

shield. This is to be expected if the signal is essentially shorted to ground.

PLC research also includes improving speeds and reliability of in-home PLC

broadband access like the EU Open PLC European research alliance (OPERA)

completed in 2008 to advance data rates and commercial product availability for

prevalent broadband access in European cities [121]. Commercial broadband PLC

products now abound using various standards, mostly intended for plug-and-play

application with building AC power receptacles to establish broadband connectivity,

typically internet over Ethernet [121].

2.6 Conclusion

The literature establishes the need for decentralized power systems to meet energy

demands of the developing world. Microgrids are identified as a potential solution

to electrify remote communities. However, system costs have prevented the

microgrid from large commercial success in low-income communities. Research
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efforts seek methods of reducing both capital and operational costs through smart

grid technology like AMR and DSM. Much of the literature assumes the smart

grid concept can reduce the cost of a power system. There are also various studies

that define smart grid technological requirements. However, the literature lacks

a thorough analysis to quantify the costs and benefits of smart grid technologies

and whether they can reduce energy cost sufficiently to address sustainability

energy goals. This thesis fills that gap with a comprehensive techno-economic

investigation of microgrid communication to explicitly define the possible cost

reductions through smart grid technologies.

PLC has been utilized in multiple applications in the literature, but has yet

to be applied widely to islanded LV microgrid control. This thesis synthesizes

the extensive powerline channel modeling research to propose a simple two-wire

model that can predict PLC performance on microgrid networks. Since PLC uses

pre-existing power cables, it has the potential to reduce the cost and complexity

of a communication system. Two PLC technologies are selected as representative

samples to evaluate suitability for microgrid control.
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Demand-Side Management

The primary findings of this chapter have been published in the following publication:

D. Neal et al, "Demand side energy management and customer behavioral response

in a rural islanded microgrid," in IEEE PES/IAS PowerAfrica, 2020.

Chapter 3 introduces the three levels of microgrid control and expounds on

how the levels are used to implement the four DSM strategies. The various

communication methods for AMR and market DR tariff structures are systemat-

ically developed and their communication requirements defined. The RELCON

electrification project is described. A DSM strategy for an unsubsidised remote

rural LV islanded microgrid is proposed.

3.1 Microgrid Control

The communication requirements for microgrid control are organized into the three

layers of communication: primary, secondary, tertiary [90]. These requirements

depend on design specifications. For example, a Tier 2 (see Fig. 1.1) SHS may be

designed with minimal complexity to provide low-cost electricity access for a few

hours a day. In contrast, a remote Tier 5 electric vehicle charging station mandates

high reliability 24 hours a day for a high-power variable load. The SHS presents

a simple example where only protection and primary control layers are necessary,

49
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Table 3.1: Per-node communication requirements for LV islanded microgrid control

Control
Level Subcategory Latency* Bit Rate* Service Description

Protection Decentralized safety, damage prevention
[92]

Primary Decentralized voltage, current, frequency
regulation [92]

Secondary
Decentralized voltage & frequency

restoration, power sharing,
fault isolation [92], [109]

Distributed 100 ms 100 bps
Centralized 100 ms 100 bps

Tertiary
Monitoring 1 min 1 kbps AMR, load profile data, con-

trol efficiency, design opti-
mization [12], [13], [92], [110]

Scheduling 1 min 1 kbps power flow optimization [12],
[13], [109]

Demand
Response 1 s 1 kbps demand reduction, peak

shifting & shaving [12], [109]

Additional
Services

Firmware
Update 1 s > 10 kbps remote improvements and

upgrades [110]
Tele-
communications < 100 ms > 1 Mbps bundled internet, telephone

[110]
*Requirements are per node. Node is assumed to have a local clock

Legend
Communication-less
FAN/direct-WAN

whereas the charging station may need all three layers. Simple protection systems

and primary control algorithms do not require any communication and rely on local

measurements of frequency, voltage and current [94]. There are many microgrid

designs that only require local primary controllers to meet design specifications

[29]. The numbers in Table 3.1 emphasize minimum per-node values required

in a low-voltage islanded microgrid.

Low voltage power distribution feeder topologies are shown in Fig. 3.1 [141],

[142]. The simplest is a star topology, best suited to either single-DER microgrids or

collocated DERs that can share a common bus from which individual feeders extend

to loads. Although individual feeders may require more total power cable length,

the cables can be lower capacity, and each load can be individually controlled from a

centralized point of common coupling. Radial feeders consist of a main distribution

line with dispersed branches extending from it. Each branch termination is separated
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from other terminations by cable impedances thus eliminating a true shared bus.

It is often the lowest-cost topology since it requires less cable and associated

infrastructure (e.g., trenching or overhead utility poles). The ring topology is

actually just a radial feeder that loops back to itself offering redundancy at the

expense of simplicity and similarly lacks a true common bus.

Figure 3.1: Power distribution topologies: a) star, b) radial, c) ring

Microgrid control methods will differ based on topology. Grids with a shared

bus voltage often do not need communication in order to maintain operating set

points. However, as grid complexity increases, the need for communication also

increases as inter-nodal impedances reduce the commonality of shared references.

3.1.1 Primary control and protection

Primary controllers typically operate independent of and without communication

from other microgrid elements. DERs and loads connect to the feeder either directly

or through power electronic converters (e.g., inverters). Converters step voltages

up or down and convert between AC and DC as necessary. Primary controllers

adjust voltage, current, and frequency outputs in response to local droop control

feedback loops to share active and reactive power demand, mimicking synchronous

generator-based macrogrid behaviour [90], [94]. DER converters are programmed

to either be grid-forming devices to set the microgrid bus references, or to act

as grid-followers [93]. Storage assets often serve as the grid-forming converter

in an islanded microgrid until they reach SOC extremes, at which point another

converter must assume the responsibility [95]. Since an islanded microgrid cannot

rely on a utility grid-tie, in times of shortage or surplus it must be programmed
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to autonomously react. The absence of an infinite bus from a stiff macrogrid

grid-tie means the microgrid must establish and maintain stable native voltage and

frequency references. As distances between DERs and feeder complexity increase,

the impedances between them create challenges, necessitating secondary control to

managing voltage and frequency stability [143]. Depending on the configuration of

the microgrid and the reliability of the grid-forming sources, added communication

hardware may not be necessary [95]. In some cases, a communication-less microgrid

is sufficient to meet the power system objectives.

Each individual microgrid component must also have local protection mechanisms

to protect network infrastructure, power converters, DERs and loads from faults [93].

This primary level protection could include fuses, relays, blocking diodes, filters,

and software thresholds within control loops. Protection hardware must react in

less than one second and generally does not solely rely on communication links [92].

3.1.2 Secondary control

Secondary control typically requires communication between DERs to provide

global references for voltage and frequency restoration following load or supply

changes [144]. Secondary control categories may be centralized, distributed, or

decentralized [90]. Centralized secondary control relies on bidirectional data links

between each DER and an EMS where the reference signals are calculated and

then transmitted to each converter [145]. Distributed control methods utilize

consensus communication between neighbours. Communication-less decentralized

secondary control uses advanced droop control algorithms tailored to specific

microgrid configurations, DER combinations, and linear loads [99]. Therefore,

decentralized solutions either need detailed knowledge of connection impedances

[98] or operate on a star feeder networks where each converter is connected to a

well-defined common bus [95]. Radial feeders are more difficult to control due to

the transmission line impedances between DERs [97]. Decentralized control may

rely on large droop deviations to trigger desired adjustments which can lead to
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power quality problems [146]. Another challenge of decentralized secondary control

arises from clock drift between isolated controllers [92].

Communication for centralized and distributed secondary control has medium

latency and bit rate requirements (∼ 100 ms, ∼ 100 bps) since DERs exchange

small amounts of data approximately every second [147]. The same communication

system can also be used to enhance protection schemes to better isolate faults

and avoid full grid failures [92].

3.1.3 Tertiary control

The highest layer of control is tertiary control. It deals with battery management,

monitoring, scheduling, and DR [92], and always requires a communication system.

In grid-tied microgrids, tertiary control determines when to island and manages

the import and export of power from/to the macrogrid. In an islanded grid,

tertiary control uses data collection to optimize intra-grid power flow [144]. A

backhaul connection to the utility permits remote management. Services provided

at the tertiary level are not time-critical and thus generally do not require high

bit rates or low-latency.

The following tertiary control functions are of general interest to microgrid

operators: [110]

1. Battery management: Due to the intermittency of renewable DERs, batteries

are often a critical component of a microgrid design. Batteries are expensive

and have relatively short lifespans, (3-5 years) [148] compared to other

microgrid components (20 years) [30]. Although primary and secondary

controllers are directly responsible for charge and discharge schedules, a

tertiary controller operates on battery health data (temperature trends,

discharge rates) to adjust charge schedules to lengthen battery lifetime [149].

Tertiary controllers also determine when batteries should be allowed to exceed

nominal tolerances (e.g., to maintain supply to critical loads during generation

shortages).
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2. Scheduling: Live and forecast inputs from weather, generation status, storage

status, and fuel prices can trigger tertiary controllers to adjust DERs and

load scheduling. Set points can be adjusted to optimize DER efficiency in

response to weather or demand peaks. Power quality compensation measures

are controlled at this level (e.g., dynamic filtering and power factor correction)

[81].

3. Data collection: Operational data from DERs informs control and mainte-

nance decisions. DER monitoring allows utilities to manage power system

health and establish preventative maintenance schedules (e.g., cleaning of PV

panels). AMR naturally facilitates the collection of consumption data which

influences future system designs and market strategies through trend analysis.

Monitoring sample frequency should be at least hourly in order to build load

profiles of sufficient resolution for DSM strategy formulation [12].

4. Demand Response: Physical DR actions are taken by tertiary controllers

enabling the utility to directly manipulate demand. For example, high-demand

commercial loads can be scheduled for periods of high irradiance in a PV-based

microgrid. Non-critical loads can be shed in periods of generation shortfall and

low battery SOC. Measures can be executed to satisfy both short and longer

term grid needs typically in accordance with pre-contracted agreements with

customers. Market DR is accomplished through tariff structures designed to

shape demand patterns. Physical DR curtailment actions and tariff schedules

should be displayed to customers either through an IHD or a UEC web-based

application [13].

3.1.4 Demand-side management strategies

Returning to the list of DSM strategies in Section 1.3 (SR, physical DR, market DR,

and EE), the communication system gathers information, assimilates it, and executes

control actions through the integrated hierarchical control structure to manipulate

demand patterns. The DSM strategies are discussed in order of latency and bit rate

communication requirements as outlined in Table 3.1. In a low voltage islanded



3. Demand-Side Management 55

microgrid, SR actions are automated by the EMS and require the coordination

of all three levels of control. Step changes in generation or demand that cause

power flow imbalance and voltage or frequency fluctuations initially trigger rapid

primary control responses using droop gains and converter link storage followed by

coordinated secondary actions such as active or reactive power compensation from

energy storage tanks [9], [90]. Such coordination must occur quickly and requires

latencies less than 100 ms per node. However, data exchange is minimal and requires

low bit rates of only 100 bps per node [92], [109]. This can be accomplished with

simple low frequency single carrier communication methods.

Where necessary, tertiary controllers assist in SR events through physical DR by

dispatching generation, shedding load, or initiating a curtailment schedule. Physical

DR interventions can be planned or prompted by emergency signals of immediate

or forecasted shortages. Curtailment schedules require detailed categorisation of

loads. Those determined critical should not be shed or shifted while other loads

deemed non-critical and flexible are subject to shedding. These shiftable loads (e.g.,

washing machine) can be delayed or scheduled to operate during surplus periods

creating virtual storage in the grid. Some loads have inertia (e.g., refrigerator)

and can be temporarily shed without exceeding operational tolerances [9]. In

an islanded microgrid, planned or emergency blackouts to certain loads may be

necessary to maintain grid stability. For example, weather forecasts could predict

an abnormally long period of low irradiance in a PV microgrid prompting warnings

to non-critical residential customers of an impending blackout whilst prioritizing

storage assets to the community medical clinic.

Market DR is implemented through tariff protocols programmed into tertiary

controllers [9]. Tariff structure limits are established to manipulate demand patterns

which are enforced by primary and secondary controllers (e.g., peak power and energy

limits). Energy prices must be agreed by, and published to, the customer before

consumption either through an IHD, web-based interface, or telecommunication.

To effectively induce a customer response requires sufficient time to react in a

meaningful way [150]. Market DR is therefore a longer term intervention technique.
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Short term market DR is called RTP and is only effective given highly invested

customers with ample time and motivation to react to price changes [150]. Since

both physical and market DR are not time-critical strategies, latencies can exceed

1 s with moderate per node bit rates of 1 kbps [12], [13], [110]. Single carrier

technologies can still satisfy this requirement.

EE efforts encompass utility initiatives to identify and reduce system losses

and educate customers on efficient practices [9]. The former is tackled mainly

through tertiary level data collection and analysis. The later occurs through

customer interactions like, tariffs, IHD and energy bills, all tertiary level activities.

In the most demanding of circumstances where RTP are broadcast to an IHD,

communication requirements are still relatively modest. These functions can be

accomplished with the same specifications listed above for DR. In the context of

rural electrification, there is a bit of a paradoxical conundrum since energy use

is proportional to social development and inversely proportional to energy prices.

Unlike in a macrogrid where the utility encourages customers to reduce demand

through efficient practices, a rural electrification microgrid manager must shape

when energy is used whilst simultaneously encouraging overall energy growth.

3.1.5 Additional Services

Primary and secondary control algorithms programmed into power electronics

require software updates. Such firmware updates, to fix bugs and add features,

may be performed manually. But this may be infeasible or very expensive if

updates are needed frequently or must be applied to many components. If updates

are to be performed remotely, hardware must be designed to accommodate such

downloads and the microgrid communication system needs the capacity to handle

larger data transfers. Firmware updates of small microcontrollers are feasible

using a medium-latency (1 s), medium-bit rate (10 kbps) connection, although

more complex components containing many or large microcontrollers may have

commensurately higher communication requirements. Such a feature could be
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very advantageous for isolated autonomous microgrids, as it allows the utility to

make design improvements remotely.

A low-latency, high-bit rate (< 100 ms, > 1 Mbps) microgrid communication

system could deliver a bundled internet or voice service. Such a proposition would

be attractive if the microgrid intrinsically required such a communication system to

operate effectively. However, as demonstrated in Table 3.1, a full list of advanced

microgrid services is possible using much less capable communication systems.

Many of the FAN technologies (discussed in the next chapter) can theoretically

support broadband-level latency and bit rates. However, to provide internet to an

entire community of microgrid customers, the backhaul link must support multiple

simultaneous users, significantly increasing its design specifications. The technologies

necessary for such a backhaul (fibre, 4G, 5G) may not be feasible or available for

the same reasons that make the microgrid remote. Furthermore, customers likely

already have voice and internet access through their mobile phone and would be

unwilling or unable to purchase a redundant service in their home. Although a utility

company could potentially harvest additional profits from a bundled internet service,

such a capability does not intrinsically amplify the capability of the power system.

3.2 Automatic Meter Reading

As a commodity, electricity is almost always metered at the point of use. Revenue

from tariff collection recovers system costs and establishes profit margins. Tradi-

tionally, utility companies monitor energy consumption with electro-mechanical or

simple digital meters that are read manually by utility personnel after which the

customer receives a bill based on a fixed energy rate. This practice is slowly being

replaced throughout the world by ‘smart’ meter installations which are expected

to reduce costs, increase metering flexibility, and enable the smart grid [68]. The

smart meter enables AMR and DSM strategies. Critically, these strategies require

some form of communication between the utility and the smart meters on their

network. There are three possible digital communication network links shown in

Fig. 3.2 to connect the customer, smart meter, and utility:
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1. field area network (FAN) with backhaul,

2. direct wide area network (direct-WAN), or

3. user-enabled communication (UEC).

Figure 3.2: Smart meter communication links: A) FAN with backhaul B) direct-WAN,
C) UEC (verified or unverified). The black dotted line indicates compulsory interactions
that occur between the customer and the utility.

Additionally, Fig. 3.2 illustrates the compulsory billing link between the

utility and the customer which can be accomplished through mail, voice, or

electronic device.

3.2.1 Field Area Network (FAN)

A FAN links smart meters and DERs to an EMS. Fig. 1.1 provides an example

of a microgird with a bus network topology. Creation of a FAN requires specific

hardware, such as transceivers and interface circuitry, to be present in each smart

meter. Information flow in a FAN can be unidirectional or bidirectional. If the goal

of the communication system is purely AMR, only unidirectional transmission from

the meter to the EMS is necessary. However, additional functions become available

with two-way communication with little extra cost since a receiver typically requires

similar basic hardware as found in the transmitter.

The technological requirements of the backhaul are different than the FAN and

are not discussed in detail in this study. However, in general, the link necessitates
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an order of magnitude higher bit rate and range since each transmission carries

information from multiple customers over greater distances. For remote islanded

microgrids, backhauls often utilize an internet link via satellite or cell phone

networks. Fig. 1 shows a wireless backhaul such as GSM. Without a backhaul,

the utility would have to extract FAN information by sending utility personnel

to site, and particularly for small, remote, autonomous microgrids, removing the

need for permanent or regular on-site personnel is desirable. However, field studies

reveal the difficulty of eliminating this role completely since the realities of hardware

deployment and customer acceptance demand access to local support [8].

3.2.2 Direct Wide Area Network (direct-WAN)

An alternative to a FAN and backhaul is a direct WAN link between each smart

meter and the utility’s SCADA system. Much like the backhaul, this link requires

long range and is most commonly achieved by installing a cellular modem in each

smart meter. Therefore, the utility depends on a third-party telecommunication

contract and are constrained by its availability, data fees, data rates, and reliability.

Many utilities in the developing world are upgrading manually read meters with

smart meters using cellular-based direct-WANs [88], [107]. In AC macrogrids,

there are normally no power electronics at the meter, there is no preexisting FAN

connecting meters, and no control actions are taken at the meter level. Most homes

do not have controllable loads and the direct-WAN is solely used for AMR purposes.

The installation of the direct-WAN is the first step in a long term plan to create

a smart grid concept. In the context of an islanded LV microgrid, a direct-WAN

would likely not meet secondary and tertiary control needs and therefore would

supplement an already existing FAN effectively doubling the communication system

costs. It therefore makes more sense to utilize the requisite FAN for AMR.

3.2.3 User-enabled Communication (UEC)

Another method to communicate with smart meters is UEC, where the customer

reports data from their meter directly to the utility. The customer could report
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readings from their meter using a keypad or Bluetooth interface. Otherwise,

interaction between the customer and the utility to transfer the meter data may

be through text message, email, or an online account. UEC therefore depends

upon the customer having semi-regular cell phone reception and/or internet access.

Self-reporting could work in a remote microgrid in SSA since most customers do

have cell phones and most regions have at least GSM coverage [6], [151]. The very

simplest form of UEC is prepayment. The customer purchases a physical token from

a local kiosk to enable a prepay meter (the meter must have a keypad interface,

RFID, or magstripe reader, or similar input mechanism).

UEC allows for self-reporting where the utility requests the customer to relay

unverified or verified measurements from the smart meter via voice, text message

or web interface. Unverified reporting depends on the customer to reliably and

honestly report a measurement, e.g., kilowatt-hours consumed. Verified reporting

systems first ‘hash’ or encrypt measurements into a self-verifying sequence of digits

with which the utility can check for tampering. Such techniques can also be used

to eliminate physical tokens for prepay meters.

3.2.4 Communication-less

It is possible to operate a microgrid where there is no regular communication

between customer and utility, but this limits the utility to offering a flat-rate

tariff only (flat-rate in this context means that there is a fixed monthly fee that

does not depend on energy usage). A completely communication-less system is

unlikely to be attractive to a utility: some infrequent periodic UEC to report

energy consumption (e.g., every 6 months) is likely to be the minimum requirement

for a commercially viable system. Alternatively, periodic manual meter readings

may be performed by utility personnel.

3.3 Tariff Structures

Table 3.2 breaks down metering into six basic structures and indicates if that

structure can be supported by a given communication system. An important
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Table 3.2: Possible tariffs vs. Type of communication link

Link
Type

Flat rate Fixed
peak
power

TOU
peak
power

Fixed energy TOU energy Real-time pricing

($/time-period) ($/W) ($/W) ($/Wh) ($/W or $/Wh)
No
comm.

Post-pay: No meter
hardware is
required.
Delinquent users
are manually
disconnected.

(not
feasible)

Post-pay: Utility personnel manually read
the meter and manually disconnect
delinquent customers. Time-of-use meters
require a clock.

(not feasible)

UEC Pre-pay: The user inputs a code as
proof of payment to prevent
operation of the disconnect
mechanism. The meter also requires
a clock and a pre-programmed
expiration time to determine when
another payment is required.

Pre-pay: The user inputs a code into the
meter obtained after buying credit. The
pre-programmed meter decrements the credit
and operates the disconnect mechanism on
reaching zero. Time-of-use meters require a
clock.
Post-pay: The user regularly reports meter
readings to the utility and receives a code to
prevent operation of the disconnect
mechanism.

(not feasible)

FAN Pre- or post-pay: The utility
controls the disconnect mechanism
remotely.

Pre- or post-pay: The utility reads the meter
and controls the disconnect mechanism
remotely.

Pre- or post-pay: The
utility updates the tariff
rate in response to
changing conditions,
performs frequent meter
readings to track customer
consumption, and operates
the disconnect mechanism
remotely.

distinction exists between post-pay and prepay schemes. Although most utilities

in the developed world charge customers after consumption (post-pay), prepay

billing can be extremely effective in a remote microgrid. The rapid deployment

of cell phone technology coupled with the widespread access to mobile banking

applications in the developing world make prepay services a natural business model

choice [4]. Prepayment provides flexibility to lower income customers with irregular

cash flow to budget electricity free of the burden of recurring bills inherent of

post-pay electricity contracts whilst protecting the utility from unpaid bills.

Additionally, Table 3.2 lists hardware that may be required to support the

chosen tariff structure: A clock and/or a disconnect mechanism. To accurately

bill the customer for consumption in a certain period, the meter must know the

time. A communication system can provide time information directly or offer

periodic corrections to a local real-time clock (RTC). A communication-less system

cannot correct its RTC, and so, due to drift, low-cost oscillators may not be

sufficient to track billing periods with acceptable accuracy. More accurate (and
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expensive) advanced clocks or GPS receivers may be necessary [152]. Customers

that do not pay the agreed tariff (are delinquent) must be disconnected. The

disconnection/reconnection can be performed manually by utility personnel, or a

contactor or other isolating mechanism can be included in the meter and operated

remotely using a communication system.

The tariff structures in Table 3.2 are:

1. Flat Rate: Unmetered electricity access is charged at a flat rate per time-

period (e.g., $/month) [24]. Delinquent post-pay customers are manually

disconnected. A prepay meter requires a clock to track the pay period and a

contactor to disconnect meter upon delinquency.

2. Fixed Peak Power : In certain microgrids, it may be necessary to curtail

customer peak power due to generation limitations (this is a form of physical

DR known as ‘peak shaving’). Despite the type of communication link, the

meter monitors power and enforces the limit with a contractor, disconnecting

the user if the subscription power limit is exceeded for a certain time tolerance

(e.g., 20 seconds) [24]. Pre-pay meters needs a clock to track the pay period.

3. Time-of-Use Peak Power : As for fixed peak power, but the peak power limit

changes depending on the time of day.

4. Fixed Energy: This is the traditional method of metering. Power is measured,

integrated over time, and displayed as a 4 to 6-digit energy value (Wh) [24].

Meters can be manually read by the utility technician 1-4 times per year or

self-reported by the customer through UEC. AMR by a FAN requires at least

a unidirectional communication link but places no stringent requirements on

latency and requires very low average bit rate (only approximately 24 bits

of raw data need be transmitted per reading). Sampling frequency could be

as low as once per month. Prepay customers purchase energy credit and so

the meter must have a contactor to disconnect access upon credit expiration.

Without communication, the rate ($/Wh) must be pre-programmed into the

meter.
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5. Time-of-Use Energy: Time-of-use (TOU) energy tariffs are a form of market

DR [24]. By simple example, peak demand hours could cost significantly more

than off-peak times to encourage consumption during off-peak periods. Manual

reading and self-reporting become more difficult since multiple counters must

be read. This pragmatically limits the number of time periods to about three

and 18 digits. Increasing the number of counters beyond this would likely lead

to inaccurate readings and frustrated customers. Each of the TOU rates must

be pre-programmed in a prepay meter. Given the complexity and the likely

desire of the utility to regularly update tariff rates, the argument for AMR

becomes much stronger in this scenario. The communication requirements

remain the same as a fixed energy tariff except the additional need for a clock

to distinguish between TOU periods. Sampling frequency depends on the

TOU period but would normally be about once per hour. With hourly samples,

the utility can build basic load consumption profiles for each customer. It

should be noted that it is in theory possible to collect load consumption data

without AMR by storing it locally on the meter and having utility personnel

download it manually every few months. Such data has significant value as

discussed in Section 3.1.3.

6. Real-time pricing: Taking market DR to its logical extreme is called real-time

pricing (RTP) where the dynamic cost of electricity, dependent upon multiple

variables such as weather, grid demand, generation status, storage status, and

fuel prices, is relayed to the consumer. Dynamic tariffs can be for energy

or peak power (e.g., critical peak pricing) or both. In theory, a customer

made aware of rising or falling costs will respond by making consumption

pattern modifications. Time-stamped consumption data must be collected

with a sample frequency at least equal to the RTP update rate. RTP requires

bidirectional communication to transmit prices to the smart meter while

gathering consumption data. Its requirements depend on the frequency of

RTP changes, but a realistic interval would be once per hour, with no stringent

latency or bit rate requirements (10 s latency, and 10 bps per meter would be
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acceptable). Prepay meters cannot solely rely on UEC since the meter must

receive the RTP from the utility to properly decrement the customer’s energy

credit or establish power ceilings.

Despite RTP offering potential benefits, widespread deployment has not yet

occurred, perhaps due to marginal gains observed in pilot programs. Arguably,

residential RTP lacks practicality since it depends on customers actively monitoring

electricity prices. Studies demonstrate that both cost savings to the customer and

desired DR magnitude changes are not proportionate to the costs and complexities

of RTP implementation [153]. Many simulations and dynamic DSM algorithms have

been proposed in the literature, but few field trials have proven their effectiveness

with real customers [154]. Some success has been observed with large industrial

customers that have dedicated staff monitoring RTPs ready to adjust load demand

during peaks or dips market prices. RTP could also yield better results if utilities

could remotely manage specific loads in accordance with price changes. A low

voltage islanded microgrid will likely not contain such industrial customers nor

many controllable loads. Furthermore, microgrids will be unlikely to rely on

customers reacting to RTP to resolve short-term generation imbalances due to the

inherent high latency of customer reactions. RTP may be useful in a microgrid with

generation limitations if customers are afforded ample time to react to the desired

trigger through day-prior forecasts targeted to prevent adverse events. Experience

also shows that the price differences must be large enough to illicit a response.

However, it must be noted that more effective methods are available (besides

market DR) to address such situations. Physical DR solutions avoid problematic

volatile prices, especially when considering low income microgrid customers who

may grow to resent RTP fluctuations.

It is important to note that for all tariff structures, the customer must be aware

of the tariff and be given sufficient information to verify the energy bill (this is

often a statutory requirement on the utility). This can either be provided from an

IHD on the meter or an UEC web-based application. Combinations of methods

can target multiple desired DR outcomes.
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3.4 Robust Extra-Low COst Nanogrids
(RELCON) tariff case study

As isolated power systems, microgrids provide a natural canvas to implement

the concepts of the smart grid. The RELCON project is an electrification field

deployment consisting of a 15-customer, 24-hour service, Tier-3 islanded solar

microgrid for a rural community in Kenya [19]. A case study of the RELCON

project will serve as a realistic validation of a proposed CRT structure for islanded LV

microgrids. The RELCON system will mimic a commercial power utility company

that must establish IRR. First, the RELCON system will be described followed

by a cost inventory of the grid hardware, logistical expenses, and sizing definitions

necessary to deploy a PV microgrid to a remote village in SSA. Then the DER

sizing assumptions are explained. Finally, the CRT structure is proposed.

3.4.1 RELCON system

At the center of the RELCON system is the generation hub consisting of a PV

array, valve regulated lead acid (VRLA) battery storage bank and associated

Maximum Power Point Tracking battery charging control unit illustrated in the

system diagram in Fig.3.3.

DC-DC converters then step the 48 V generation bus up to the touch-safe

distribution voltage of ±60 V. Individually controlled star network distribution

feeders connect the hub to various customers below the extra low voltage safety

threshold of 120 V DC. Feeders are buried steel wire armoured (SWA) power cables

with multiple core conductors each 1.5 mm2 cross sectional area. A satellite photo

of the target village in Fig. 3.4 shows the average distribution distance of ∼ 100 m.

At each endpoint, the transmission cable terminates at a bidirectional multi-

port DC-DC converter and smart meter (which will be referred to as a Homebox)

pictured in Fig. 3.5. The Homebox contains a local 236.8 Wh lithium-ion battery

and includes inputs for additional DC DERs (e.g., PV or additional battery). The

Homebox is rated at 300 W with five individually monitored 12.5 V DC output

load ports. The converter compensates for any voltage drop on the transmission
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Figure 3.3: RELCON System Diagram. Central generation hub connects to N rural
users (commercial/residential) through a multi-port Homebox (i.e., smart meter) that
communicates to an EMS with a GSM backhaul at the hub.

line, manages local DERs, regulates internal battery set points for various charging

phases, and most importantly, maintains stable load supply voltage. It limits

input and output currents to protect circuitry and the load whilst providing DSM

capability [155]. Homeboxes communicate with the central EMS via a wireless LoRa

(proprietary long range protocol) FAN (PLC technologies were also being explored

at the time of deployment). The EMS connects to a web-based interface for remote

control and monitoring via GSM backhaul link. The hub can also support an AC

load or a grid-connection. VRLA batteries are chosen for the hub because they are

the most readily available chemistry in deployment location markets.

The RELCON system was scheduled for deployment in March of 2020, but

was unfortunately delayed several times and eventually cancelled due to COVID

lockdowns. Still, the microgrid serves as a case study for the three main contributions

of this thesis, first the validation of a CRT [19], second the cost-benefit analysis

of adding digital communications to a LV microgrid [16], and lastly to validate
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Figure 3.4: RELCON target village in Kenya.

(a) (b)

Figure 3.5: RELCON Homebox v1.0, bidirectional multi-port DC-DC converter, rated
at 300 W, ±60 V input, 12.5 V output, contains 236.8 Wh LiPo battery. a) customer
presentation, b) interior circuitry

PLC modeling and test HomePlug performance [22]. Although the microgrid

was never deployed to the field, a lab-based test-bed of multiple Homeboxes was

installed at the University of Oxford (Fig. 3.6) where various experiments were

conducted. The physical kit serves in this chapter as a validation of the following

detailed cost estimate.

Another unique feature of the RELCON system is distributed storage. This

strategy can reduce sizing requirements by distributing DERs throughout the

network as discussed in Section 2.1.4. One of the research objectives of the RELCON
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Figure 3.6: Laboratory microgrid testbed. Eight Homeboxes are connected to a central
generation hub with various lengths and configurations of SWA cable.

project was to explore the idea of distributed DERs. Each customer in Fig. 3.3

has a smart meter called a Homebox, a highly flexible multi-port DC-DC converter

that allows for bidirectional power flow between customers. It also can integrate a

customers local generation and additional storage such as a previously purchased

SHS. The Homebox comes with a built-in lithium-ion battery. This design offers

each customer a degree of independence from the central power source whilst

increasing power quality by absorbing rapid load transients. Storage distribution in

the RELCON network also helps alleviate conflicts in a shared network. Microgrid

communities often encounter difficulties in the allocation of a CPR where some users

may irresponsibly use more than their share of the centralized energy [31]. Central

storage is closely monitored and low SOC triggers initiate prioritization of loads and

curtailment schedules. The local lithium storage in the RELCON Homebox is not

a communal resource unless the customer explicitly sells it to the grid. Therefore,

each customer is guaranteed access to their personal storage in times of centralized

shortage. Customers are informed of the status of the central generation hub as well

as the state of the local storage through a customized IHD enabling them to make

personalized energy decisions. The cost-benefit analysis of distributed vs. centralized

DERs is not included in this study because the project was never deployed and

data is required to measure the hypothesized benefits. This Homebox feature is

mentioned here to highlight a future research opportunity. Ultimately, the goal of
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DER distribution is to decrease system cost by reducing DER sizing requirements.

Another strategy is through DSM, which will be the primary focus of this research.

3.4.2 RELCON cost inventory

LCOE is calculated as the sum of microgrid capital expenses (CAPEX) and opera-

tional expenses (OPEX) divided by the energy served to the grid over its lifetime.

LCOE = A + NB + LC + LND

ηELN
[$/kWh] (3.1)

There are four expense categories: A is CAPEX independent of the number of

customers ($), B is CAPEX for each added customer ($/customer), C is annual

OPEX independent of the number of customers ($/year), and D is annual OPEX

for each added customer ($/year-customer). Although it is plausible to have shared

annual OPEX, this case study has identified no operational costs independent of

the number of customers making C=0. L is the lifetime of the system in years, N is

the number of customers served in the microgrid, E is energy served (kWh/year-

customer), and η represents technical losses as a fraction of supplied energy where:

Esupplied = ηE. Prices are validated by similar cost studies in Section 2.2.5.

CAPEX and OPEX of a Tier 3 microgrid are inventoried in Table 3.3. CAPEX

values (A & B) detailed in Table 3.3 come from sizing requirements, actual invoices,

and wholesale manufacturer quotations to validate estimates of photovoltaics, lead-

acid battery storage, distribution cables, converters, controllers, protection hardware

and all the necessary accessories to build and maintain the microgrid in a rural

village. Labour costs also come from invoices and online salary estimates. They

account for labourer per diem and all necessary tools and equipment. The estimated

LCOE for a rural Tier-3 microgrid in SSA is $0.61/kWh.

3.4.3 RELCON load profile

Table 3.3 includes the load profile estimate for a Tier-3 community with both

residential and small business customers. Average annual load profile predictions

in Fig. 3.7 come from [156] and show hourly power consumption for each of 15
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Table 3.3: Tier-3 PV-storage microgrid cost inventory

Variable Quantity Unit price Wholesalea

CAPEX ($/unit) ($)
Hub converter 1.00 334.56 334.56
Installation 1.00 5377.50 5377.50
Labour (man-hrs) 432.00 5.51 2380.32
EMS 1.00 367.50 367.50
Backhaul 1.00 56.00 56.00
A 8515.88
CAPEX/customer ($/unit-cust) ($/cust)
Battery (Wh) 1933.14 0.10b 193.31
PV (W) 296.87 0.60c 178.12

insolation (Wh/m2) 4000
efficiency 0.15

Cable (m) 100.00 0.50 50.00
Labour (man-hrs) 35.33 3.00 106.00
Protection 1.00 35.17 35.17
Homebox 1.00 276.43 276.43
Smart Meter 1.00 35.00 35.00
Digital communication 1.00 23.00 23.00
B 897.04
Total Customer CAPEX 1464.76
OPEX/customer ($/unit-yr-cust) ($/yr-cust)
CML (24 hrs/year) 0.42 0.61 0.25
O (visits/year) 0.50 1.25 0.63
M (battery life 4 years) 0.20 193.31 38.66
Mobile Money 0.33 12.00 4.00
Data 1.00 1.00 1.00
D 44.54
Total Customer Lifetime Cost 2355.58
L (years) 20.00
N (# of customers) 15.00
E Energy Served (kWh/year-customer) 152.24
E Energy Served (Wh/day-customer) 417.09
η (technical loss factor) 1.27
LCOE ($/kWh) 0.61

a. These values do not consider inflation.
b. Includes cost of battery rack & fuses.

c. Includes cost of PV install, MPPT controller, mounts, & connectors.
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customers extracted from a full year of 15-minute resolution simulation load data.

The model draws upon a combination of survey and SHS data and uses a stochastic

algorithm to predict appliance usage and aggregate them to generate demand curves.
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Figure 3.7: Average Tier-3 load profiles of 15 residential and small business customers
used to size microgrid DER. Overall demand averages to 417 Wh/day with an average
daily peak of 36 W and a max individual peak of 155 W.

Sizing of the PV and battery require the addition of 27% technical losses from

the cable and converters captured by η in Table 3.3. Demand also includes NTL

such as theft, unpaid bills, and CML [85]. CML is included in D as an OPEX

and set to 24 hours/year [54], [59], [60]. The RELCON design includes AMR and

remote disconnect which allow for rapid theft detection thus effectively eliminating

theft in this case study [157], [158]. Similarly, all electricity is pre-paid using PAYG

mobile money payments eliminating unpaid bills [84], [86]. Therefore, average

energy served (E) is 417 Wh/day and average energy generated is Esupplied =

ηE = 1.27 · 417 Wh = 530 Wh.

NASA climate data from [159] provides estimations of insolation at the RELCON

case study site in Kenya. The assumed insolation is set to the lowest monthly

average from the most recent 5 years which occurred in July 2018 at 4.0 kWh/m2.

Battery storage is sized to sustain the load without PV generation for an entire day
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to provide enough storage to sustain the microgrid through a day of overcast [160].

To maximize battery life, cells are only discharged to 50% of their capacity [161],

[162]. This is an industry standard. Optimizing depth of discharge, chemistry and

microgrid maintenance cost was not investigated in this study but is an important

topic for further research [163]–[165].

The lowest individual daily value of insolation occurred in 2014 at 1.17 kWh/m2

and the worst multiple-day period took place in June 2019 where three consecutive

days averaged 2.46 kWh/m2. Even on the worst of cloudy days, the PV still

receives over 25-50% of the worst monthly average. Furthermore, the 5-year average

insolation in the target village (between 2014-2019) is 5.7 kWh/m2, exceeding the

sizing assumption, which means that, on average days, the generation will oversupply.

This is the crux of microgrid design. Over-sizing the battery is a critical strategic

decision to effectively build insurance for unforeseen (and inevitable) circumstance.

As described in previous sections, the objective of DSM is to collect consumption

and weather data to not only reduce the size of generation, but also provide a list

of available tools to address shortages when they arise; thus effectively eliminating

the need for insurance over-sizing. This concept will be fully explored in the next

chapter. For now, these sizing assumptions are sufficient to build a realistic cost

inventory and LCOE to build a tariff structure.

3.4.4 Microgrid DSM strategy

The purpose of this case study is to use a real-world microgrid deployment as

context for a proposed DSM strategy with three inputs and three outputs. There is

a critical balance between simplicity (to ensure customer engagement) and DSM

opportunity (i.e., enough levers available to shift demand). Therefore, the following

DSM strategy aims to provide an extremely simple tariff structure that can be easily

understood by any customer whilst facilitating realistic DSM opportunities for a

remote low-voltage microgrid in a low-income rural community. It is the actual

tariff structure intended for the RELCON target village in rural Kenya.
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Inputs

1. Market DR: Two-pronged tariff

(a) Peak power tariff

(b) TOU tariff

2. Market DR: discounts

3. Physical DR

Outputs

1. demand shift,

2. flexible energy prices to guarantee access to low-income customers, and

3. CRT that guarantees IRR.

Although the specific numbers are informative and realistic, the focus is on

the tariff structure itself not the numbers, since these will vary depending on

design and location. The tariff is designed for a PV/battery-based microgrid, but

could be modified for other DERs.

3.4.5 DSM inputs

Table 3.4 shows the simple two-pronged tariff structure.

Table 3.4: Microgrid tariff structure

Type of Connection Power Limit Monthly Fee (USD)
Reduced 50 W 3
Standard 100 W 5
Max 300 W 10

PAYG Night-time Energy (USD)
1 kWh 0.30

1. Market DR: two-pronged tariff

(a) Peak power tariff : Each customer agrees to a pre-paid monthly subscrip-

tion or connection fee that fixes the peak power usage of their Homebox.

Connection fee payment guarantees unlimited energy usage during a

daily 6-hour peak solar production period defined as 0900-1500 local

time as shown in Fig. 3.8. Since Kenya lies near the equator, daylight

hours do not vary significantly throughout the year. The definition of



74
3.4. Robust Extra-Low COst Nanogrids

(RELCON) tariff case study

Figure 3.8: Payment timeline: The monthly connection fee limits max power usage.
Day-time (0900-1500) energy use is free. Night-time energy (1500-0900) must be pre-paid.
Time-of-use tariff encourages daytime consumption.

the two pay periods may be tailored for different locations or generation

sources. If the connection fee is not paid by the tenth day of the month,

the Homebox is remotely disabled.

(b) TOU tariff : Day-time energy (shaded yellow in Fig. 3.8) is "free" with a

connection subscription. Outside of the 6-hour peak production period,

Night-time energy (shaded blue in Fig. 3.8) is metered at $0.30/kWh.

Night-time energy is still capped at the connection fee power limit.

Energy balance never expires (i.e., purchased energy rolls to the next

evening).

2. Market DR discounts: During periods of high irradiance, discounts can be

offered on energy top-ups to incentivise larger payments. Similarly, during

months of higher irradiance forecasts, connection fees can be discounted to

encourage higher power subscriptions.

3. Physical DR: Since the consumers’ behavior is uncertain, and weather can

always negatively affect PV generation, there may be occasions when the

centralized battery storage is diminished. If the hub battery state of charge is

expected to dip to 10% of usable capacity, users are notified of the curtailment

schedule. In the RELCON system, each subscriber still has access to their

Homebox internal battery. Even when hub power is not available to the

Homebox, the customer may continue using electricity until their internal

battery is depleted, assuming they have an energy balance on their meter.

This alleviates negative ramifications of unexpected blackouts. Curtailment
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would start by baring energy top-up payments followed by load shedding

procedures based on load priorities. Load shedding schedules will depend on

the mix of users and community priorities. Communities should be involved

in determining the order of loads. Priorities typically start with community

service loads (e.g., medical facilities, schools) and productive-use businesses

vital to the local economy (e.g., mill, egg incubator) as discussed in Section

2.1.3. In the RELCON star distribution shown in Fig. 3.3, loads can be

individually isolated or throttled.

Red highlighted cells in the cost inventory in Table 3.3 indicate storage costs

accounting for 41% of total microgrid lifetime costs. Average night-time consumption

from Fig. 3.7 is 345.64 Wh/day or 83% of the daily consumption. If storage costs are

considered a night-time cost, the LCOE of night-time energy would be $0.30/kWh.

This is the origin of the PAYG night-time energy price in Table 3.4. Therefore,

remaining costs can be viewed as a day-time cost, dominated by the PV. The

LCOE of day-time energy would be $2.09/kWh. Multiplying the average day-time

energy consumption of 71.44 Wh/day from Fig. 3.7 by the day-time LCOE for a

30-day month yields $4.48/month. This is the origin of the Standard connection

fee in Table 3.4. The Reduced connection option allows for lower income customer

participation and the Max connection targets residents and small businesses that

intend to use higher power.

Based on surveys conducted by Cooperative University of Kenya during the

RELCON project, salaries in the target Kenyan village are as low as $20/month

with an average of $65/month. Therefore, the poorest customer could, in-theory,

pay only $3/month (15% of monthly income) and still use unlimited energy during

the day. It is important to remember it is likely this customer is already paying

much more than $3/month on energy based on the averages discussed in Section

2.2.1. This minimal electricity connection could displace the majority of other

energy costs effectively increasing their monthly salary. Assuming Fig. 3.7 average

consumption, a customer earning an average wage for the target village would
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average $8/month (12% of monthly income) which includes the Standard connection

fee and night-time PAYG payments.

3.4.6 DSM outputs

The DSM inputs provide conditions for the following outcomes:

1. Demand shift: The TOU energy tariff incentivises day-time usage when PV

power is available. Renewable-based microgrid customers must understand the

meteorological limitations of weather dependent power and the microgrid’s

dependence on stored energy. Although battery technologies continue to

advance, storage remains one of the largest contributors to cost in an islanded

microgrid. The contrast between "free" day-time and PAYG night-time energy

encourages customers to both use and store as much energy during high

irradiance periods, shifting night demand to the day-time. Reducing night-

time demand reduces battery usage, minimizes depth of discharge, increases

battery lifetime and reduces maintenance cost.

2. Low-income customer participation: Providing electricity to rural populations

is expected to spur economic growth; however, electrical generation and

transmission systems are inherently expensive. The proposed tariff distributes

cost in both space and time to propagate benefits to the poorest customers.

Flexible energy prices guarantee access to a range of incomes. The Reduced

connection subscription coupled with "free" day-time energy enables even

the lowest income customer while the Max connection allows commercial

ventures the Homebox rated power for their business ventures. Flexible

subscriptions incentivises economic growth by allowing customers to increase

their subscription monthly. Discounts can spur growth by opening temporary

opportunities to lower subscription customers. It is important to note that

this tariff structure assumes Fig. 3.7 demand and does not include AC loads

connected directly to the hub as in Fig. 3.3. As the village needs increase to

higher tiers, the DER would need to be upgraded and tariff structure modified

to add a Tier-4 or 5 subscription.
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3. CRT to guarantee IRR: Tenable microgrid installations must have a means

to recover CAPEX, cover OPEX, and establish IRR within a reasonable

lifetime. The proposed tariff is designed to recover costs and secure IRR

within 20 years. Prices also must be competitive compared to existing SHS

and microgrid companies operating in the area. The rates in Table 3.4 are

within reasonable range of the definitions of "affordable" considered in Section

2.2.1 whilst considering that the RELCON target village incomes are well

below Kenyan national averages and that electrification will likely immediately

increase monthly salaries due to displaced cost recovery. Additionally, WTP

in SSA for electricity is as high as $4/kWh [6] and other Tier-4 microgrid

utility companies like SteamCo ($2.34/kWh over 20 years) and PowerHive

($0.57/kWh over 30 years) have found success at similar LCOE set point (see

Section 2.2.5) [25], [41]. Rates in Table 3.4 are also competitive with SHS rates

discussed in Section 2.2.2 (∼$0.65/kWh over 20 years). SHS companies achieve

success through focused marketing to convince unelectrified individuals of the

displaced revenue achieved through electricity. Lease-to-own programs allow

customers to achieve a Tier-2 level of energy independence, but customers

require significant capital to afford the down payment and periodic payments.

The RELCON DSM strategy will use the SHS marketing approach whilst

increasing the power quality and quantity, lowering the periodic payments,

eliminating large upfront deposits and providing communal electrification

benefits.

3.4.7 DSM interactions

DSM interactions with customers occur through three methods:

1. In-home display (IHD)

2. Mobile money tariff collections

3. Text messages

Since the audience has little familiarity with electricity, each communication

contributes to their energy education. Interactions occur through the Homebox
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(a) (b)

Figure 3.9: Two versions of the RELCON Homebox IHD which include a SOC indicator
for the local lithium-ion battery, how much power the customer is currently using, PAYG
energy balance, and connection status indicators for power and communication with the
hub.

IHD accompanied with audible sounds to indicate the status of the hub connection,

violation of the connection power limit, SOC of the local Homebox lithium-ion

battery, and the PAYG energy balance. Fig. 3.9 shows two iterations of the

RELCON IHD.

Electricity is pre-paid through mobile money applications like MPESA which

are ubiquitous in SSA. Since rural villagers often do not have bank accounts, the

exchange of money has proven a large stumbling block to electrification efforts.

Mobile money applications are now a standard method of flexible banking and

are universally employed in Kenya [6]. Users can load or withdraw money to

their mobile account at kiosks in commercial centers and then make payments

for various services or products via SMS on their phones. Pre-paid electricity

services effectively eliminate unpaid bills. Additionally, post-pay schemes often

fail in low-income communities because customers fail to understand electricity as

a finite resource. Pre-payment provides immediate feedback to customers when

energy balances expire or when they exceed a power limitation [28]. Payments

would trigger Homebox activation up to the subscription power limit. Mobile money

transaction fees in Table 3.3 are estimated at $0.05-$0.15 per payment. Customers

are assumed to make 2-3 payments monthly to maintain their subscription and
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purchase energy. Discounts and curtailment schedules can be conveyed to the

customer through text message either to their mobile phone or on the IHD.

3.5 Conclusion

Each of the three levels of microgrid control have specific communication require-

ments. Bit rate requirements tend to increase moving up the the control hierarchy

while latency requirements tend to decrease. Each control level depends on lower

levels, meaning a communication system capable of tertiary control must also be

capable of meeting the most stringent requirements from any of the lower levels.

AMR and market DR are the primary methods to reduce microgrid costs.

This case study has established a CRT balanced with rural African WTP and

income thresholds whilst also guaranteeing system cost recovery and potential

profit returns for microgrid developers. DSM strategies reduce overall DER sizing,

increase system reliability, lengthen storage lifetime, enable energy independence,

and empower consumers with the confidence to pursue productive activities. The

strategies are designed to involve and educate the customer on the system’s true

value while engendering community stewardship and appreciation for its capacities

and limitations.
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4
Microgrid Communication

The primary findings of this chapter have been submitted for publication to

Elsevier Renewable and Sustainable Energy Reviews: D. Neal, D. Rogers and

M. McCulloch, "A Techno-Economic Analysis of Communication in Islanded

Microgrids," unpublished.

Chapter 4 provides a techno-economic analysis of microgrid communication

to determine if adding a digital communication system to a microgrid is worth

the cost and complexity. It incorporates the communication requirements derived

from Chapter 3 and conducts a thorough comparison of various wired and wireless

technologies that meet those requirements. It culminates with a case study to

illustrate the cost-savings achievable through microgrid communication based on

the real-world RELCON project.

4.1 Field Area Network Technology Comparison

The two basic mediums for FAN communication are wired and wireless. Table 4.1

organizes various available technologies by medium. The table is not designed to

define exact ranges of capability; but rather, it provides an order-of-magnitude

quantifier. The list is not all-inclusive but contains many common options. Fig. 4.1

graphs the bit rate versus latency of the various digital technologies from Table 4.1

81
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Table 4.1: Microgrid FAN digital communication technology comparison

Technology Medium Data rate
(Mbps)
[110]–
[113]

Distance
(m) [110]–
[113]

Latency (ms)
[113]

Cost per
transceiver*

[166]–[169]

Cost per
100 m
medium*

[166]

Cost per
customer*

Coaxial Dedicated cable 100 >10,000 0.1 2 17** 19
Ethernet (twisted pair) Dedicated cable 100 100 0.1 7 13** [170] 20
Fiber optics Dedicated cable 1000 [171] 100,000 0.01 [172] 7 13** 20
Power electronics PLC PLC 0.002 >1000 100 0 0 0
NBPLC (G3 or Prime) PLC 0.05 800 50 [173] 24 0 24
HPGP PLC 10 300 5 33 [174] 0 33
HPAV PLC 100 300 2 20 ** 0 20 **

GSM † Wireless 0.014 >10,000 300 [175], [176] 10 2 ‡ 12
LPWAN (LoRa) Wireless 0.05 [177] >1000 [93] 50 [178] 20 0 20
Zigbee Wireless 0.25 [171] 100 100 [179], [180] 31 0 31
Wifi Wireless 50 100 20 [181], [182] 14 0 14
* Costs in USD and reflect the market as of May 2022.
** Similar price available from suppliers in Kenya [183], [184]
† GSM considered because it has the widest coverage in SSA and most likely technology available for remote
microgrids [185].
‡ Includes 3rd party data costs: hourly 1 kB data transfer at average cost of data in SSA ($8.4/GB) [186].

and graphically situates them in comparison to the microgrid requirements from

Table 3.1. Dot size is scaled according to cost-per-customer from the last column

of Table 4.1. Both non-digital communication metering methods (manual meter

reading and UEC) from Chapter 3 are included as contrast. Manual meter reading

has the same fundamental bit rate and latency as UEC since ∼24 bits of data are

be being read by either a utility technician or customer manually less often than

once per month which equates to less than 1 µbps.

4.1.1 Dedicated cables

Communication cables can be laid at the same time as the power cable, either

buried or hung on poles. Dedicated cable networks are normally organized into a

star topology (Fig. 3.1a) but can also use bus network (Fig. 1.1 or Fig. 3.1b) or ring

(Fig. 3.1c) topologies [141], [142]. Network routers or switches are normally required

at junctions in bus or ring topologies. Wired communication systems are mature

technologies, very reliable and typically outperform wireless technologies. High data

rates, long range and low latencies are readily attainable. Although Ethernet over

twisted pair is fast and very inexpensive, distances are limited. Coaxial cable offers

a good balance of capacity, distance, and affordability for wired solutions. Wired

solutions are also commonly used for backhaul links. However, if a community of

loads is in close enough proximity for a wired backhaul, it is likely also feasible
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Figure 4.1: Microgrid FAN communication technology bit rate versus latency comparison.
The filled dot area is scaled to reflect cost-per-customer (Power Electronics PLC is ‘free’
and so is an open dot). The grey rectangle shows the specification region that satisfies all
three levels of hierarchical microgrid control. All the digital technologies from Table 4.1
exceed these requirements. The non-digital case of manual meter reading is included for
comparison.

to connect the community to a macrogrid rather than installing a microgrid, so

this situation may be rare in practice.

4.1.2 Powerline communication (PLC)

PLC is also a wired technology but uses the existing power cables rather than

dedicated wires. The network topology is therefore determined by the power grid

topology from Fig. 3.1. High-frequency data signals are coupled onto the powerline

(high compared to the power frequency of 50-60 Hz). PLC technology is mature

and is widely used by utility companies to coordinate protection systems. In large

grids, it is a very attractive option because no new cables need to be laid. Utility

companies have full control of the communication medium and must only purchase

and install PLC modems throughout the power network. NB PLC that utilize the

G3 or Prime ODFM protocols in the CENTELEC A frequency bands (< 100 kHz)

is currently being deployed throughout Europe for smart meter upgrade programs
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[173]. However, this niche technology is not widely available [174]. HomePlug is a

BB protocol occupying a higher frequency band (1-30 MHz) that delivers higher bit

rates [119]. The AV was HomePlug’s first iteration of indoor internet distribution

modems that use pre-existing building cabling with data rates of 200 Mbps. In 2010,

HomePlug developed the GP technology created as a low-power solution for smart

grids such as electric vehicle (EV) charging stations [118]. Despite its intention

of being a ‘trimmed-down’ and cheaper version of AV, the smaller manufacturing

scale of GP make it more expensive than the more-capable AV. Standby power

saving techniques used in the GP were then incorporated in the next generation

AV2 that occupies a wider band (1-86 MHz) and achieves advertised data rates

up to 2 Gbps. AV modules are mass-produced, widely available around the world,

and relatively cheap compared to both the GP and NB options. A full description

of the HomePlug technology will follow in Chapter 5.

Power Electronics PLC refers to a wide range of other bespoke PLC techniques

that advertise much lower bit rate but at little to no cost. For example, secondary

control load sharing enhancement is proposed in [187] through modulating the

DER loading condition into a variable pulse width modulation switching frequency

that can be interpreted by neighbouring DERs. In [188], data is modulated by

perturbing the switching frequency achieving data rates of 3.8 kbps. In [189], a

software-based amplitude modulation scheme encodes data on a DC link at 2 kbps

by perturbing the duty cycle of the converter switches. This implementation requires

zero-additional-hardware and so, in theory, has no hardware costs.

4.1.3 Wireless

Wireless systems are flexible, modular, and do not require extra cabling. There are

many mature wireless systems on the market. However, in the field, they can suffer

from unexpected blind spots or interference leading to reliability issues [190]. The

theoretical bit rates are often not realised in practice because of congestion and low

signal strength. However, despite these obstacles, wireless networks have proven to

be successful in many microgrid deployments. Basic protocols typically use star-like
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topologies that rely on line-of-sight between transmitter nodes and a centralized

receiver, but more sophisticated techniques can form ring or mesh topologies to

extend range. Included in Table 4.1 are two main wireless categories, low power wide

area network (LPWAN) that support lower bit rate over long range such as LoRa

and GSM, and higher bit rate home area network (HAN) options with short range

like Wi-Fi and Zigbee. High manufacturing volumes make cellular technologies

an attractive economic choice [177]. Furthermore, extensive GSM coverage in

Sub-Saharan Africa make it a strong candidate for remote rural microgrids [185],

[186]. However, a FAN that uses cellular technology is dependent upon a third-party

telecommunication company. Data prices, network congestion, and contract terms

may prove limiting. These technologies also make strong candidates for backhaul

links. HAN options may not have sufficient range for all microgrid FANs but

are still a very capable option for smaller grids or with the inclusion of repeater

nodes or mesh networking techniques.

4.1.4 Latency

In this thesis, latency refers to the round-trip time for a message to propagate

between the smart meter and the EMS over a distance of 100 m. Latency in wired

or wireless solutions at this geographic scale depend primarily on the protocols and

modulation techniques used. The delay due to signal propagation in the medium

is comparatively negligible. For wired technologies, the values in Table 4.1 are

the time it takes a standard TCP exchange of 1500 bytes to occur at the given

bit rate. The latency values for wireless technologies are taken from literature

experiments. Latency of the Power Electronics PLC technique in [189] is measured

using a 32 byte message (sufficient to send an AMR). Both HomePlug latencies are

measured. For manual meter reading (utility sends technician to read the meter),

the ‘latency’ is literally the time between readings: once per month, which yields

a data rate of < 24 bits/month (derived from reading six numerical digits on a

meter display). It is important to note that although UEC significantly reduces

cost and complexity of manual meter reading, it still has the same fundamental bit
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rate and latency as manual meter readings. The only difference is the customer

is reading the meter rather than utility personnel.

4.1.5 Cost per customer

‘Cost per customer’ is the cost of implementing a communication technology

using a commercially available module ready for plug-and-play integration. This

cost includes 100 m of cable (for wired technologies), the modem microchip or

transceiver, antennas (for wireless), and interface hardware (e.g., PCB and support-

ing components, connectors). Prices are calculated at wholesale quantities based

on quotations from major suppliers. Shipping costs are not included. Some of

the mainstream technologies are available from suppliers (e.g., TDK Solutions in

Kenya) in the developing world at competitive prices. The cost of a solution is

strongly dependent on the maturity and manufacturing capacity associated with

the technology. As a result, e.g., Ethernet and Wi-Fi are very price competitive.

Dedicated-cable technologies are attractive for geographically small microgrids

(transmission distances less than 100 m), but cable cost quickly becomes prohibitive

at larger distances.

Fig. 4.1 and the data in Table 4.1 reveal that all the evaluated technologies

exceed the communication requirements defined in Table 3.1. The minimum desired

capability from Table 3.1 to satisfy the three levels of hierarchical microgrid control

is a bit rate of 1 kbps and latency less than 100 ms. The remaining delineating factor

is cost, in which case Power Electronics PLC is the superior candidate. However,

unlike the other technologies, this option is not an off-the-shelf product, but rather

entails a bespoke software algorithm that has developmental costs. Furthermore,

the prices in Table 3.1 are all of the same order of magnitude and can easily be

afforded when amortised over long periods of time. Therefore, the engineering

decision becomes somewhat subjective, influenced by multiple site specific factors

such as geography, physical obstacles, distance between nodes, soil characteristics,

cell phone coverage, local product availability, manpower, and future upgrade

requirements, to name a few.
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4.2 Communication cost-benefit Analysis

The following cost-benefit analysis synthesises Chapters 3 and 4 to quantify the

service value added to an islanded LV microgrid through the addition of an

increasingly capable communication link. First, a communication-less baseline

is established using the RELCON cost inventory from Table 3.3. Second, a

minimally capable FAN is added to the power system. Then, the FAN bit rate is

incrementally increased while observing the effect on the cost of energy. LCOE

best captures the cost-benefit outcome of adding a digital communication system

since it accounts for all microgrid costs over the microgrid’s lifetime [50]. It

demonstrates the unsubsidised energy tariff amortised by the customer and reveals

savings gained through digital communication. Eq. (4.1) expands upon Eq. (3.1)

from the previous chapter. Each of the four expense categories are multiplied by

a discount factor. Additionally, LCOE is normalized to the communication-less

baseline for comparison effect.

LCOEp =
Aα̂p+BNβ̂p+CLγ̂p+DLNδ̂p

ELNη̂p

LCOEbase
[$/kWh] (4.1)

Hatted Greek letters represent discount factors that change in reaction to the

installation of a communication system with a particular bit rate. The subscript p

specifies the communication service bit rate level. All other normal lettered variables

A, B, C, D, E, and N are fixed baseline costs and assumptions for a communication-

less microgrid and are catalogued in Table 4.2. These variables represent the same

things as in Table 3.3 but will be slightly different since the baseline microgrid

has no communication system. For ease of reading, the variable definitions are

included here: A is CAPEX independent of the number of customers ($), B is

CAPEX for each added customer ($/customer), C is annual OPEX independent of

the number of customers ($/year), and D is annual OPEX for each added customer

($/year-customer). Again C = 0 since no annual OPEX costs are identified for

the Tier 3 RELCON case study. L is the lifetime of the system in years, N is
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the number of customers served in the microgrid, E is energy served (kWh/year-

customer), and η represents technical and non-technical losses as a fraction of

supplied energy where: Esupplied = ηE.

4.2.1 Manual Meter Reading p = 1

The baseline for the cost-benefit analysis is a communication-less islanded rural

microgrid based on the RELCON cost inventory from Section 3.4.2. Note that all

the communication related costs are set to zero. Sizing is based on the same load

profile estimations featured in Fig. 3.7 meaning energy served (E) remains the

same. However, since the microgrid does not have secondary or tertiary control

and no means of curtailment, DERs must be conservatively oversized to prevent

outages. Therefore, the insolation is set to the worst 3-day average from last decade,

2.46 kWh/m2 to accommodate all loads in bad weather while also supporting peak

demand. This increases annual CAPEX (B).

Baseline annual OPEX per customer (D) encompasses battery replacement

every four years and a monthly visit from a utility technician, primarily to manually

read the meter and collect cash payments from customers. Monthly cash payment

collection schedules are typical in a rural microgrid to minimize payment size and

maximize collection success [24]. This visit could also be used to perform any needed

maintenance. Each visit costs $1.25 [191], [192]. (This is lower than the $2.60

estimate in the UK smart meter study in [88] due to market differences between the

UK and Kenya.) Such a visit is, of course, a form of communication with a latency

of one month and a bit rate of approximately 24 bits per month. Other OPEX that

must be amortised are unpaid bills (10% of energy served) and customer minutes

lost (CML) due to outages [54]. The national grid in Kenya experiences well over

200 hours/year of CML [193]. However, microgrids significantly reduce CML and

a modest 24 hours/year is assumed for the case study [60].

Technical losses (e.g., cables, converters) are lower without communication since

communication hardware uses power [88]. Non-technical losses due to theft are

set to 5% of load [53]. Losses are encompassed by η̂p. The baseline LCOE in
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Table 4.2: Communication-less microgrid baseline costs and assumptions

Variable Quantity Unit price Wholesalea

CAPEX ($/unit) ($)
Hub converter 1.00 334.56 334.56
Installation 1.00 5377.50 5377.50
Labour (man-hrs) 432.00 5.51 2380.32
EMS 0 367.50 0
Backhaul 0 56.00 0
A 8092.06
CAPEX/customer ($/unit-cust) ($/cust)
Battery (Wh) 1841 0.10b 184.08
PV (W) 458 0.60c 274.76

insolation (Wh/m2) 2460
efficiency 0.15

Cable (m) 100.00 0.50 50.00
Labour (man-hrs) 35.33 3.00 106.00
Protection 1.00 35.17 35.17
Homebox 1.00 276.43 276.43
Zero-communication meter 1.00 9.00 9.00
Digital communication 0 23.00 0
B 935.44
Total Customer CAPEX 2212.37
OPEX/customer ($/unit-yr-cust) ($/yr-cust)
Unpaid tariff (kWh/year) 15.22 0.75 11.42
CML (kWh/year) 0.42 0.75 0.31
O (utility visits/year) 0.50 1.25 0.63
M (battery replace-
ment/year)

0.20 184.08 36.82

Mobile Money 0 12.00 0
Data 0 1.00 0
D 63.55
Total Customer Lifetime Cost 2745.86
L (years) 20.00
N (# of customers) 15.00
E Annual energy served (kWh/year-customer) 152.24
E Daily energy served (Wh/day-customer) 417.09
η̂0 (baseline losses) 1.21
LCOEbase($/kWh) 0.75

a. These values do not consider inflation.
b. Includes cost of battery rack & fuses.

c. Includes cost of PV install, MPPT controller, mounts, & connectors.
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Table 4.2 is $0.75/kWh which reflects the true cost of unsubsidised communication-

less Tier 3 PV microgrid electricity in rural Kenya [25], [30], [50]. All energy

costs are compared to this baseline; therefore, the normalized LCOE for manual

meter reading is $1.00/kWh.

4.2.2 Cost-benefit table

Having established a communication-less baseline, Table 4.3 shows how the addition

of communication to the microgrid will change CAPEX, OPEX, and losses. The first

row of the table shows the manual meter reading communication-less baseline where

all the discount factors are set to 1 except for the loss factor η̂0 which shows 21%

losses in the baseline system due to technical and non-technical losses (i.e., theft).

Table 4.3 contains seven communication levels (p = 0 to 6): manual meter

reading (baseline, p = 0), UEC (p = 1), AMR (p = 2), secondary control (p = 3),

tertiary control (p = 4), high fidelity (HiFi) monitoring (p = 5), and bundled internet

(p = 6). The vector of discount factors x̂p = (α̂p, β̂p, γ̂p, δ̂p, η̂p) is calculated by:

x̂p =
q∏

i=1
xi (4.2)

where q is the highest counter within the communication level row and expense

column of interest. The model is built in MATLAB. Communication levels are made

possible through hardware additions (inputs) which trigger cost changes (outputs).

Baseline expenses (A, B, D) are modified within the model according to the inputs.

Outputs change expenses as well. But they also affect sizing assumptions and losses.

Each change is quantified by a discount factor. The product of those discount

factors produces the discount vector (x̂p) for a given communication level. For

example, referencing the annual OPEX column and the UEC row in Table 4.3:

δ̂1 =
q=2∏
i=1

δi = δ1δ2 = 0.76 × 0.78 = 0.59 (4.3)
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Table 4.3: Cost-benefit analysis baseline costs and assumptions

Annual Annual
Shared CAPEX OPEX

Comm- CAPEX per per Losses
unication Customer Customer

FAN type Service Input→Output→LCOE α̂p β̂p δ̂p η̂p

No digital
communication

Manual
Reading

Baseline Meter (No comm) +9 ($/customer) [88] η1 1.21
LCOE0 1.00 α̂0 1.00 β̂0 1.00 δ̂0 1.00 η̂0 1.21

UEC

Inputs Meter (Prepaid) +43 ($/customer)1 [88] β1 1.05

Outputs Prepaid meters reduce frequency of utility visits to
1 visit/2 years. [88]

δ1 0.76

Prepaid meters eliminate non-technical losses from
unpaid tariffs. [84], [86]

δ2 0.78

LCOE1 0.83 α̂1 1.00 β̂1 1.05 δ̂1 0.59 η̂1 1.21

Low-bit
rate FAN
(<1 kbps)
with GSM
backhaul

AMR

Inputs

Backhaul link +35 ($) α1 1.002

Meter (Smart) -8 ($/customer)3 [88] β2 0.99
Digital comm +23 ($/customer) β3 1.02
Mobile money fees +4 ($/yr-customer) [194] δ3 1.11
Data fees <+1 ($/yr-customer) [186] δ4 1.002

Outputs

Smart meter increases technical losses by 10%. [88] β4 1.04 δ5 1.08 η2 1.10
Data collection analysis increases accuracy of sizing
reducing PV size by 39%.

β5 0.89

AMR decreases theft by 10%. [85], [195] β6 1.002 δ7 1.002 η3 1.002

AMR decreases CML 20%. [87], [88] δ6 1.002

LCOE2 0.79 α̂2 1.00 β̂2 0.98 δ̂2 0.71 η̂2 1.32

Secondary
Control

Inputs EMS +82 ($) [19] α2 1.01
Control sensors +12 ($/customer) [19] β7 1.01

Outputs

Secondary control eliminates theft. [157], [158] β8 0.99 δ8 0.97 η4 0.97
Secondary control increases efficiency of converters
and controllers by 1%. [102], [196]

β9 0.98 δ9 0.99 η5 0.99

Secondary controllers better manage SOC increas-
ing battery life by 10%. [197], [198]

δ10 0.90

Secondary controllers better prevent outage de-
creasing CML another 5%. [87], [88]

δ11 1.002

LCOE3 0.78 α̂3 1.01 β̂3 0.97 δ̂3 0.61 η̂3 1.26

Tertiary
Control

Inputs IHD +18 ($/customer) [88] δ β10 1.02
Data fees <+1 ($/yr-customer) [186] δ12 1.002

Outputs

DR capability allows for battery size reduction of
10%. [69], [71], [88], [199]

β11 0.96 δ13 0.91

DSM measures result in 10% demand shift from
night to day further reducing battery size by 10%.
[77], [78], [81], [88]

β12 0.97 δ14 0.91

Data enhanced tertiary controllers better protect
batteries increasing their life another 20%. [76],
[197]

δ15 0.83

Tertiary controllers better prevent outage decreas-
ing CML another 5%. [87], [88]

δ16 1.002

LCOE4 0.68 α̂4 1.01 β̂4 0.92 δ̂4 0.42 η̂4 1.26

Broadband
FAN
(>1Mbps)
with 4G
backhaul

HiFi
Moni-
toring
& RTP

Inputs
Backhaul upgrade +21 ($) [88] α3 1.002

Load sensors +15 ($/customer) [19] β13 1.02
Data fees +1 ($/yr-customer) [186] δ17 1.03

Outputs

DSM measures result another 10% demand shift
from night to day further reducing battery size by
10% [88], [200], [201]

β14 0.97 δ18 0.91

High resolution battery data improves battery
health maintenance increasing their life another
10%. [149]

δ19 0.93

Remote firmware update reduces frequency of
utility visits to 1 visit/5 years. [88]

δ20 0.98

High resolution load data prevents outages decreas-
ing CML another 5%. [87], [88]

δ21 1.002

LCOE5 0.65 α̂5 1.02 β̂5 0.91 δ̂5 0.36 η̂5 1.26

Bundled
Internet

Inputs Backhaul upgrade +100 ($) [183], [184] α4 1.01
Data fees +55 ($/yr-customer) [186] δ22 3.41

LCOE6 1.04 α̂6 1.03 β̂6 0.91 δ̂6 1.24 η̂6 1.26

1Costs and percentages are cumulative and include all costs and changes from previous row.
2Change is less than 1%.
3The smart meter is $8 cheaper than a prepaid meter.
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After completing similar calculations for α̂1, β̂1, and η̂1, they are input into

Eq. (4.1) to find LCOE1 for the UEC communication level. Benefits are assumed

cumulative; therefore, calculations include all discounts from previous rows (i.e.,

the counter i in Eq. (4.2) always starts with 1).

The resultant model can be used by microgrid developers by entering initial

values for A, B, C, D, E, L, N , and η and then applying the discount factors for

the desired level of communication from Table 4.3. Reduction in LCOE occurs

through the installation of a digital communication FAN with an increasing bit

rate capability. Hardware installations will directly increase the CAPEX but will

yield cost savings through efficiency gains.

Percent savings are extracted from estimates in the literature and are selected

carefully and modestly to not exaggerate the effects of digital communication.

Unreferenced values in Table 4.3 come from Table 4.1 or they are explained below.

Although the literature clearly shows digital communication (specifically, DSM

measures) can reduce demand, this case study assumes demand (E) to be constant

[69]. This assumption was made for two reasons. First, in the context of a rural

islanded microgrid where energy consumption is initially very low, a demand

reduction actually increases the cost per unit of electricity. Therefore, microgrid

developers targeting unelectrified communities will be encouraging an increase

in demand to make energy cheaper to low-income customers. Second, first-time

electricity communities experience slow but steady increases in consumption [46],

[48]. By keeping E constant, the case study accounts for these realities while also

avoiding exaggerated or misleading results. This cost analysis can be compared

to estimates in a UK-based macrogrid smart meter upgrade analysis [88] which

validates the underlying assumptions of the case study while tailoring the results

to an islanded LV microgrid. This is an important distinction since the literature

primarily deals with smart grid modeling and experimentation in grid-tied Tier 5

systems. The following sections will discuss each communication level.
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4.2.3 User Enabled Communication (UEC) p = 1

Prepay meters are more expensive than traditional post-pay meters, but still bring

large savings by eliminating unpaid bills and reducing the frequency of utility

personnel visits to once every two years for meter maintenance [84], [86], [88].

Instead of monthly visits for manual meter readings, the customer purchases either

physical or digital tokens to charge the prepay meter. This drastically slashes OPEX

by 41% and reduces total cost by 17% lowering the normalized LCOE to $0.83/kWh.

4.2.4 AMR p = 2

Slightly cheaper smart meters replace prepaid meters and an average bidirectional

digital communication system from Table 4.1 ($23) is installed at each smart meter.

As demonstrated in Fig. 4.1, any of the technologies explored in Chapter 3 satisfy

the modest AMR requirement defined in Table 3.1. It is therefore also assumed that

the installed AMI communication system inherently satisfies the requirement for

secondary and tertiary control with a medium latency of 100 ms and a bit rate of at

least 1 kbps. The cost estimate of $23 is less than the $33 estimate in [88] because

the UK-based study assumes a slightly more expensive cellular-based direct-WAN

transceiver that also contains extra home area network hardware. Each customer

must also absorb the fractional cost of adding an additional transceiver ($23) at

the hub and a GSM backhaul as defined in Table 4.1 ($12). Backhaul data fees

are set at $8.40/GB (the average rate in Sub-Saharan Africa [186]). Customers

still prepay for electricity but do so via a mobile money banking application on

their cell phone (e.g., MPESA, a Kenyan mobile money application) which incurs

transaction fees of $0.33/month per customer [19], [194].

Despite the increase in CAPEX, OPEX and losses from the addition of AMI, an

additional 4% reduction in LCOE is achieved primarily through more accurate DER

sizing facilitated by hourly AMR data. It is assumed that the microgrid developer

has load profile data from other similar microgrids to inform a more accurate

sizing of the DER. To capture this, insolation is increased to 4 kWh/m2, the worst

monthly average from last decade [159]) versus the worst 3-day average used in the
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communication-less baseline. AMR data reduces DER size by 39%. With hourly

demand measurements, the utility can more rapidly identify shortages and repair

them, thus reducing the CML by 20% [87], [88]. Electricity theft typically occurs by

bypassing the meter. Consumption monitoring can better identify such anomalies

reducing theft by 10% [85], [88], [195]. Normalized LCOE for AMR is $0.79/kWh.

4.2.5 Secondary Control p = 3

Secondary control requires an EMS at the hub and additional control sensors. Cost

benefits are negligible (1% decrease in LCOE), but secondary control provides a

much more reliable grid and a foundation for tertiary benefits. Secondary control

algorithms also can quickly recognize theft, triggering the EMS or smart meter

to isolate the customer. It is assumed that secondary control software together

with the AMR hourly data can effectively eliminate theft [157], [158]. The extent

of savings possible with secondary control varies widely and depends heavily on

the microgrid design, available data, and sophistication of the algorithm. This

case study is based upon a star configured DC microgrid where theft detection is

relatively simple. However, theft detection and isolation can be significantly more

challenging on radial feeders. Microgrid-wide signalling and the resulting control

actions improve electrical efficiency by 1% [102], [196] and further reduce CML

by another 5% [88]. State of charge management extends battery lifetime by 10%

[197], [198]. Normalized LCOE for AMR is $0.78/kWh.

4.2.6 Tertiary Control p = 4

An IHD is added to the smart meter to inform the customer about their consumption

and facilitate their participation in DSM measures. Physical DR actions that curtail

demand when necessary to preclude outages and protect storage assets enables a

10% reduction in battery size and another 5% decrease in CML [69], [71], [88], [199].

TOU tariffs incentivise daytime usage shifting 10% of night-time usage to day-time

during periods of solar production [77], [78], [81], [88]. These DSM measures also

reduce the grid evening peak demand usually drawn from the batteries [76]. Battery
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management algorithms that combine secondary control mechanisms with data

collection allow for detailed battery health monitoring further extending battery life

by 20% [197]. The communication system selected from Table 4.1 for the microgrid

FAN enables AMR, secondary, and tertiary control reducing total cost by 32%

primarily through DER-size minimisation and reductions in OPEX. Tertiary control

brings normalized LCOE down to $0.68/kWh.

4.2.7 High Fidelity Monitoring and Real-Time Pricing p = 5

This scenario assumes 15-minute resolution load-specific monitoring, RTP, and load-

targeted physical DR summarizing the ‘state-of-the-art’ case scenario as promised

by the literature on smart grids [69], [202], [203]. It is also assumed that each

customer contractually agrees to a high level of remote control of five specific loads

of special interest. Using the Homebox smart meter design from Section 3.4, each

of the load ports can be powered, monitored, and controlled independently by

the utility. The smart meter IHD displays curtailment schedules and notifications.

Data is sent and received every 15 minutes from each smart meter containing

information about the customer’s total consumption and specific data on each of

the five loads. Studies suggest a maximum of 30% of the load is potentially flexible

to DSM measures. Therefore, RTP is assumed to shift another 10% of demand shift

beyond the tertiary case [200], [201]. RTP combined with load-specific physical

DR measures can extend battery life another 10% and reduce CML another 5%

[88], [149]. Remote firmware updates (assumed to be 1 MB every 2 years) together

with four times more samples increase data fees but simultaneously decrease the

number of visits by utility personnel to once every five years [88].

As explained in Section 3.3, RTP and load-specific DR are unrealistic expecta-

tions for an islanded rural microgrid because they too heavily depend on customer

consent and participation. The literature on RTP smart grids contains mostly

theoretical-based simulations and is only included in this case study to illustrate

the hypothetical additional savings possible presuming the simulations could be

implemented. Table 4.3 shows, even in this optimistic model, LCOE reduction is
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3% beyond tertiary control. Load-specific DSM may require even more hardware

(e.g., Bluetooth transmitter, microcontroller, clock, contactor, and display installed

at each load of interest) further increasing CAPEX negating the potential cost

benefits. Normalized LCOE for high fidelity monitoring and RTP is $0.65/kWh.

4.2.8 Bundled Internet p = 6

Providing bundled internet (or voice services) through each customer’s smart meter

is technically possible but it requires additional hardware such as Ethernet ports

and routers both at the smart meter and at the EMS. The backhaul link estimation

comes from the price of a 4G router and network switch to handle much higher

bit rates for multiple customers [183], [184]. This scenario assumes a modest

1 Mbps connection and 0.55 GB/month usage for each customer [204]. Providing

internet to microgrid customers through the FAN does not improve LCOE; and

internet service would require a separate tariff to cover the additional incurred cost.

However, from a commercial utility perspective, a bundled internet service may not

be worth pursuing in a rural context for the reasons discussed in Section 3.1.5. It

seems plausible to offer such a service where demand exists assuming the data fees

associated with internet transmission can be collected from participating customers.

However, it must be emphasized that the added hardware to facilitate internet or

voice does not provide any additional reductions to LCOE beyond the HiFi scenario.

Bundled internet lifts the normalized LCOE to $1.04/kWh.

4.3 Conclusion

Fig. 4.2 plots LCOE versus bit rate of an increasingly capable communication

network. Values on the x-axis come from Table 3.1 and the y-axis shows normalized

LCOE ($/kWh) from Table 4.3. UEC-provided meter reading can reduce the LCOE

by 17% simply through the installation of a prepay meter or the implementation

of self-reporting. However, UEC alone cannot provide the control and monitoring

services summarized in Table 3.1. AMI, secondary and tertiary microgrid control

systems will reduce and shape demand, increase hardware efficiency, and lengthen
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Figure 4.2: Quantification of the service value added to a microgrid through the
installation of a communication system. As the capability of the communication
system (expressed in bit rate) increases, the LCOE decreases. LCOE is normalized
to a communication-less microgrid. Dot area is scaled to reflect cost of the required
communication system. The dotted blue line marks the bit rate capability of Power
Electronic PLC to convey the services available with less than 2 kbps. Bundled internet
service is shown both accounting for the necessary data fees (solid dot) and neglecting
those data fees (empty dot) assuming the customer is paying internet access data fees
separately.

service life. Fig. 4.2 reveals that secondary control does not significantly reduce

the price of energy which is why many microgrid ventures only pursue savings

from UEC and AMR. However, to harvest the cost savings from tertiary control

made possible with DSM, secondary control is requisite. Upon investment in a

minimally capable communication system (< 100 ms latency, > 1 kbps), multiple

high impact services become possible, reducing the LCOE by 32%. However, as

the capability of the communication system increases above 10 kbps there occurs

a point of diminishing returns where the capability of the communication system

does not yield further reductions in LCOE. The additional 3% savings portrayed

in the HiFi scenario is possible but unlikely and depends on the implementation

design and hardware costs associated with individual load control.

The choice of communication technology and the reductions in LCOE in any
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particular system will, of course, depend on many factors, but this cost-benefit

analysis has shown that there are two large step changes in LCOE reductions. First,

through pre-payment and the second, through tertiary control to implement DSM.



5
Transmission Line Model

The primary findings of this chapter have been submitted for publication to IEEE

Transactions on Power Delivery: D. Neal, D. Rogers and M. McCulloch, "Broadband

Powerline Communication for Low-Voltage Microgrids," unpublished.

Chapter 5 overviews transmission line theory and s-parameters. These are

used to build a bottom-up analytical powerline model from the cross sectional

geometry of the cable. The model incorporates proximity effects learned from

multiconductor transmission line theory and frequency dependent dielectric material

behaviour to accurately predict signal attenuation at high frequency. The model

is validated with s-parameter measurements taken with a 2-port VNA on the

RELCON laboratory testbed.

5.1 Introduction

Having established the costs and benefits of adding a digital communication FAN

to a microgrid, this chapter assumes the selection of PLC as the chosen technology.

Since available technologies all exceed the required bit rate and latency for microgrid

control as shown in Fig. 4.1, and the lack of variance in amortised cost fails to

differentiate them, the engineering choice becomes much more nuanced. In the

context of rural electrification, PLC was selected for further study for various

99
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reasons. This study was prompted in part by the HomePlug GP, a BB PLC

technology designed as a robust low-power alternative to its more capable relative

the AV for smart grid applications, specifically EV charging networks [118]. First,

applying the technology to a rural microgrid seems a natural fit. Second, the

HomePlug technology offers a plug-and-play solution for microgrid developers.

They utilize IP protocols that are easy to use and integrate into other layers of

the SCADA. The HomePlug AV became widely available as an indoor internet

networking tool in the 2000s [119]. Although indoor networks are slightly different

than microgrids networks, their similarities in length and topology render the former

a useful proxy for studying communication within microgrids. Third, PLC offers

a wired solution without extra cabling. This offers reliability like other wired

technologies without the cost of added cable. Since wired solutions have been shown

to be cost-prohibitive beyond 100 m, PLC can potentially reduce capital costs.

Wireless solutions sometimes have reliability issues caused by obstacles (e.g., tin

roofs in [190]). When deploying to an unknown environment like a remote village,

wireless solutions introduce engineering uncertainties. Lastly, bespoke PLC solutions

offer low bit-rate communications sufficient for microgrid control with zero-added

hardware using power electronics converters [189]. Since modern microgrid designs

heavily depend on power electronics, the prospect of forming a "free" FAN is an

exciting prospect. This last reason is not investigated in depth in this study, but

is mentioned here as additional motivation for exploring and understanding how

power distribution cables behave as a communication medium.

5.2 Two-wire Transmission Line Model (TLM)

As the length of the transmission line approaches the communication signal wave-

length (i.e., line length>tenth of the wavelength), the channel must be modelled as

a distributed element transmission line to account for wave propagation behaviour

[205]. The distributed element TLM in Fig. 5.1 considers an infinitesimally small

section of cable with two conductors where z is the position on the line.
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Figure 5.1: Distributed element model of two-wire transmission line where ∆z is an
infinitely small length of cable and voltage and current behave like propagating waves.
Reproduced from [205]

The transmission line conductor is modelled with a series resistance (r) and

shunt admittance (g) that cause frequency dependent signal attenuation. Series

inductance (l) and shunt capacitance (c) are determined by the dielectric and affect

signal propagation. This model is commonly referred to as the two-wire model

with per-unit parameters rlcg. Per-unit parameters can be mathematically derived

from the cable cross sectional dimensions from Fig. 5.2.

Figure 5.2: Cross sectional geometry of a) generic shielded multiconductor cable
reproduced from [205] b) 1.5 mm2 SWA 2-core power cable.

The starting point for modeling will be the simple two-wire scenario in Fig. 5.2(a)

where a set of parallel wires with conductivity σ and permeability µ is surrounded

by a homogeneous medium with permittivity ε and loss tangent tan δ.

5.2.1 Per-unit parameters

Frequency dependence of the ac resistance is included anytime the radius of the

conductor is greater than twice the skin depth [205]:
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δskin = 1√
πfµσ

[m] (5.1)

where f is frequency in Hz, µ is the magnetic permeability of the conductor and

given by µ0µr (µr = 1 for copper). The conductivity of copper at room temperature

is σ = 58.13 (MS/m). Using the dimensions in Fig. 5.2, the two-wire per-unit

rlcg equations are as follows:

rtwo-wire = 1
2πrwσδskin

[Ω/m] (5.2)

ltwo-wire = µ

π
acosh

(
d

rw

)
[H/m] (5.3)

ctwo-wire = πε

acosh
(

d
rw

) [F/m] (5.4)

gtwo-wire = 2πfctwo-wire tan δ [S/m] (5.5)

where the dielectric material surrounding the conductors is characterised with

the permittivity (ε = ε0εr) and the loss tangent (tan δ) both of which will be

discussed later. Both l and c decrease slightly with frequency but are considered

constant in this model.

5.2.2 Wave equations

Circuit analysis of Fig. 5.1, assuming steady state conditions in the time domain,

yield the traveling wave equations that express voltage and current at any point

z along the line:

V (z) = V +e−γz + V −eγz [V] (5.6)

I(z) = 1
Z0

(V +e−γz − V −eγz) [A] (5.7)

where V + and I+ are the incident (or forward) traveling waves and V − and I− are

the reflected (or reverse direction) waves. The characteristic impedance Z0 is the

ratio of voltage to current for a traveling wave on a transmission line.
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Z0 = V +

I+ = −V −

I− =
√

r + jωl

g + jωc
[Ω] (5.8)

The propagation constant γ consists of α (Np/m), the attenuation constant that

communicates the per-unit decay of the signal, and β (radians/m), the phase constant

that expresses the amount of phase change per unit length of transmission line or how

fast the signal’s phase varies as it moves along the line (phase velocity vp = ω
β
) [205].

γ = α + jβ =
√

(r + jωl)(g + jωc)
[
m−1

]
(5.9)

These two variables (Z0 and γ) characterise a transmission line and form the

foundation of the two-wire TLM.

5.3 Scattering Parameters (s-parameters)

S-parameters are derived from the wave equations and are an effective tool for

transmission line analysis primarily because they are directly measurable at the

terminations (i.e., ports) of any network. This allows for characterisation of any

network as a closed system without access to, or knowledge of, the network itself. The

transmission line in Fig. 5.1 can be thought of as a 2-port network. The scattering

matrix in Fig. 5.3 relates the incident voltages to the reflected voltages at each port.

Figure 5.3: One line diagram of 2-port network defined by its s-parameters.

If the incident signal on Port 2 is set to zero (V +
2 = 0), then S11 is defined

as the ratio of the reflected (or exiting) voltage to the incident (or entering)

voltage at Port 1 while S21 is the ratio of the reflected voltage at Port 2 to

the incident voltage at Port 1.
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S11 = V −
1

V +
1

= Γ (5.10)

S21 = V −
2

V +
1

(5.11)

S11 is called the reflection coefficient (Γ) and S21 the transmission coefficient i.e.,

the forward voltage transfer function of the transmission line. When the load

connected to Port 2 matches the characteristic impedance of the transmission

line, S21 is analogous to the transfer function of the 2-port network where Port

1 is input and Port 2 is output.

Figure 5.4: Relationship of impedances on a transmission line with characteristic
impedance Z0. The load is located at z = 0 whilst the source V1 is at z = −x. The source
has output impedance ZL and the load has impedance ZL.

Scattering parameters (s-parameters) are complex numbers and are always

less than unity for passive devices. They are most often graphed in decibels

(dB) as a function of frequency. S21 will be the primary tool in this study to

evaluate the frequency response of a given network and the corresponding PLC

channel performance.

Solving for the voltage at the load port of the transmission line in Fig. 5.4

where z = 0, simplifies the wave equations.

VL = V +
1 + V −

1 [V]

IL = 1
Z0

(V +
1 − V −

1 ) [A]
(5.12)

Since V = IZL:
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ZL = Z0
V +

1 + V −
1

V +
1 − V −

1
[Ω] (5.13)

Solving for the ratio of reflected to incident voltage (V −
1

V +
1

) yields S11 i.e., reflection

coefficient (Γ).

S11 = V −
1

V +
1

= Γ = ZL − Z0

ZL + Z0
(5.14)

When ZL = Z0, the reflection coefficient equals zero implying a “matched”

load. The traveling wave is fully absorbed by the load and no energy reflects

towards the transmitter. Said another way, all the wave energy is flowing in one

direction. Coincidentally, this is also the maximum power transfer condition where

the transmission line behaves as if it were infinitely long and the signal does not

vary with distance. Any non-zero reflection coefficient means some energy reflects

back towards the transmitter. Reflected waves add to incident waves at each point

on the line creating standing wave conditions. When ZL = 0 or ZL = ∞ producing

a reflection coefficient of 1 or -1, the entire signal is reflected producing standing

waves with amplitudes double that of the signal voltage and current amplitudes

equal to 0 A (or vice versa), i.e., zero-power transfer.

5.3.1 Measuring s-parameters

The 2-port s-parameter matrix in Fig. 5.3 is measured with a VNA according to

Fig. 5.4 by injecting a range of radio frequency signals (V1) into a device under test

(DUT). In this case, the DUT is a section of cable of length x with characteristic

impedance Z0 connected as in Fig. 5.5.

Port 1 of the DUT is connected to VNA Port A and Port 2 of the DUT is

connected to VNA Port B. This is done by connecting the two core conductors of

the SWA cable seen in Fig. 5.2 to the two conductors of the VNA, one as the signal

conductor and the other as the reference conductor. VNA Ports A and B both have

a fixed impedance of ZL = ZL = 50 Ω. This is a differentially coupled single-ended

measurement, i.e., the measurement is taken across the core conductors of the cable,
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(a) (b)

Figure 5.5: VNA s-parameter experimental setup for a differentially coupled single-ended
measurement of the two core conductors of a 1.5 mm2 SWA cable.

one connected to the VNA signal conductor and the other connected to the VNA

ground reference as in Fig. 5.5(b). A differential measurement can only be made

using a 4-port VNA or through ground isolating balum filters [206]. The shield and

any other unused conductors in a multiconductor cable are left floating. It is possible

to reference the PLC signal to the shield instead of the core conductor. However,

in this study, all PLC signals will be differentially coupled on core conductors since

it has been shown to create a cleaner channel due to common-mode rejection. This

is primarily due to the blocking effect of the shield that helps protect signals from

EMI, cross talk, and common mode noise [136], [207], [208].

The resulting s-parameters for a 50 m section of cable are compared to the two-

wire TLM in Fig. 5.6. Only S11 and S21 are shown since the DUT is symmetrical,

meaning S11 = S22 and S21 = S12. The model accurately predicts impedance

mismatch reflection oscillations seen in S11 indicating a satisfactory estimation of

per-unit inductance and capacitance. However, the model drastically overestimates

attenuation at high frequency as seen in S21 which would lead the model to

underestimate PLC functionality on long cables. S21 overestimation arises from

ignoring both the frequency dependence of the dielectric material and proximity

effects. Improvements to the model will be discussed in Sections 5.5-5.6.
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Figure 5.6: Differentially coupled single-ended VNA s-parameter measurement of a 50 m
section of 1.5 mm2 SWA cable compared to the two-wire TLM.

5.3.2 Open circuit/short circuit cable characterisation

Looking out of VNA Port A into the network is the impedance Zin (designated with

a red line in Fig. 5.4) defined as the ratio of voltage to current at the port terminals.

Zin(z) = V (z)
I(z) = Z0

V +
1 e−γz + V −

1 eγz

V +
1 e−γz − V −

1 eγz
= Z0

ZL + Z0 tanh γz

Z0 + ZL tanh γz
[Ω] (5.15)

When measuring s-parameters with a 50 Ω VNA, the DUT is matched when its

characteristic impedance also equals 50 Ω. In this situation, there are no reflections,

S11 = 0, and S21 = 1 = 0 dB. Otherwise, there will be reflections that can be used to

characterise the DUT using the open/short method. The open/short method takes

advantage of a simplification of Eq. (5.15) when the transmission line terminates

in an open circuit (oc, i.e., ZL = ∞) or a short circuit (sc, i.e., ZL = 0).

Zin-oc = Z0 cosh γz [Ω]

Zin-sc = Z0 tanh γz [Ω]
(5.16)
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From the perspective of the VNA injected signal V +
1 behind its 50 Ω source

impedance, Zin becomes the perceived load impedance ZL. The VNA applies

equation Eq. (5.14) to calculate S11.

S11-VNA = ΓVNA = Zin − ZS

Zin + ZS
= Zin − 50 Ω

Zin + 50 Ω (5.17)

Now, instead of connecting Port 2 of the DUT to VNA Port B, the DUT is left

either open or shorted to measure (S11-oc) and (S11-sc) to calculate (Zin-oc) and (Zin-sc)

from Eq. (5.17). Then the characteristic impedance and propagation constant

can be found from Eq. (5.16 and thereafter, each of the per-unit parameters

from Eqs. (5.8)-(5.9).

Z0 =
√

Zin-scZin-oc [Ω] (5.18)

γ = 1
x

atanh
√

Zin-sc

Zin-oc

[
m−1

]
(5.19)

r = Re{γZ0} [Ω/m] (5.20)

l = 1
ω

Im{γZ0} [H/m] (5.21)

c = 1
ω

Im
{ γ

Z0

}
[F/m] (5.22)

g = Re
{ γ

Z0

}
[S/m] (5.23)

Open/short measurements of a 50 m section of SWA cable is shown in Fig. 5.7.

The phase velocity for this cable relates to the conductivity of the copper

conductor and the permittivity of the dielectric.

vp = 2πf

β
= clight√

µrεr

[m
s

]
(5.24)
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Figure 5.7: Measured per-unit parameters compared to the two-wire TLM for a 50 m
section of 1.5 mm2 SWA power cable a) rlcg b) characteristic impedance and propagation
constant.

λ = vp

2πf
[m] (5.25)

Phase velocity for the SWA cable is approximately 1.65 × 108 (m/s) and the

wavelength at 30 MHz is 5.6 m. A 50 m DUT will have its first resonant oscillation
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at ∼ 80 kHz as notable in Fig. 5.7. To avoid reflections and the oscillatory nature of

the measurements, the DUT would need to be less than the quarter wavelength (1.4 m

at 30 MHz). However, the smaller the DUT, the more accentuated measurement

errors become and although the curves look smoother, they are not as accurate.

The overestimation of the S21 signal attenuation seen in Fig. 5.6 is echoed in

the attenuation constant curve in Fig. 5.7(b). As observed in Fig. 5.7(a), the

attenuation error is rooted in the underestimation of the per-unit resistance and the

overestimation of the per-unit conductance. Error in the per-unit resistance arises

from neglecting proximity effects of other conductors and the per-unit conductance

error is from frequency dependence of the dielectric insulation material. High

frequency attenuation is critical in this study because it is the main determinant

of PLC functionality when approaching its limitations. Therefore, the rest of the

chapter is dedicated to accounting for these two errors.

5.4 Internal inductance

Before addressing the two main errors in attenuation, internal inductance is going

to be incorporated into the model. Since internal inductance contributes very little,

it is usually ignored. Nevertheless, it will be included here as it will be important

later when extracting rlcg per-unit values from multiconductor measurements.

Measurable per-unit inductance is the sum of external inductance and internal

inductance [205]:

l = lext + lint [H/m] (5.26)

lint = 1
4πrw

√
µ

πfσ
[H/m] (5.27)

lext = ltwo-wire [H/m] (5.28)

The internal (or self) inductance is frequency dependent whilst external inductance

is not. It is important to remember that measured inductance will include both.
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5.5 Dielectric frequency dependence

The 1.5 mm2 steel-wire armoured (SWA) cable in Fig. 5.2(b) provides an example

to address the errors in the two-wire TLM. Although the equations above provide a

general idea of the frequency response of a transmission line, they do not provide

sufficient accuracy of attenuation at high frequency. Capacitance and admittance

are heavily dependent upon the dielectric constants. The dielectric constants are

both normally considered constant and can either be measured or estimated with

lookup tables [209]. However, the example SWA cable has more than one dielectric

material. Inhomogeneous materials can be assumed homogeneous using fractional

cross-sectional areas to estimate an effective homogeneous constant:

ξr-homogenous =
N∑

n=1

an

aT
xrn (5.29)

where ξ is the dielectric constant of interest (i.e., εr or tan δ), n is the dielectric

material, N is the total number of dielectric materials, an is the cross-sectional

area of the nth dielectric, and aT is the total cross-sectional area of the insulation

medium [210]. The conductors in Fig. 5.2(b) are surrounded by polyethylene and

those are enveloped in PVC. For the range between 1 MHz and 100 MHz, PVC

has average constants εr-PVC = 3.9, (tan δ)PVC = 0.04 and polyethylene values are

εr-poly = 2.3, (tan δ)poly = 3 × 10−4 [211]. Using the dimensions of Fig. 5.2(b) and

Eq. (5.29) yield effective homogeneous constants: εr = 3.3 and tan δ = 0.03. The

advantage of look-up table estimates is they require no cable measurements. These

constants are used in the two-wire model from Section 5.2.

In reality, both dielectric constants decrease with frequency. Measurements of

the SWA cable in Fig. 5.8 show the frequency dependent behaviour compared to

the effective homogeneous estimate from look-up tables.
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Figure 5.8: Measured dielectric properties of 1.5 mm2 SWA power cable vs constant
approximations and the Debye approximation.

Because the estimates are averages over a wide band, they do not accurately

predict attenuation at the upper envelope of operation. One way to address this

is to instead choose constants that better predict attenuation at high frequency.

In this case, the HomePlug GP operates up to 30 MHz and the AV up to 68 MHz.

Using the measured values at these two frequencies, a reasonable approximation for

this upper range would set εr = 3.1 and tan δ = 0.01. Although this method causes

errors at lower frequencies, it works very well to predict high-band attenuation. It

is likely a microgrid developer would not be able to measure the dielectric constants

of the power cable. In this case, the recommendation is to choose values from

look-up tables that favour the upper end of the frequency band of interest, which

means typically choosing the lower number given for a frequency range, since the

constants decrease with frequency.

The frequency dependence of the dielectric can be more accurately represented

using the Debye function with the Cole-Cole modification [212], [213]:

εr(ω) = ε
′

r(ω) + jε
′′

r (ω) = ε∞ + εDC − ε∞

(1 + jωτ)ϕ
(5.30)
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tan δ = ε
′′
r

ε′
r

(5.31)

where εDC is the permittivity at DC, ε∞ is the settling value at high frequency,

τ is the dielectric relaxation time constant which defines the frequency around

which the dielectric constant relaxes to a different value, and ϕ is a stretching factor

determining the width of frequency range over which the relaxation occurs. Values

for εDC and ε∞ are best observed from measurement but could be estimated from

look-up tables [210], [211]. The following solution is obtained from curve fitting the

Debye equation to the measurement in Fig. 5.8 and will be used moving forward.

εr(ω) = 3 + 4 − 3
(1 + jω1.5 × 10−6)0.5 (5.32)

5.6 Multiconductor transmission line theory

In order to tackle proximity effects, the model must include elements of multi-

conductor transmission line theory.

The multiconductor model expands Fig. 5.1 to account for the mutual interac-

tions between conductors shown in Fig. 5.9. Per-unit calculations for rlcg include

both self terms on the diagonal of the matrices in Eqs. (5.33)-(5.36) and mutual terms

on the off-diagonals [205]. Matrices are denoted with bold capital letter variables.

Figure 5.9: Distributed element model of multiconductor transmission line with n
conductors (all referenced to the 0th conductor) where ∆z is an infinitely small length of
cable and voltage and current behave like propagating waves. Adapted from [205].
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R =


ri + r0 r0 ... r0

r0 rj + r0 ... r0
... ... . . . ...

r0 r0 ... rn + r0

 [Ω/m] (5.33)

L =


lii lij ... lin
lji ljj ... ljn
... ... . . . ...

lni lnj ... lnn

 [H/m] (5.34)

C =


∑n

k=1 cik −cij ... −cin
−cji

∑n
k=1 cjk ... −cjn

... ... . . . ...
−cni −cnj ...

∑n
k=1 cnk

 [F/m] (5.35)

G =


∑n

k=1 gik −gij ... −gin
−gji

∑n
k=1 gjk ... −gjn

... ... . . . ...
−gni −gnj ...

∑n
k=1 gnk

 [S/m] (5.36)

For the cable in Fig. 5.2(a), the 0th reference conductor is the shield. In

this case, the signal is applied to a core conductor (i, j, ..., n) with a return path

through the shield. Most multiconductor cable models neglect proximity effects by

assuming the conductors are sufficiently separated (s > 4rw). Numerical derivations

of per-unit resistance that account for the proximity effects of the nth conductor

are extremely complex and can be found in [214], [215]. This study will focus on

the two-core SWA case in 5.2(b). The conductors are not sufficiently separated

to ignore the proximity effects at the frequency range of interest. Assuming all

the conductors have the same radius, the per-unit resistances for shielded parallel

conductors with dimensions of Fig. 5.2 are [216]:

ri = rj = 1
πrwσδskin

1 +
1 + 2

(
d

rw

)2

4
(

d
rw

)4

(
1 − 4

(
w

2rs

)2
) [Ω/m] (5.37)

r0 = 1
πrsσsδskin-s

1 +
(

w

2rs

)2
−

1 + 4
(

d
rw

)2

8
(

d
rw

)4

 [Ω/m] (5.38)
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where the conductivity of carbon steel σs = 70 (MS/m). For unshielded conductors,

the equations must be modified to reference either one of the nth conductors or

a ground plane [205]. These equations account for the proximity effects of both

the neighboring conductor and the shield.

Per-unit external inductance terms are [205]:

lii = µ

2π
ln
(

r2
s − d2

rsrw

)
[H/m] (5.39)

lij = µ

2π
ln
dj

rs

√√√√ (didj)2 + r4
s − 2didjr2

s cos θij

(didj)2 + d4
j − 2didjd3

j cos θij

 [H/m] (5.40)

After populating the inductance matrix, the capacitance and admittance matrices

can be found [205]:

C = µεL−1 [F/m] (5.41)

G = µσL−1 = σ

ε
C [S/m] (5.42)

Series impedance and shunt impedance matrices are:

Z = R + jωL′ = R + jωLint + jωL [Ω/m] (5.43)

Y = G + jωC [S/m] (5.44)

where Lint is the product of Eq. (5.27) and the identity matrix [217]. The product

of series and shunt impedances yields the eigenvector T and eigenvalues (Λ) whose

square root is the propagation constant matrix ΓP (not to be confused with the

reflection coefficient Γ). The propagation constant matrix and eigenvector provide

the means to calculate the characteristic impedance matrix [218]:

ZY = TΛT−1 (5.45)
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ΓP =
√

Λ [m−1] (5.46)

Z0 = TΓ−1
P T−1Z [Ω] (5.47)

The matrices Z0 and ΓP characterise a multiconductor cable and form the

foundation of the multiconductor model.

5.6.1 Measuring multiconductor cables

The following procedure follows methods described in [217], [219] to take single-

ended measurements of a multiconductor cable with a 2-port VNA. All single

ended measurements are taken with respect to the shield reference plane which is

connected to the VNA ground reference. Conversions of single-ended measurements

yield differential measurements that can be compared to the two-wire model

results in Fig. 5.7.

Each conductor termination is considered its own port to form an n × n s-

parameter matrix, where n are the number of ports as numbered in Fig. 5.10(a).

The cable shield is not included in the number of ports but acts as the reference

conductor and is mounted to metal plates using glands pictured in Fig. 5.10(b). One

SMA per port is mounted to the same metal plate such that all outer conductors of

the SMA connectors share electrical connection with the cable shield. Each core of

the cable is then connected to the inner conductor of a SMA connector.

Singled-ended measurements are taken in groups, two ports at a time, to build

2x2 submatrices [220]. The total number of submatrices is n(n − 1)/2. All unused

SMA connectors must be terminated with the same impedance as the VNA ports,

in this case 50 Ω. If ports are terminated in an impedance that is different than the

VNA, the measured s-parameters must be corrected according to the normalization

procedure outlined in [217]. This sequence continues until populating all n × n

measurements. Any repeat measurements (e.g., multiple S11 measurements) can

be averaged. For example, the two-core SWA cable from Fig. 5.10(a) has four
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ports and a reference shield. A cable of length x m is mounted for measurement

as depicted in Fig. 5.10(a).

(a)

(b) (c)

(d) (e)

Figure 5.10: Multiconductor cable characterisation experimental setup: a) Diagram
shows a two-core cable with odd conductors on one side and even on the other. Cable
shielding and the outer conductor of the SMA connectors are electrically connected to
metal reference plates. SMA inner conductor is connected to cable conductor. b) Example
of a 2-core cable mounted to aluminium reference plates using SWA cable glands. c)
Open/short characterisation of 2-core cable with one end connected to VNA and the
other side shorted with SMA shorting caps. d) Example of a 4-core cable mounted to
aluminium reference plates using SWA cable glands. e) Under-side of small section of
four-core cable to illustrate the cable core connection to the SMA inner conductor.
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The measurement sequence proceeds hence:

1. VNA Port A is connected to DUT Port 1 and VNA Port B to DUT Port 2.

2. Ports 3 and 4 are both terminated with a 50 Ω cap.

This measurement populates the first 2x2 submatrix with S11, S12, S21, andS22. For

the next measurement, VNA Port A remains on DUT Port 1 while VNA Port B is

moved to DUT Port 3. The summarized list of connection combinations is A1-B2,

A1-B3, A1-B4, A2-B3, A2-B4, A3-B4. Each connection combination produces

another 2x2 submatrix. The six submatrices are assembled to create the 4x4 matrix

in Eq. (5.48). Assuming the DUT has perfect symmetry, only one row or one

column is needed since same coloured s-parameters are, in theory, equal.

(5.48)

Conceptually, the values in black are all reflection coefficients, green are transmission

coefficients, blue are nearside crosstalk (NEXT) coefficients, and red are far-side

crosstalk (FEXT) coefficients [221]. The first row of values in Eq. (5.48) for a 50 m

section of two-core 1.5 mm2 SWA cable are shown in the same corresponding

colours in Fig. 5.11.

Although PLC signals can be coupled between a core conductor and the shield,

better performance can be guaranteed by using two of the core conductors in

a differential manner [222]. This reduces common-mode noise and decreases

attenuation since the copper cores conduct better than the shield. The single-ended

matrix in Eq. (5.48) can be mathematically transformed to a mixed mode matrix:

M = 1√
2


1 0 −1 0
0 1 0 −1
1 0 1 0
0 1 0 1

 (5.49)

Smixed = MSsingleM−1 =


Sd1d1 Sd1d2 Sd1c1 Sd1c2
Sd2d1 Sd2d2 Sd2c1 Sd2c2
Sc1d1 Sc1d2 Sc1c1 Sc1c2
Sc2d1 Sc2d2 Sc2c1 Sc2c2

 (5.50)
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Figure 5.11: Single-ended coefficients of a 50 m section of 1.5 mm2 two-core SWA. a)
reflection (S11), b) transmission (S21), c) NEXT (S13) and d) FEXT (S14).

where the top left quadrant yields a 2x2 differential signal submatrix analogous to

the two-wire measurements taken in Fig. 5.5 [219]. The other quadrants labelled

"dc" and "cd" show what common mode signal arises from differential injection or

vice versa. The bottom right quadrant, "cc", defines the common mode behaviour

on a differential pair and will be equal to the differential quadrant for a passive

symmetrical power cable [221].

5.6.2 Multiconductor open/short cable characterisation

A full characterisation of a multiconductor cable can be performed in a similar

fashion as described in Section 5.3.2 using the open/short method. Using the DUT

in Fig. 5.10(a) (2-core SWA) as an example, the first measurement is taken by

connecting VNA Port A to DUT Port 1 and VNA Port B to DUT Port 3 just like

the photo in Fig. 5.10(c). DUT Ports 2 & 4 are either kept open or shorted to the

reference metal plate with shorting caps to create two separate 2x2 submatrices [217].

SOC =
[
S11 S13
S31 S33

]
& SSC =

[
S11 S13
S31 S33

]
(5.51)
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Following the same calculation from Eq. (5.17), the open and short circuit matrices

from Eq. (5.51) are used to calculate open and short circuit Zin matrices:

Zin:OC,SC = (I − SOC,SC)−1(I + SOC,SC)(50I) [Ω] (5.52)

where I is the identity matrix and 50 Ω is the VNA source impedance. From

there, due to the relationship established in Eq. (5.15), Zin can be used to solve

for the characteristic impedance, propagation constant, and each of the per-unit

parameters [217], [223].

Zin:OC = (cosh ΓPz)Z0 [Ω] (5.53)

Zin:SC = (tanh ΓPz)Z0 [Ω] (5.54)

Z0 = (Zin:SCZ−1
in:OC)− 1

2 Zin:SC [Ω] (5.55)

ΓP = 1
x

(atanh[Zin:SCZ−1
in:OC] 1

2 ) [m−1] (5.56)

R = Re{ΓPZ0} [Ω/m] (5.57)

L′ = 1
ω

Im{ΓPZ0} [H/m] (5.58)

C = 1
ω

Im{Z−1
0 ΓP} [F/m] (5.59)

G = Re{Z−1
0 ΓP} [S/m] (5.60)
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Figure 5.12: Measured multiconductor per-unit matrices compared to the multiconductor
model for 50 m section of two-core 1.5 mm2 SWA power cable a) R b) L c) G d) C
e) Z0 and f) ΓP. Only the self-terms of the propagation constant are shown since the
off-diagonal terms are zero.
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Fig. 5.12 illustrates the results from a multiconductor characterisation of a

50 m section of two-core 1.5 mm2 SWA cable. The multiconductor model accurately

represents the cable by incorporating both the Debye dielectric model in Eq. (5.32)

and the proximity effects from Eq. (5.37-5.38).

The same process using a 2-port VNA can be followed for a cable with even

more conductors. For example, the 4-core cable pictured in Fig. 5.10(d) would

produce an 8x8 single-ended matrix for Eq. (5.48) requiring many more 50 Ω

termination caps. The open/short characterisation for the same cable starts by

creating 2x2 submatrices like those in Eq. (5.51). Remaining odd DUT ports must

be terminated with a 50 Ω cap while even ports are either left open or shorted

to the reference plate. All necessary connection combinations are summarized

with this sequence: A1-B3, A1-B5, A1-B7, A3-B5, A3-B7, A5-B7. Any repeat

measurements (e.g., multiple short circuit S11 measurements) can be averaged.

The six 2x2 submatrices are assembled to build two 4x4 matrices: one for open

circuit and the other for short circuit [217].

SOC,SC =


S11 S13 S15 S17
S31 S33 S35 S37
S51 S53 S55 S57
S71 S73 S75 S77

 (5.61)

5.7 Modified two-wire model

Despite the accuracy gained with the multiconductor model, the full model is

unnecessary to accurately represent the PLC channel. Multiconductor simulations

are complex, and measurements require cumbersome procedures or an expensive

multiport VNA. Microwave engineering software tools typically have built-in model

blocks for various types of transmission lines such as coaxial, microstrip and the

two-wire used in this study. However, the model blocks only have 2-ports and

use the basic equations that neglect the factors discussed in this chapter. Two

adjustments can be made to the two-wire TLM to address the attenuation errors seen

in Fig. 5.7: overestimation of per-unit admittance from neglecting the frequency

dependence of the dielectric constant, and underestimation of per-unit resistance



124 5.7. Modified two-wire model

due to proximity effects. The first is resolved using the Debye approximation in

Eq. (5.32). The second error is addressed by incorporating the multiconductor

model of per-unit resistance into the two-wire model. Instead of Eq. (5.2), the

modified model will use two times Eq. (5.37) which accounts for the presence of

the shield, the proximity of the other core, and the differential return path. Since

the PLC signal is differentially coupled across the two core conductors, the per-unit

resistance is ri + ri rather than the common mode coupled term ri + r0 from the

diagonal in the multiconductor per-unit resistance matrix of Eq. (5.33).
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Figure 5.13: S21 measured versus model of a 50 m section of two-core 1.5 mm2 SWA
power cable. Measured values are solid lines and models are dashed. All curves are
compared to the multiconductor measurement in black which offers the most accurate
representation of the true PLC frequency response. The most complex and accurate
model is the multiconductor model based on Fig. 5.9. The basic two-wire model in red
ignores both the dielectric frequency dependence and proximity effects. Other curves are
added to show the effect of each individual correction. The two-wire modified model in
green closely approximates the multiconductor model.

Fig. 5.13 compares transmission coefficient (S21) measurements of the various

models. The differential measurements Sd1d1 and Sd2d1 from the differential quadrant

of the mixed mode matrix in Eq. (5.50), derived from the single-ended multiconduc-

tor measurement matrix in Eq. (5.48), are the most accurate representation of the

differentially coupled PLC signal frequency response. The multiconductor model uses
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Section 5.6 to build a 4-port transmission line following the "Lossy Multiconductor

Transmission Line Circuit" example in the RF Toolkit of MATLAB [224]. Then

single-ended s-parameters are extracted using the sparameters command and

then converted to mixed mode parameters as in Eq. (5.50) using the s2sdd

command. The basic two-wire model uses Section 5.2 and the rfckt.twowire

command which requires cross sectional inputs from Fig. 5.2 and scalar inputs for the

dielectric constants. The rfckt.rlcgline command, on the other hand, accepts

vector inputs for rlcg allowing for the incorporation of a frequency dependent

dielectric constant and a modification of the per-unit resistance to account for

proximity effects. The effect of each correction by itself is shown in Fig. 5.13 as

well as the modified two-wire model which corrects for both.

5.8 Conclusion

This modified two-wire model is advantageous because it can be easily used in

GUI-based software programs that only have 2-port building blocks (e.g., Simulink,

LTspice, AWR Microwave Office). AWR Microwave Office by Cadence has a simple

user-friendly GUI designed specifically for s-parameter analysis that will be used in

the next chapter to rapidly create complex branched networks using the modified

two-wire TLM [225]. This software tool along with the modified two-wire TLM is

recommended for microgrid developers considering BB PLC as a communication

technology in order to rapidly predict PLC performance on a given grid architecture.

Since the cable lengths used in a microgrid approach the wavelengths of PLC

signals, the TLM must be used to accurately represent the communication channel.

Although PLC signals only require two conductors, elements of the multiconductor

TLM must be considered since proximity effects increase high frequency attenuation.

Additionally, dielectric constants must be frequency dependent to avoid attenuation

errors. The modified two-wire model now forms the fundamental building block

to simulate networks of power cables.
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6
Powerline Communications

The primary findings of this chapter have been submitted for publication to IEEE

Transactions on Power Delivery: D. Neal, D. Rogers and M. McCulloch, "Broadband

Powerline Communication for Low-Voltage Microgrids," unpublished.

Chapter 6 contains the experimental results of BB HomePlug GP and AV

performance tests on various network structures. The modified two-wire TLM from

Chapter 5 is validated by VNA s-parameter measurements and used to predict PLC

performance on various networks. It is proposed as a quick and simple tool for

microgrid developers to determine the functionality of BB PLC on a given network

topology. Suitability of BB PLC for microgrid communication is stated.

6.1 HomePlug Technology Overview

Both the HomePlug GP and AV use the same OFDM technology, an efficient high

bandwidth transmission modulation technique that maps digital data to orthogonally

spaced sinusoidal subcarriers. In the frequency domain, data modulated on each

subcarrier peak is free from spreading interference because the signal power from

neighbouring subcarriers is at zero as portrayed in Fig. 6.1 [224]. This technique

avoids the necessity of guard bands in between subcarriers thereby increasing the

127
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Figure 6.1: Sample OFDM frequency spectrum. Reproduced from [226]

amount of data that can be transmitted within a given bandwidth [222]. HomePlug

technology separates subcarriers by 24.414 kHz.

Digital information is modulated onto each subcarrier using phase shift keying

(PSK) where the phase of the subcarrier sinusoid is shifted by certain phase quantities

to encode the binary data. The GP is limited to quadrature PSK (QPSK) where

the carrier’s phase is shifted to encode two bits of data as shown in Fig. 6.2(a)

[118]. More data can be encoded per subcarrier using more complex phase shift

maps or even combining amplitude changes with phase shifts like in the case of

quadrature amplitude modulation (QAM) as in Fig. 6.2(b).

The AV also incorporates ABL, which is a process where the transmitter pings

the channel, evaluates the quality of each subcarrier, and maps the signal-to-noise

ratio (SNR) of each subcarrier to create a tone map like the one for a 50 m SWA

cable in Fig. 6.3 [119]. The number of bits-per-subcarrier are adjusted according

to the SNR tone map [227]. Notches of subcarriers can be effectively turned off

to avoid transmitting on poor quality channels. Subcarrier bit loading varies from

level 0 to 10 depending on the tone map which includes a pre-programmed list of

masked carriers that are permanently blocked to deconflict with legacy applications

(e.g., amateur radio) [119]. The higher the bit loading level, the more complex the
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Figure 6.2: PSK techniques: a) HomePlug GP is limited to QPSK where two bits of
data are encoded in the phase of the subcarrier. b) HomePlug AV uses up to 1024 QAM.
This is an example 16 QAM map that enables encoding of four bits of data encoded using
16 unique amplitude and phase combinations.

modulation technique, starting with simple QPSK up to 1024 QAM. The tone map

is also used to calculated the physical data rate capacity of the channel in Mbps.

Some of the notches in Fig. 6.3 are masked due to EMI regulations while others are

reduced due to channel quality. Pre-masked bands depend on the geographic region

of retail. The bands for North America are published in [228]. The AV2 devices

used in this study were purchased in the UK and have slightly different mask bands.

Forward error correction binary codes (called Turbo codes) are added to the

modulated data stream to detect bit errors. When the channel quality is poor,

QPSK modulation is boosted using Robust ODFM (ROBO) techniques where

2-5 redundant copies of each packet are sent to increase reception probability

[228]. The GP does not employ ABL and only relies on QPSK with ROBO [118].

Although repetitions reduce throughput, it has been proven to increase reliability

when operating in noisy channels (such as powerlines). In the ROBO mode, all

subcarriers are used indiscriminately.

The GP utilizes 1155 subcarriers between 1.8-30 MHz, while the most advanced

AV (AV2) increases the number of possible carriers up to a maximum of 4096
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Figure 6.3: HomePlug AV2 unitless SNR tone map for a 50 m SWA cable.

and widens the potential bandwidth to 86.13 MHz [15]. The AV2 devices used

in this study use 2096 carriers up to 68 MHz.

6.2 Experimental Setup

The HomePlug products are tested on the RELCON system from Section 3.4.

The experimental setup in Fig. 6.4 is used to evaluate PLC performance on a

given cable network. In this test, microgrid power flows from a generator to a

load via power electronic converters. Those converters are mostly capacitive in

nature and present a low impedance path for PLC frequencies. Therefore, low pass

filters (LPF), placed between the converters and the powerline, are necessary to

present a high impedance to PLC signals. The distribution network consists of

various lengths and branching configurations of SWA power cable modeled with

the modified two-wire TLM from Chapter 5.

Following Fig. 6.4 from bottom left, internet protocol (IP) test data originates

at the Linux computer. The data is addressed to a namespace, a self-contained

partition that tunnels data to the USB-ethernet output such that communication

occurs down wire vs internally in the Linux machine [229], [230]. Moving up the
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Figure 6.4: Network performance test setup.

diagram, the HomePlug PLC modem modulates the IP test data into a time domain

OFDM symbol that is transmitted as a differential voltage signal and coupled to

the powerline through the analog-front-end (AFE) filter circuit. After traveling

through the powerline distribution network the signal is received by another PLC

modem at the opposing node, demodulated by another PLC modem, and passed

to the receiving Linux namespace IP address.

VNA measurements are taken of both dead (microgrid power off) and live

(microgrid power on) powerlines. Direct VNA measurements of the distribution

network are taken at the purple network ports in Fig. 6.4 whilst the network is

dead. Live measurements are taken behind the AFE at the red ports to observe the

full PLC path from transmitting modem to receiving modem. Two software utilities

are used to generate internet IP test data on the Linux machine. Ping measures

network latency by calculating roundtrip time for an IP message to travel from

transmitter to receiver and back. The Linux processing contributes 0.4 ms. The

powerlines contribute (based on approximately 1.65 × 108 m/s transmission speed)

less than 0.003 ms latency due to the PLC modem pair. When a reliable PLC

connection is established, latencies are consistently around 10 ms for the GP and
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4 ms for the AV meaning the majority of latency comes from modulation protocols.

These numbers do not vary with network structure since the modulation techniques

operate to guarantee latency consistency.

The iPerf utility similarly produces a stream of IP data from client (trans-

mitter) to server (receiver) at channel max capacity to measure throughput, jitter,

and packet loss or retries [231]. Jitter is latency deviation and tends to rise with

channel degradation. Data can be packaged in transmission control protocol (TCP)

or user datagram protocol (UDP) format. The main difference is TCP’s need for a

transmission receipt. When the client does not receive a receipt from the server,

the client retries. UDP, on the other hand, transmits indiscriminately which can

lead to packet loss. HomePlug modulation techniques also sacrifice throughput to

maintain acceptable thresholds of packet loss and retries. That leaves throughput

as the main variable to evaluate PLC performance. There is a clear relationship

between the data rate capacity calculated by the tone map, the actual throughput

measured by iPerf, and channel quality.

In addition to the Linux utilities, the HomePlug modems made by Qualcomm

Atheros (QCA) have software tools called the Open Powerline Toolkit that can be

used to evaluate performance. These tools are open source [227]. Each modem

chip has a unique MAC address which is used to interrogate the chip for various

parameters. Three commands were used in the PLC tests:

1. int6k: interrogates the modem and prints the network configuration. It

identifies which chip address has established itself as Central Coordinator

(CCo) and which are its subordinate stations [228]. Any chip can act as either.

The program is used to quickly assess if two or more modems have established

a network.

2. plctone: prints SNR tone map. The chip exchanges investigative packets

with network neighbours to assess the channel quality to create a tone map as

in Fig. 6.3. The tone map also incorporates pre-masked carriers and is then

used for ABL protocols. This feature only works on the AV chip.
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3. plcrate: polls all modems on network and prints physical data rates in Mbps.

This is the maximum transmission rate capability of the modem for a given

tone map. This feature only works on the AV chip. Data rate is only based on

the physical layer and establishes the ceiling capability whereas throughput is

the actual bit rate achieved after software and hardware overhead. Throughput

calculated by iPerf will always be lower than the data rate reported by

plcrate.

6.3 Analog-front-end (AFE) PLC coupling circuit

Measurements of live networks are taken at the red illustrated ports in Fig. 6.4

through the AFE coupling circuit on the dLAN Green PHY Evaluation Board

made by devolo and purchased from Codico [232]. The evaluation board provides

access to the PLC modem [14] and the AFE coupling circuit. To best compare

VNA measurements to the network model, an s-parameter model of the AFE is

required. The coupling circuit is modeled in AWR Microwave Office and illustrated

in Fig. 6.5. It includes a three-winding transformer (devolo UT11359) to step up

the PLC signal both upon transmission and reception [233]. In parallel with the

transformer is a capacitive low pass filter to block frequencies above the band of

interest (1-30 MHz). The transformer is modelled as an ideal three-coil mutually

coupled inductor with leakage inductance modelled as an additional inductor placed

in series with the transmit coil per the transformer data sheet [232]. Coil 1 is the

receiver, coil 2 the transmitter, and coil 3 connects to the impedance matching

resistor of 96 Ω (impedance option on the evaluation board closest to the cable’s

characteristic impedance seen in Fig. 5.7(b)) before connecting to the powerline.

AWR was chosen because of the user-friendly GUI designed for rapid 2-port

network design and s-parameter graphical analysis. The software comes with

the basic two-wire model, but also allows for bespoke rlcg per-unit values to

accommodate the modifications made in Chapter 5. Fig. 6.6 shows S21 measured

from a GP transmitter, through the AFE, down a 10 cm coaxial cable, to another
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Figure 6.5: Network performance test setup.

GP receiver showing a "direct connection" frequency response. The s-parameters

for the passband of an ideal transformer is determined by (20):

Sxfmr(n) = 1
n2 + 1

[
n2 + 1 2n

2n n2 + 1

]
[dB] (6.1)

where n is the number of turns [234]. The GP transformer has a 1:4:5 (TX:powerline:RX)

ratio and therefore n=5 from transmit to receive [233].

Sxfmr(n) =
[
−0.7 −8.3
−8.3 −0.7

]
[dB]

Fig. 6.6 shows the 8.3 dB attenuation from the transformer plus approximately

2 dB more due to the non-ideal realities of the circuit. This bandpass filter shape

will dominate the network VNA measurements.

6.4 PLC performance on microgrid networks

Microgrid power network architectures follow one of two basic structures: star or

radial as in Fig. 3.1. Star feeders are direct dedicated connections from a central

generation bus to a load. Radial feeders consist of a main cable with several ancillary

branches. Even though radial feeders must be larger to support higher currents,
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Figure 6.6: Network performance test setup.

radial networks tend to use less cable length, often making them cheaper and

therefore more common. BB PLC modulation techniques were originally designed

for complex radial indoor networks with random lengths, multiple branches, and

dynamic unknown load impedences. There are three main causes of attenuation

that impede PLC connectivity: cable length, noise, and notches from branches

or impedance discontinuities.

6.4.1 Star Feeders

Attenuation due to cable length is shown in Fig. 6.7. These measurements are

of the dead feeder only. They do not include the AFE. This is to establish an

attenuation functionality threshold based on cable length.

The published reach of HomePlug products is 300 m; however, the GP can

function up to 700 m and the AV up to 800 m on dead star feeders. Functionality

decreases on live feeders because of converter switching noise. Blue VNA measure-

ments in Fig. 6.7 become unreliable below −80 dB due to the VNA noise floor [235].

The threshold for GP operation on live star feeders is −60 dB of attenuation at

30 MHz. This equates to a 450 m range with microgrid power on.
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become unreliable at −80 dB due to the VNA noise floor. Grey lines show the limit of
PLC functionality on a live star feeder. The GP requires cable attenuation > −60 dB at
30 MHz to establish reliable connectivity corresponding to a 450 m live star feeder. For
the AV, cable attenuation > −122 dB at 68 MHz corresponding to 600 m.
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Figure 6.8: FFT of oscilloscope measurements of received GP TCP OFDM symbols
on a) 50 m and b) 500 m of SWA cable star feeder. Red shows reception with a dead
feeder (microgrid power off) while purple shows reception with a live feeder (microgrid
power on) with the associated converter noise on the line. The FFT is compared to the
S21 measurement and model of the same length. The FFT shows the OFDM symbol
between 1.8-30 MHz tapering with the attenuation of the line as expected from the S21
curve. c) Zoom-in of the received GP TCP message at 500 m in red. The noise floor in
grey debilitates the message making GP connection unreliable at 500 m with microgrid
power on.
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The GP functionality limit is further illustrated in Fig. 6.8 which presents the fast

Fourier transform (FFT) of time domain oscilloscope measurements of received GP

TCP messages at 50 m and 500 m. The frequency plot includes the noise associated

with a dead feeder (microgrid power off in red) compared to a live feeder (microgrid

power on in purple). There is an increase in the overall noise floor with distinct

harmonic spikes in the lower frequencies caused by the switching power converters.

Amongst the noise in Fig. 6.8(a) are clear PLC subcarrier groupings in the band

between 1.8-30 MHz from the GP OFDM symbol. Pre-programmed notches are also

visible. GP transmission power is fixed; therefore, the amplitude of each received

carrier is determined by the amount of attenuation caused by the length of the star

feeder. Hence, the OFDM symbol follows the shape of S21. S21 measurements in

Fig. 6.8 are made looking through the GP AFE coupling circuit as modelled in

Section 6.3. Performance at 500 m is unreliable when microgrid power is on because

the received strength of the OFDM is exceeded by the noise as shown in Fig. 6.8(c).

Since the GP does not use ABL, it relies on the ROBO technique of sending

multiple copies of each data packet. To maximize the GP reach during performance

tests, the ROBO setting is programmed at the most conservative level which

sends five repeat copies of each packet [118]. With this setting, the GP range

is maximized, but data PHY rates are limited to 3.8 Mbps and throughputs of

approximately 1.5 Mbps. These rates did not change with cable length or channel

quality. There is no gradual decrease in performance. The GP either meets the

connection threshold or it does not.

Table 6.1: Star feeder power-off & power-on functionality vs. distance

Cable length (m)
300 400 500 600 700 800

GP (power off) ✓ ✓ ✓ ✓ ✓
GP (power on) ✓ ✓
AV (power off) ✓ ✓ ✓ ✓ ✓ ✓
AV (power on) ✓ ✓ ✓ ✓

Table 6.1 summarizes PLC functionality on star feeders for both the GP and

AV when microgrid power is off or on. In contrast to the GP, AV bit rate varies
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with channel quality. The relationship between cable length and data rate is

illustrated in Fig. 6.9(a). Data rate (in red) is extracted using the QCA toolkit

plcrate command whilst throughput (in blue) is measured using the iPerf

network performance utility. AV throughput is limited to 100 Mbps due to the RJ45

Ethernet connectors used on the AV device. The mean SNR of the entire spectrum

(1.8-68 MHz) in Fig. 6.9(b) is extracted from the QCA toolkit plctone command.

From experimentation, it is determined that average SNR must be above 1.0 to

achieve AV connectivity. Due to the hardware ceiling on AV throughput, both

data rate (plcrate command) and SNR (plctone command) reported by the

QCA modem are the best predictors of channel performance.
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Figure 6.9: Performance vs distance for the HomePlug AV. Light colours indicate
microgrid power is off and dark colours show power is on. a) data rate and throughput
vs. distance b) SNR vs. distance

From Fig. 6.9 and Table 6.1, the AV functionality on a star feeder with microgrid

power on is 600 m. This equates to −122 dB attenuation at 68 MHz due to the cable

length as depicted in Fig. 6.7. Fig. 6.10 echoes this limitation showing how noise

effects SNR at various cable lengths. SNR maps are compared to S21 measurements

and models looking through the GP coupling circuit (under the assumption that

the GP and AV coupling circuits are very similar).
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Figure 6.10: SNR compared to S21 on a) 50 m b) 500 m c) 600 m star feeder comparing
the difference between microgrid power off and on. Dotted red lines show a dead network
and solid purple lines show a live network. At 50 m, noise has very little effect on subcarrier
load whereas at 500 m, not only are higher frequency subcarriers attenuated by cable
length, but higher frequencies are also more susceptible to microgrid power converter
noise since it operates closer to the noise floor. In c), the live 600 m SNR is compared to
a dead 800 m to illustrate how much power flow cripples the tone map.
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At 50 m, converter noise does not change SNR except for a small reduction

in usage of the lower band subcarriers due to harmonic spikes. As cable length

increases, the top of the band is most affected due to signal attenuation where

the noise has greater impact. The ABL algorithm reduces data loads on higher

frequency carriers. The carriers and connectivity success depends on the lower band.

The highest frequency of use at the AV operational envelope, a live 600 m feeder, is

27 MHz with an average SNR of 1.13 yielding a data rate capacity of 39 Mbps and

throughput of 24 Mbps. This is still ample bandwidth for microgrid communications.

6.4.2 Radial Feeders

Branches on radial feeders cause multipath reflections and standing waves that

create notches in the frequency response. The severity of the notches is determined

by the branch length and branch termination. In this case, the branches terminate

in a large LPF in front of a DC-DC converter as in Fig. 6.4. Therefore, at PLC

frequencies, the load termination appears as an open circuit which improves the

frequency response as demonstrated in Fig. 6.11. The filter helps shield the

PLC network from the problematic switching noise, load dynamics, and capacitive

loading of the power converters.

Two radial test networks are shown in Fig. 6.12 that serve as the DUT for VNA

and PLC performance measurements. PLC signals are injected at the microgrid

generation hub, indicated with a source in Fig. 6.12, and then received at one

of the branch terminations, indicated with a lettered home. The lettered home

represents the LPF and power converter at the feeder termination.
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Figure 6.11: S21 of 200 m star feeder with and without an inductive LPF in between
the DC-DC converter and the PLC modem. The filters block the low impedance path of
the capacitive load and reduce attenuation throughout the PLC bandwidth.

Figure 6.12: Experimental radial feeder networks with a) short branches and b) long
branches. The PLC transmitter is placed at the microgrid hub indicated by a source.
Receivers are placed at the end of each branch as designated by homes A-D. Each branch
is labelled with its respective length in meters. Cables represented by thick lines are SWA
cables with 6 mm2 cores while thin lines have 1.5 mm2 cores. The bar plots show the AV
functioned well on all branches with solid data rates and SNR. The GP was also tested
for functionality on the same branches. It achieved connectivity on all branches except A
and B of the long branch network mostly due to cable length limitations.
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Figure 6.13: SNR compared to S21 on Home ‘D’ of a) short branch network and
b) long branch network. Branch SNR is compared to a similar length of star feeder.
Short branches create notches which are especially problematic for the GP that relies on
information on all subcarriers. The branch lengths in the short network create a notch
around between 5-8 MHz and the AV reduces the data loading on those subcarriers. Long
branches do not create deep notches.

Both the GP and AV establish connectivity at every load with two exceptions:

the GP does not function on homes A and B on the long branch network. This is
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to be expected since A exceeds the GP cable length limit and B is very close to

that limit. Comparisons of the S21 and SNR of houses D are reported in Fig. 6.13.

Branches that approach the length of the quarter wavelength of a particular

PLC subarrier cause resonant notches like the one seen at 7 MHz in Fig. 6.13(a)

(in blue). Hence, shorter branches tend to be more problematic, especially for

the GP. The SNR plot in red shows a 200 m star feeder tone map. The purple

SNR plot shows house D from the short branches network in Fig. 6.12(a) which

is just over 200 m in length. Note the AV ABL adjusts the subcarrier loading

between 5-8 MHz due to the notch created by short branches. However, since the

GP does not use ABL, it cannot reduce or eliminate the use of certain bands that

may have deep notches. This notch only dips to −60 dB because the branches are

of slightly different lengths effectively widening the notch. The GP still achieves

connectivity. As the lengths of the branches become very similar in length, the

notches narrow and deepen. The depth of the notch increases even more when

two short branches extend from the same junction. Long branches do not cause

notching as manifested by the lack of difference between the red (star feeder) SNR

plot and the purple (radial feeder with long branches) plot in Fig. 6.13(b). Three

additional test networks in Fig. 6.14 illustrate the short branch issue.

The AV establishes connectivity on every branch in each of the three networks.

The lowest performing branch with microgrid power on is Fig. 6.14(c) Home B with

SNR=0.5, data rate of 15 Mbps, and throughput of 5 Mbps. With microgrid power

off, the GP established connection in all branches except the same mentioned above.

But with microgrid power on, the GP on several branches failed to connect as

indicated with a red X in Fig. 6.14. VNA measurements are not available for these

test cases, but network models made in AWR are used to approximate the channel

which show deep notches that extend below −70 dB causing GP failure. These

notches are most likely to occur in conjunction with either multiple short branches of

similar length and/or due to multiple short branches hanging from the same junction.

One last test network in Fig. 6.15 helps define the threshold for the GP. When

all the branches are connected, the GP cannot connect between the microgrid hub
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Figure 6.14: S21 model versus GP functionality of three experimental radial feeder
networks with a) short 5 m branches b) long branches of mixed length and c) a complex
network of branches extending from other branches of mixed lengths. Each branch is
labelled with its respective length in meters. Cables represented by thick lines are SWA
cables with 6 mm2 cores while thin lines have 1.5 mm2 cores. Microgrid power is on during
the test. The red X indicates that the GP failed to connect. Such failures are due to
notches that extend beyond −70 dB. In contrast, the AV established connectivity at every
home in all three networks.

and Home A. The GP begins connecting after removing the three red branches.

The GP sends and receives ping commands but is unable to transfer TCP or UDP

data indicating the connection is not reliable. More branches would need to be

removed for full functionality. The S21 measurements show two deep notches at 4

and 12 MHz descending to −85 dB which shallow to −54 dB and −66 dB respectively

after removing the red branches. There are two other notches of similar severity at

6.2 and 7.4 MHz which do not improve after removing the three red branches. There

are also many notches above 18 MHz, but since they are close to the VNA noise

floor, it is difficult to conclude their characteristics and effect. From Fig. 6.13-Fig.

6.15 it is clear that the GP cannot make reliable connection in the presence of deep

notches that extend below the microgrid power-on noise floor at −70 dB.



146 6.5. Cross coupling

(a)

1 10 30

MHz

-120

-100

-80

-60

-40

-20

0

d
B

Measured S21 (all branches)

Measured S21 (reduced branches)

Model S21 (all branches)

Model S21 (reduced branches)

(b)

Figure 6.15: a) Complex experimental radial feeder network with several short branches
each labelled with its respective length in meters. Cables represented by thick lines are
SWA cables with 6 mm2 cores while thin lines have 1.5 mm2 cores. One measurement is
taken with all the branches. Then red branches are removed one at a time until the GP
begins to function. b) S21 measurements and model taken between the PLC source at
the microgrid hub to Home A. All other branches are terminated with an open circuit.
Dotted lines show the network with all branches connected while solid lines show the
network without the red branches. The GP begins connecting after removing the three
red branches due to the shallowing of the deep notches at 4 and 12.7 MHz.

6.5 Cross coupling

VNA measurements show an unexpected rise in S21 at frequencies towards the

higher end of the band of interest. The VNA noise floor is apparent when S21
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attenuation reaches −80 dB as demonstrated in the differential measurement of a

500 m cable in Fig. 6.7. The single-ended measurement of the same cable in Fig.

6.10(b) shows steady gain after reaching the −80 dB minimum at 17 MHz. This

rise is either due to a measurement error or some other phenomena. In any case,

S21 measurements become unreliable after attenuation falls below −80 dB.

There are other complex phenomena occurring in this same range. First, the

GP coupling AFE transformer, modeled in Section 6.3, has a leakage inductance

that causes gain after 35 MHz as illustrated in Fig. 6.6. Yet, this leakage gain is

built into the model; and therefore, it would also appear in the model S21 curves,

but it does not. Furthermore, the rise in gain at higher frequencies also occurs

when taking single-end measurements of only the cable, confirming it is at least

not exclusively due to AFE leakage inductance.

FEXT for an uncoiled 50 m cable is shown in Fig. 5.11(d). Many of the

VNA measurements in the RELCON test lab were conducted with the cables

coiled on drums. The same uncoiled FEXT is compared to the FEXT of a coiled

cable of the same length in Fig. 6.16. A distinct rise occurs in the coiled cable

at the higher end of the band. This could be contributing to S21 rise in the

single-ended VNA measurements.

10
5

10
6

10
7

10
8

Frequency (Hz)

-50

-40

-30

-20

-10

0

S
 p

a
ra

m
e
te

r 
M

a
g
n
it
u
d
e
(d

B
)

uncoiled

coiled

Figure 6.16: FEXT of uncoiled vs. coiled 50 m cable



148 6.6. Results

Related to FEXT is the possibility of capacitive coupling between DUT Port

1 and 2 during measurements, possibly from the SMA connectors soldered to the

core conductors seen in Fig. 5.5.

Multiple measurements were taken to explore the idea of cross coupling. Both

the AV and GP can communicate over the air in certain situations. For example,

connection can be made when a transmitting cable termination is within 10 cm of

the receiver or when at least 3 m of transmitting cable lies in parallel and almost

touching a receiving cable. In other words, despite the SWA, the cable acts as an

antenna. As expected, cross coupling also occurs very reliably between conductor

pairs within the same multiconductor cable.

Most of the S21 measurement errors occur above the GP utilization band of

1.8–30 MHz and are therefore irrelevant to the GP results. However, it is unclear

whether the S21 rise at higher frequencies affect AV2 performance. To limit the

influence of FEXT, all the measurements in this chapter are made on two-core

cables and performance tests were accomplished twice, once inside with coiled

cables, and again outside with uncoiled cables with over 50 m of spacing between

nodes. Performance of the HomePlug devices were similar in both circumstances.

If coupling was suspected, the results were not used.

6.6 Results

A bottom-up approach to network modelling yields a tool to predict PLC function-

ality on microgrids. Using the modified two-wire TLM as a building block, complex

networks are built in AWR Microwave Office to rapidly produce S21 frequency

response curves, validated by VNA measurements, that predict PLC functionality

for a given microgrid network structure.

Experimentation reveals the HomePlug AV has a star feeder reach of 600 m in the

presence of power converter noise and performs well on complex branched networks

due to ABL. 600 m corresponds to a maximum cable attenuation of −122 dB at

68 MHz. Throughput bit rates exceed 10 Mbps even in the most extreme cases
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which surpasses communication requirements for microgrids defined in Chapter 3.

Average SNR reported by the AV QCA must exceed 1.0 for connectivity.

The GP also performs well on star feeders less than 450 m which equates to

an attenuation of −60 dB at 30 MHz. It also performs well on radial feeders with

longer branches (> 30 m) assuming the total signal path length is less than 400 m.

However, the GP struggles to make reliable connection on radial feeders with short

branches due to frequency selective notching. S21 curves must not contain notches

in the PLC bandwidth (1.8-30 MHz) that dip below −70 dB.

Digital communication requirements for microgrids can be satisfied with Home-

Plug devices after considering these limitations. Due to the HomePlug plug-and-play

design and IP-based protocol, the devices can be integrated easily into a microgrid

control system. The AV appears to be the superior choice due to its increased range

and adaptability on radial feeders with various branch lengths. Additionally, the

AV is an affordable and common product available all over the world as compared

to the relatively obscure and still expensive GP.
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7
Conclusion

Low voltage islanded microgrids are an attractive solution for remote electrification

due to their flexible and autonomous nature. Like all power systems, high capital

costs must be amortised through customer subscriptions. The greatest challenge for

microgrid deployment is making energy affordable whilst simultaneously recovering

capital costs and achieving profit, especially in remote low-income communities.

Although the addition of a communication system to a microgrid increases capital

cost, it has the potential to reduce overall cost by improved metering and billing,

reducing overall capacity, and enabling coordinated control of microgrid components.

7.1 Question #1
How does communication reduce microgrid costs?

The single most potent energy price reducing technology is prepayment. Fig.

4.2 shows a 17% reduction in LCOE from the installation of a pre-pay meter

that eliminates both the need for utility visits for manual meter reading and

unpaid bills. Although prepayment strategies can be implemented through the

installation of a digital communication FAN to the microgrid, prepayment can

also be achieved through much simpler UEC methods like a direct-WAN or a

simple token-based prepay meter.
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Similar cost reductions are possible through some form of AMR. Most macrogrid

utility companies are pursuing AMR through direct-WAN smart meters using

cellphone technology since these power grids already have pre-existing control

systems. However, in the context of an islanded LV microgrid deployment, the

addition of a FAN can enable AMR while also serving as the foundation for secondary

and tertiary control. AMR can reduce LCOE by another 4% through the collection

of consumption data that informs the sizing exercise of subsequent microgrid designs

reducing load profile uncertainty and the oversize of DERs.

Cost reductions from secondary control are minimal, offset by hardware costs and

increased technical losses. Still, secondary control increases power quality, increases

system longevity, eliminates theft and is requisite to realise tertiary control measures.

An additional 10% reduction in LCOE is possible through tertiary control

executing DSM strategies like demand shifting. This study recommends a DSM

strategy for the electrification of a rural village consisting of a dual-pronged CRT to:

1. curtail peak power with a monthly power ceiling subscription and

2. incentivise daytime consumption during high production periods to minimize

storage size and usage with a two-period TOU PAYG energy tariff.

This blended market DR strategy outlined in Table 3.4 aims to enable low-income

customer participation while preventing night-time load curtailments.

7.2 Question #2
What are the costs and benefits of adding a digital communication system
to the microgrid?

There are two main capital expenses to install a digital communication FAN in a

microgrid: the transceivers at each meter and the backhaul link to connect the FAN

to the utility. For a remote islanded LV microgrid, the backhaul link will most likely

use either cellular or satellite technology. Transceiver costs are cataloged in Table

4.1. Available products range in cost between $12-$33 per customer. Assuming the

installation of a FAN that supports both secondary and tertiary control, additional

CAPEX are the EMS, control sensors, and an IHD for each meter. Average CAPEX
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for a FAN is approximately $96 per customer. OPEX include data and mobile

banking fees that add another $5 per customer over 20 years. After amortising this

expense over the microgrid lifetime, cost becomes only a minor design delineator.

The techno-economic analysis summarized in Fig. 4.2 demonstrate the eco-

nomical benefit of adding a digital communication system and shows a potential

reduction in LCOE of 32%. That is to say, using every realistic tertiary control

technique from Table 4.3, the cost-reflective LCOE for a Tier-3 rural microgrid (like

the RELCON system described in Section 3.4) would be $0.51/kWh as compared to

$0.75/kWh for the communication-less baseline case. Not only does communication

reduce the cost of energy, but it also reduces CML, increases grid efficiency, improves

power quality, lengthens system lifetime, and eliminates theft and unpaid bills.

7.3 Question #3
What capability (bit rate & latency) is required for various services?

Microgrid FAN communication technologies fall into three medium categories:

dedicated wire, PLC, and wireless. Range, bit rate, latency and cost for each is

cataloged in Table 4.1. All the listed technologies meet the latency and bit rate

requirements for microgrid control as defined in Table 3.1. Although wired solutions

tend to boast the lowest latency and highest bit rates, they are not affordable beyond

an average range of 100 m per customer connection. PLC technologies have superior

range and can still offer reliability like dedicated wire solutions. Therefore, there is no

single superior technology. Selection of a communication technology for a microgrid

FAN depends on nuanced factors like geography, reliability, product availability in

local markets, interoperability with control software, and integration complexity.

Secondary control fixes the upper limit on the latency requirement: < 100 ms.

Tertiary control fixes the lower limit on the bit rate requirement: ≥ 1 kbps.

Additional services are available with higher bit rates like RTP, remote firmware

updates, or bundled telecommunications. However, as illustrated in Fig. 4.2,

a point of diminishing return occurs after increasing the communication link

capability beyond 10 kbps where system costs begin to outweigh the benefits to
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LCOE. Furthermore, as discussed in Section 3.3 RTP is not realistic for rural

electrification due to its complexity.

7.4 Question #4
Is PLC a competitive technology to meet the communication requirement?

Since all the technologies in Table 4.1 meet latency and bit rate microgrid communi-

cation requirements, this study selects BB PLC as a candidate technology to evaluate

its suitability and limitations for microgrid control. BB PLC devices, like those

that incorporate HomePlug AV standards, were designed initially to extend indoor

internet service using pre-existing power cables. The HomePlug GP subsequently

aimed to address the communication needs of smart grids, like EV charging networks

and can be purchased from select vendors for ∼ $33 per device. Later, AV2 devices

integrated lessons learned from both previous standards and are now widely available

around the world for approximately ∼ $20 per device. This study defines the

limitations of both the GP and AV2 devices through performance tests on real-world

microgrid hardware from the RELCON electrification project described in Section

3.4. Tests are preceded by developing a model of the powerline. The distributed

element two-wire TLM is modified to account for the frequency dependent dielectric

behaviour and proximity effects of multi-conductor cables to provide an accurate

prediction of channel attenuation at broadband PLC frequencies (1–100 MHz). The

modified model is verified with scattering parameter measurements from a 2-port

VNA and is then used as a building block for complex microgrid network modelling.

Powerline communication performance tests are conducted using both the HomePlug

GP and HomePlug AV2 and their limitations are summarized in Figures 6.9 and 6.14.

The AV2 performs up to 600 m on star feeders and on complex radial feeders in the

presence of power converter noise. Functionality requires cable attenuation less than

−122 dB at 68 MHz and signal-to-noise ratios above 1.0. The HomePlug GreenPHY

performs up to 450 m on star feeders and on radial feeders with long branches

(> 30 m). However, it cannot connect reliably on radial feeders with short branches

(< 30 m) due to frequency selective notching. Multiple short branches of similar
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length hanging from the same junction are especially problematic since they deepen

notches. Functionality requires cable attenuation less than −60 dB at 30 MHz and

the absence of notches that penetrate below −70 dB within the band 1.8–30 MHz.

Therefore, this study demonstrates BB PLC is a viable technology for a microgrid

FAN. The AV2 is a sensible choice for digital communication in a remote islanded

LV microgrid with node distances less than 600 m and most conceivable branching

configurations.

7.5 Further study

Future work can be broken up by chapter. First, from Chapter 3, the next step

in the study of DSM is a field trial of the proposed CRT in a rural village in

SSA with the following objectives:

1. Validate assumptions made in cost inventory.

2. Confirm unsubsidised energy can reach low income customers.

3. Project the microgrid IRR.

4. Measure economic activity and energy growth of community.

5. Test dual-pronged TOU DSM strategy and whether it lowers the cost of LCOE

and increases system lifetime.

6. Evaluate the efficacy and limitations of mobile money PAYG.

7. Experiment with the IHD and its efficacy in communicating grid information

to the customer.

8. Conduct a sensitivity test of the influence of price changes on demand shift.

Second, from Chapter 4, Fig. 4.1 shows that all the digital communication

technologies surveyed in this study meet the bit rate and latency requirements for

a remote islanded LV microgrid FAN including Power Electronic PLC. This term

refers to bespoke software techniques that take advantage of terminating converters

that modulate a digital signal onto the powerline using the power electronic switches.

The techniques in the literature are limited to bit rates on the order of 1 kbps with

latency around 100 ms. Despite the lower capability of Power Electronic PLC

compared to the other technologies, it is sufficient to deliver most of the services
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of secondary and tertiary control while achieving much greater ranges. Since it

operates at lower frequencies, reflections no longer cause problems and the cable

can be modelled as a lumped sum circuit. The technology promises communication

with little to no added hardware further reducing the LCOE. Additionally, the

lower frequencies have a greater range and could serve larger grids. The bespoke

PLC technique developed in [189] should be lab tested running the RELCON DSM

strategy and compared to the BB HomePlug devices and the original LoRa network.

Finally, from Chapters 5 and 6, the modified two-wire TLM can be expanded to

include a model of the coupling effects described in Section 6.5. Additionally, various

cable types (e.g., overhead lines, unshielded cables) and coupling configurations

(e.g., core to shield, multiple signals on one multi-core cable) can be compared to

assess PLC performance differences similar to the research efforts in [136] and [137].

Ultimately, the HomePlug AV2 should be employed as a FAN in a remote islanded

microgrid field test to validate its performance limitations.
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