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Abstract 

Background: Data collection is a substantial part of trial workload for participants and staff alike. How these hours of 
work are spent is important because stakeholders are more interested in some outcomes than others. The ORINOCO 
study compared the time spent collecting primary outcome data to the time spent collecting secondary outcome 
data in a cohort of trials.

Methods: We searched PubMed for phase III trials indexed between 2015 and 2019. From these, we randomly 
selected 120 trials evaluating a therapeutic intervention plus an additional random selection of 20 trials evaluating a 
public health intervention. We also added eligible trials from a cohort of 189 trials in rheumatology that had used the 
same core outcome set.

We then obtained the time taken to collect primary and secondary outcomes in each trial. We used a hierarchy of 
methods that included data in trial reports, contacting the trial team and approaching individuals with experience 
of using the identified outcome measures. We calculated the primary to secondary data collection time ratio and 
notional data collection cost for each included trial.

Results: We included 161 trials (120 phase III; 21 core outcome set; 20 public health), which together collected 230 
primary and 688 secondary outcomes. Full primary and secondary timing data were obtained for 134 trials (100 phase III; 
17 core outcome set; 17 public health). The median time spent on primaries was 56.1 h (range: 0.0–10,746.7, IQR: 226.89) 
and the median time spent on secondaries was 190.7 hours (range: 0.0–1,356,832.9, IQR: 617.6). The median primary to 
secondary data collection time ratio was 1.0:3.0 (i.e. for every minute spent on primary outcomes, 3.0 were spent on sec-
ondaries). The ratio varied by trial type: phase III trials were 1.0:3.1, core outcome set 1.0:3.4 and public health trials 1.0:2.2. 
The median notional overall data collection cost was £8015.73 (range: £52.90–£31,899,140.70, IQR: £20,096.64).

Conclusions: Depending on trial type, between two and three times as much time is spent collecting secondary out-
come data than collecting primary outcome data. Trial teams should explicitly consider how long it will take to collect 
the data for an outcome and decide whether that time is worth it given importance of the outcome to the trial.

Keywords: Randomised trials, Data collection, Outcomes, Core outcome sets, Research waste

*Correspondence:  heidi.gardner.10@aberdeen.ac.uk

1 Health Services Research Unit, University of Aberdeen, Health Services 
Research Unit, Foresterhill, Aberdeen AB25 2ZD, UK
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13063-022-06973-8&domain=pdf
http://orcid.org/0000-0002-2796-6898


Page 2 of 12Gardner et al. Trials         (2022) 23:1047 

Introduction
Trials are one of the most rigorous ways of testing 
treatments, but they can be both expensive and time 
consuming [1]. Increasingly complicated trial protocols 
contribute to this [2, 3]. While some of this complex-
ity may be inherent to the way an intervention has to 
be evaluated, there is often scope for trialists to reduce 
complexity (and therefore work) without threatening 
the usefulness of the trial.

Outcome selection, and the data that must be col-
lected to report outcomes, is an area where trialists 
almost always have scope to make changes to reduce 
complexity and work. In addition to the work done 
by participants and clinical staff to provide data, the 
trial team itself must do work to create data collection 
forms, build a data management system to store them, 
oversee and update that system, ensure that data are 
stored securely and then check and clean data in prep-
aration for analysis. It is not surprising that it is esti-
mated that over 30% of all staff work hours spent on 
trials is by data managers [4].

How these hours of work are spent is important 
because outcomes are not created equal: participants, 
trial teams, the public, funders and other trial stake-
holders are interested in some more than others. Trial 
teams themselves declare one outcome (or occasion-
ally a few) to be the most important outcome and call 
it the primary outcome. The primary outcome gener-
ally drives the size of the trial and future judgements as 
to whether the trial intervention is effective are largely 
framed around the primary outcome. All other out-
comes are then, by definition, of less importance and 
are widely known as secondary outcomes.

We might expect the distribution of trial data collec-
tion effort to be more or less in line with the impor-
tance of the data being collected, but this is generally 
not the case. For example, a 2015 study undertaken in 
the USA looking at 15 pharmaceutical companies and 
116 protocols found that for phase III (i.e. later stage, 
definitive) trials, 7% of data collection items were 
linked to primary outcomes, 36% to key secondaries, 
32% with basic medical history and 25% had nothing 
to do with the trial research questions and supported 
supplemental secondary, tertiary and exploratory 
end points [3]. Of course, some of these data may be 
important for hypothesis generating purposes as this 
information would be difficult, in some cases impossi-
ble, to collect in another setting. That said, it could be 
argued that 25% of all data collection items is excessive 
when the cost of collecting these data was an estimated 
$3.7 billion annually in the USA in 2015 [3]. Crowley 
and colleagues counted the items on data collection 

forms in 18 trials and found that primary outcome data 
accounted for a median of 5% of all items collected, 
compared to a median of 40% for secondary outcomes 
[5]. Non-outcome data such as participant identifiers 
and demographic data accounted for a median of 33% 
of all data items.

Despite this data collection work, substantial amounts 
of collected data remain hidden. A Cochrane systematic 
review comparing entries in trial registries to published 
trial reports found that 10% to 18% of primary outcome 
data and 44% of secondary outcome data were not pub-
lished [6]. In a review of all trials submitted to a German 
ethics committee between 2000 and 2002, Kirkham et al. 
found that only 47% of the two and half million items of 
outcome data collected from participants in these 308 
trials were fully published [7]. Heneghan et al. give a cata-
logue of problems with data collection, including lack of 
relevance to decision-makers and poorly specified and 
collected data [8].

Irrelevant data collection is a problem for all trials but 
particularly phase III trials, intended as they are to be of 
direct relevance to decision-makers. By the start of a phase 
III trial, there ought to be little doubt as to what future 
users of the results need nor much energy spent collect-
ing information they are not interested in. Increasing the 
data collection workload will increase the burden of par-
ticipation, which for phase III trials may affect hundreds 
if not thousands of people (both those taking part and 
those delivering the trial). While exploratory data collec-
tion might be reasonable, essential even, in early-phase tri-
als, collection of exploratory data in phase III trials needs 
careful attention. The trial team has defined a clear focus 
of attention—the primary outcome(s)—and it is on the 
primary outcomes that the trial will be judged. Substan-
tial exploratory data collection in phase III trials runs the 
risk of overwhelming participants and trial team alike and 
threatening the purpose of the trial: to give decision-mak-
ers the information they need to make better decisions.

The ORINOCO study aimed to increase awareness 
among trialists of how data collection effort (measured 
in time and the cost of that time) is distributed across 
outcomes collected in trials intended to be of direct rel-
evance to decision-makers. The project had three phases; 
in this paper, we describe work completed in just the first 
two phases to answer a single question:

Across a random selection of trials, how much time is 
spent collecting primary outcome data compared to time 
spent collecting secondary outcome data?

This work is part of the Trial Forge initiative to improve 
trial efficiency (https:// www. trial forge. org).

https://www.trialforge.org


Page 3 of 12Gardner et al. Trials         (2022) 23:1047  

Methods
The protocol for ORINOCO is available at https:// osf. 
io/ FNB3E/.

Stage 1: Identifying trials and outcomes
We used three different search strategies to create our 
cohort of trials; these strategies are given in Supplementary 
File 1.

Our first search targeted trials indexed by PubMed 
between 2015 and 2019. From this list, we then used 
Microsoft Excel’s random number generator to ran-
domly select trials to which we then applied the following 
criteria:

• The trial must be a ‘late stage’ trial (often called a 
phase III trial)

• Trials in any disease area
• Conducted in any country
• Non-commercial. By non-commercial, we mean tri-

als that are not funded and run by commercial organ-
isations such as pharmaceutical companies. A trial 
that is commercially funded but run by an academic 
team was eligible

• Trial interventions must aim to impact a health-
related outcome

• Should not be a feasibility study

We called this sample ‘phase III’ trials, and we contin-
ued to randomly select trials until we had 120 that met 
our criteria. The figure of 120 trials is purely pragmatic; 
we aimed to include ‘enough’ trials to provide compelling 
data given the time and resources we had available to us. 
To ensure a spread of trials across different disease areas, 
we added a rule: a maximum of 15% of the phase III tri-
als selected (i.e. 18 trials) can be from one broad disease 
category (e.g. oncology, diabetes). If this threshold was 
reached, no further trials in that disease area would be 
included.

Our second search targeted trials that used a core out-
come set (‘core outcome set’). A core outcome set is an 
agreed standardised selection of outcomes which should 
be measured and reported, as a minimum, in all tri-
als for a specific clinical area [9]. Core outcome sets are 
recommended by the UK’s National Institute for Health 
and Care Research [10], but the impact on workload of 
mandating a set of outcomes for a trial is unclear. Our 
aim was to select 20 core outcome set trials by randomly 
selecting trials that met our eligibility criteria (i.e. the bul-
let list above) from the 189 completed trials that used the 
rheumatoid arthritis core outcome set in Kirkham et al. 
[11]. This core outcome set is one of the most mature, 
coming as it does from OMERACT, an international net-
work initiated in 1992 to improve outcome measurement 

in rheumatology [12]. Kirkham’s review was an efficient 
way of identifying trials that had used the set. If any of 
the other 120 phase III trials used core outcomes, we 
planned to add them to our group of core outcome trials.

Finally, our third search targeted public health tri-
als (‘public health’), of which we wanted 20. We did this 
because we thought they may be substantively different to 
other types of trials when it comes to data collection, par-
ticularly around collection of multiple behavioural meas-
ures over extended periods. We used the Excel-based 
method of random selection, and to ensure a spread of 
trials across different public health issues, we added a 
rule that a maximum of 25% (i.e. four trials) of the trials 
selected can be from one broad disease category.

Again, the decision to include 20 trials using a core out-
come set, and 20 trials evaluating a public health inter-
vention is pragmatic. We anticipated that these types of 
trials may provide a different perspective on data collec-
tion, with the potential for different ways of distributing 
data collection effort compared to our general phase III 
trials group.

Together, this gave a target of 160 trials, a balance 
between enough trials to provide compelling data and a 
sample that is unmanageably large given the resources 
available. For each trial, we identified the primary and 
secondary outcomes and the measurement instruments 
used to collect them. We obtained the protocol or trial 
registration entry for as many as we could to overcome 
the potential problem of incomplete reporting in trial 
reports. Where there were unexplained differences 
between documents, we used the longer list of outcomes.

Once we had a list of trials that met our inclusion cri-
teria (stage 1), we simultaneously identified outcomes 
(stage 1) and obtained timings for each of those outcomes 
(stage 2, more information below). Stage 1 and Stage 
2 of our methods overlapped, rather than being com-
pletely distinct. This was a pragmatic decision to allow us 
to ensure we could begin the process of obtaining tim-
ings for each outcome as soon as possible. We knew this 
process would require significant time investment and 
spending time identifying the outcomes in stage 1 before 
moving on to obtaining timings would have impacted our 
project timeline considerably.

Stage 2: Obtain timings for each outcome
For each of the primary and secondary outcome meas-
ures coming from stage 1, we needed an assessment of 
how long it took to collect the data required by the meas-
ure. We called this ‘Time to collect’ for the outcome.

To calculate Time to collect, we used a hierarchy of 
methods based on those used in our pilot work [13]

https://osf.io/FNB3E/
https://osf.io/FNB3E/
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1. Investigate the published trial paper, protocol, or reg-
istration—if timing information was provided in one 
of the trial publications, we would use this.

2. Ask the trial team—using a standard template we 
emailed the corresponding author listed on the pub-
lished paper, as well as the chief investigator and the 
trial manager where these details were available. A 
reminder email was sent two weeks after the initial 
contact if no member of the team responded.

3. Web-based resources—such as the Shirley Ryan Ability 
Lab Rehabilitation Measures Database (https:// www. 
sralab. org/ rehab ilita tion- measu res) and Improving 
Long-Term Outcomes Research for Acute Respiratory 
Failure (https:// www. impro velto. com/).

4. Contacting professional networks—this was done 
through our network of trial colleagues (e.g. trial 
managers) who we thought may have used an out-
come, or at least have an idea of how long using 
the outcome might take. We also opportunisti-
cally approached people at the Evidence Live 2019, 
Oxford, UK conference regarding outcomes for we 
lacked timing data.

Where different trials used the same outcome meas-
ure (e.g. two trials used SF-36 to measure quality of life), 
we aimed to get timings from each trial team. We also 
recorded the number and timing of measurement points. 
We did not set a minimum Time to collect; we took what-
ever trial teams gave us.

Finally, it is worth noting that our Time to collect tim-
ings represent only data collection time, not total data 
collection effort. They do not include time spent design-
ing and creating the data management system, manag-
ing the data collected, doing data quality assurance, data 
analysis, or time spent by participants travelling to and 
from measurement sites to provide data. To take a con-
crete example, if a trial team took a blood sample, Time 
to collect is the time taken by a member of staff to draw 
the blood sample from a participant and nothing else.

Analysis
We calculated the total time spent collecting outcome 
data for each trial by multiplying Time to collect for each 
outcome by the number of trial participants and the 
number of times the outcome was measured. This gave 
total Time to collect for that trial. We assumed 100% 
retention at each measurement point because we were 
interested in the maximum workload that a trial team 
had committed to with their design. We also calculated 
the ratio of time spent collecting primary and secondary 
outcome data.

To give an indication of how much a trial’s data col-
lection work cost, we calculated a notional cost based 

on a single member of staff being needed for all meas-
urements and used the February 2022 hourly rate for 
a UK National Health Service research nurse of £23.51 
[14]. The data collection cost per trial was then calcu-
lated by multiplying the total Time to collect in hours 
by the hourly rate. We acknowledge that these costs 
are unlikely to be exact for any trial in our sample, that 
some trials will need more or fewer members of staff 
for measurements and that some costs will be borne by 
participants rather than staff. The costs are intended 
to give ballpark, comparative figures to promote 
discussion.

Results
Identifying trials
We included a total of 161 trials, which included two 
deviations from our protocol for the core outcome set 
trials. Firstly, we chose to include all 21 eligible trials in 
Kirkham et  al. [11] rather than randomly select 20 of 
them. Secondly, the trials in Kirkham et al. included some 
phase IV trials, and we decided to include these because 
they were all definitive evaluations with the aim of imme-
diate clinical relevance, which is what we were interested 
in. Not all the trials in Kirkham et  al. had a published 
report, with Kirkham et  al. working with trial registra-
tion entries where this was the case. We searched for full 
texts in case there were reports published after Kirkham’s 
review and we found one such trial report, which we then 
used in ORINOCO. There were no trials in our phase III 
and public health groups of trials using core outcome 
sets, which means that the entire core outcome set group 
of trials were identified from Kirkham et al.

Of the 161 trials, 120 were phase III, 21 were core 
outcome set, and 20 were public health trials (Table  1 
(minutes) and Table 2 (hours); the trials are listed indi-
vidually in Supplementary File 2). Between them, the 
161 trials had a total of 230 primary outcomes and 688 
secondary outcomes.

Time to collect for each outcome
Getting Time to collect data proved challenging. Out of 
161 trials, 88 trial teams supplied all or some timing data 
for primary outcomes. Eighty-six trial teams supplied 
all or some timing data for secondary outcomes, and of 
those, 74 trial teams supplied all or some timing data 
for both primary and secondary outcomes. We man-
aged to get full primary and secondary timing data for 
134 of the 161 trials, of which 100 were phase III, 17 core 
outcome and 17 public health trials (see Supplementary 
File 2). Poor reporting in trial manuscripts meant that 
we were sometimes unable to identify one or all of pri-
mary outcomes, secondary outcomes, the measurement 

https://www.sralab.org/rehabilitation-measures
https://www.sralab.org/rehabilitation-measures
https://www.improvelto.com/


Page 5 of 12Gardner et al. Trials         (2022) 23:1047  

Ta
bl

e 
1 

N
um

be
r 

of
 in

cl
ud

ed
 p

ha
se

 II
I, 

co
re

 o
ut

co
m

e 
an

d 
pu

bl
ic

 h
ea

lth
 t

ria
ls

, t
og

et
he

r 
w

ith
 t

he
 t

ot
al

 n
um

be
r 

of
 d

at
a 

po
in

ts
 in

cl
ud

ed
 in

 o
ur

 c
al

cu
la

tio
ns

 fo
r 

bo
th

 p
rim

ar
y 

an
d 

se
co

nd
ar

y 
ou

tc
om

es
, t

he
 in

te
rq

ua
rt

ile
 ra

ng
es

 in
cl

ud
in

g 
up

pe
r a

nd
 lo

w
er

 li
m

its
, m

ed
ia

n 
to

ta
l t

ria
l d

at
a 

co
lle

ct
io

n 
tim

e 
(i.

e.
 to

ta
l T

im
e 

to
 c

ol
le

ct
; i

n 
m

in
ut

es
) f

or
 e

ac
h 

tr
ia

l t
yp

e 
an

d 
th

e 
m

ed
ia

n 
pr

im
ar

y 
to

 s
ec

on
da

ry
 T

im
e 

to
 c

ol
le

ct
 ra

tio
 fo

r e
ac

h 
tr

ia
l t

yp
e.

 N
ot

e:
 tw

o 
tr

ia
ls

 d
id

 n
ot

 c
on

tr
ib

ut
e 

to
 th

e 
ra

tio
 c

al
cu

la
tio

ns
 (o

ne
 p

ha
se

 II
I, 

on
e 

co
re

 o
ut

co
m

e 
se

t)
 b

ec
au

se
 

th
e 

pr
im

ar
y 

ou
tc

om
e 

Ti
m

e 
to

 c
ol

le
ct

 w
as

 0
 fo

r b
ot

h 
(i.

e.
 in

cl
ud

in
g 

th
es

e 
le

d 
to

 a
 d

iv
is

io
n 

by
 z

er
o 

er
ro

r)

N
um

be
r o

f i
nc

lu
de

d 
tr

ia
ls

 (o
ve

ra
ll)

: p
ha

se
 II

I—
12

0;
 c

or
e 

ou
tc

om
e 

se
t—

21
; p

ub
lic

 h
ea

lth
—

20

To
ta

l: 
16

1

In
cl

ud
ed

 tr
ia

ls
 w

ith
 fu

ll 
Ti

m
e 

to
 co

lle
ct

 d
at

a

N
um

be
r 

of
 tr

ia
ls

N
um

be
r 

of
 p

ri
m

ar
y 

ou
tc

om
es

 
da

ta
 p

oi
nt

s

M
ed

ia
n 

to
ta

l t
ri

al
 ti

m
e 

to
 c

ol
le

ct
 fo

r p
ri

m
ar

y 
ou

tc
om

es
 (m

in
ut

es
)  

[m
in

–m
ax

]

Pr
im

ar
y 

ou
tc

om
e 

IQ
R 

(m
in

ut
es

) 
[lo

w
er

 li
m

it–
up

pe
r l

im
it]

N
um

be
r o

f 
se

co
nd

ar
y 

ou
tc

om
es

 d
at

a 
po

in
ts

M
ed

ia
n 

to
ta

l t
ri

al
 ti

m
e 

to
 c

ol
le

ct
 fo

r s
ec

on
da

ry
 

ou
tc

om
es

 (m
in

ut
es

)  
[m

in
–m

ax
]

Se
co

nd
ar

y 
ou

tc
om

e 
IQ

R 
(m

in
ut

es
) 

[lo
w

er
 li

m
it–

up
pe

r l
im

it]
M

ed
ia

n 
pr

im
ar

y 
to

 
se

co
nd

ar
y 

to
ta

l T
im

e 
to

 
co

lle
ct

 ra
tio

A
ll 

tr
ia

ls
13

4
13

4
33

67
.5

 [0
.0

–6
44

,8
00

.0
]

13
,6

13
.3

 [−
 1

9,
08

9.
38

–3
5,

36
3.

63
]

13
4

11
,4

40
.0

 [0
.0

–8
1,

40
9,

97
2.

0]
37

,0
57

.5
 [−

 5
2,

58
6.

25
–9

5,
64

3.
8]

1:
 3

.0

Ph
as

e 
III

10
0

10
0

32
25

.0
 [0

.0
–6

44
,8

00
.0

]
76

84
.0

 [−
 1

0,
21

8.
5–

20
,5

17
.5

]
13

4
99

84
.0

0 
[0

.0
–8

1,
40

9,
97

2.
0]

28
,4

00
.5

 [−
 3

9,
65

0.
8–

73
,9

51
.3

]
1:

 3
.1

Co
re

 o
ut

co
m

e 
se

t
17

17
25

00
.0

 [0
.0

–1
20

,2
85

.0
]

10
,3

95
.0

 [−
 1

4,
89

0.
5–

26
,6

89
.5

]
17

94
75

.0
 [9

0.
0–

75
,6

00
.0

]
19

,0
13

.0
 [−

 2
6,

23
6.

5–
49

,8
15

.5
]

1:
 3

.4

Pu
bl

ic
 h

ea
lth

17
17

21
,2

31
.5

 [4
10

.0
–3

63
,1

68
.0

]
44

,9
16

.0
 [−

 6
4,

36
5.

0–
11

5,
29

9.
0]

17
30

,2
50

.0
 [5

46
.0

–4
51

,7
10

.0
]

98
,2

08
.0

 [−
 1

39
,3

24
.0

–2
53

,5
08

.0
]

1:
 2

.2



Page 6 of 12Gardner et al. Trials         (2022) 23:1047 

Ta
bl

e 
2 

N
um

be
r 

of
 in

cl
ud

ed
 p

ha
se

 II
I, 

co
re

 o
ut

co
m

e 
an

d 
pu

bl
ic

 h
ea

lth
 t

ria
ls

, t
og

et
he

r 
w

ith
 t

he
 t

ot
al

 n
um

be
r 

of
 d

at
a 

po
in

ts
 in

cl
ud

ed
 in

 o
ur

 c
al

cu
la

tio
ns

 fo
r 

bo
th

 p
rim

ar
y 

an
d 

se
co

nd
ar

y 
ou

tc
om

es
, t

he
 in

te
rq

ua
rt

ile
 ra

ng
es

 in
cl

ud
in

g 
up

pe
r a

nd
 lo

w
er

 li
m

its
, m

ed
ia

n 
to

ta
l t

ria
l d

at
a 

co
lle

ct
io

n 
tim

e 
(i.

e.
 to

ta
l T

im
e 

to
 c

ol
le

ct
; i

n 
ho

ur
s)

 fo
r e

ac
h 

tr
ia

l t
yp

e 
an

d 
th

e 
m

ed
ia

n 
pr

im
ar

y 
to

 s
ec

on
da

ry
 T

im
e 

to
 c

ol
le

ct
 ra

tio
 fo

r e
ac

h 
tr

ia
l t

yp
e.

 N
ot

e:
 tw

o 
tr

ia
ls

 d
id

 n
ot

 c
on

tr
ib

ut
e 

to
 th

e 
ra

tio
 c

al
cu

la
tio

ns
 (o

ne
 p

ha
se

 II
I, 

on
e 

co
re

 o
ut

co
m

e 
se

t)
 b

ec
au

se
 th

e 
pr

im
ar

y 
ou

tc
om

e 
Ti

m
e 

to
 c

ol
le

ct
 w

as
 0

 fo
r b

ot
h 

(i.
e.

 in
cl

ud
in

g 
th

es
e 

le
d 

to
 a

 d
iv

is
io

n 
by

 z
er

o 
er

ro
r)

In
cl

ud
ed

 tr
ia

ls
 w

ith
 fu

ll 
Ti

m
e 

to
 co

lle
ct

 d
at

a

N
um

be
r o

f t
ri

al
s

N
um

be
r 

of
 p

ri
m

ar
y 

ou
tc

om
es

 d
at

a 
po

in
ts

M
ed

ia
n 

to
ta

l t
ri

al
 ti

m
e 

to
 c

ol
le

ct
 fo

r p
ri

m
ar

y 
ou

tc
om

es
 (m

in
ut

es
) 

[m
in

–m
ax

]

Pr
im

ar
y 

ou
tc

om
e 

IQ
R 

(m
in

ut
es

) [
lo

w
er

  
lim

it–
up

pe
r l

im
it]

N
um

be
r o

f 
se

co
nd

ar
y 

ou
tc

om
es

 
da

ta
 p

oi
nt

s

M
ed

ia
n 

to
ta

l t
ri

al
 ti

m
e 

to
 c

ol
le

ct
 fo

r s
ec

on
da

ry
 

ou
tc

om
es

 (m
in

ut
es

)  
[m

in
–m

ax
]

Se
co

nd
ar

y 
ou

tc
om

e 
 

IQ
R 

(m
in

ut
es

) [
lo

w
er

  
lim

it–
up

pe
r l

im
it]

M
ed

ia
n 

pr
im

ar
y 

to
 s

ec
on

da
ry

 
to

ta
l T

im
e 

to
 

co
lle

ct
 ra

tio

A
ll 

tr
ia

ls
13

4
13

4
56

.1
3 

[0
.0

–1
0,

74
6.

67
]

22
6.

89
 [−

 3
18

.1
6–

58
9.

39
]

13
4

19
0.

67
 [0

.0
–1

,3
56

,8
32

.8
7]

61
7.

63
 [−

 8
76

.4
4–

15
94

.0
6]

1:
 3

.0

Ph
as

e 
III

10
0

10
0

53
.7

5 
[0

.0
–1

0,
74

6.
67

]
12

8.
07

 [−
 1

70
.3

1–
34

1.
96

]
13

4
16

6.
40

 [0
.0

 –
1,

35
6,

83
2.

87
]

47
3.

34
 [−

 6
60

.8
5–

12
32

.5
2]

1:
 3

.1

Co
re

 o
ut

co
m

e 
se

t
17

17
41

.6
7 

[0
.0

–2
00

4.
75

]
17

3.
25

 [−
 2

48
.1

8–
44

4.
83

]
17

15
7.

92
 [1

.5
0–

12
60

.0
0]

31
6.

88
 [−

 4
37

.2
8–

83
0.

26
]

1:
 3

.4

Pu
bl

ic
 h

ea
lth

17
17

35
3.

86
 [6

.8
3–

60
52

.8
0]

74
8.

60
 [−

 1
07

2.
75

–1
92

1.
65

]
17

50
4.

17
 [9

.1
0–

75
28

.5
0]

16
36

.8
0 

[−
 2

32
2.

07
– 

42
25

.1
3]

1:
 2

.2



Page 7 of 12Gardner et al. Trials         (2022) 23:1047  

instruments used to collect outcomes, the number of 
participants or the number of times outcomes were col-
lected. In these cases, trial registry entries sometimes 
gave more information but if not, we emailed members 
of the trial team to confirm that our assumptions about 
their outcomes were correct.

Some trial teams gave us time details as a range (e.g. ‘A 
blood test usually takes between 5.0 and 10.0 min’), and 
we used the mid-point of the two timings provided by the 
team (in this case, 7.5 min). Alternatively, some teams gave 
timings for a range of outcomes, e.g. a 45-min appoint-
ment would cover two primary outcomes and four second-
ary outcomes. Where possible, we then substituted data 
from elsewhere in the database to improve the accuracy of 
the timing estimate and then split the rest of the time by 
the number of outcomes. In other cases, trial teams were 
unable to estimate how long collecting all or some indi-
vidual outcomes took, but they were able to estimate total 
data collection time per measurement visit. When this hap-
pened, we divided the total time equally between the out-
comes. Where possible, we used timing data collected from 
other trial teams to improve the accuracy of these figures.

Primary and secondary outcome collection times
Table  1 (minutes) and Table  2 (hours) show the median 
time spent collecting primary and secondary outcome data 
for the 134 trials with full Time to collect data (i.e. we have 
primary and secondary Time to collect plus the number of 
times outcomes were measured and the number of partici-
pants randomised). Across all trials, the median time spent 
collecting primary outcome data is 56.1 h (range 0.0 to 
10,747.67, IQR: 226.89), and for secondary outcomes, it is 
190.7 h (range 0.0 to 1,356,834.0, IQR: 617.6).

Most data collection was bespoke to the trial but there 
was use of routine medical records. These could make a 
dramatic difference to data collection time for some out-
comes. For example, Trial ID 122, a phase III prostate 
cancer screening trial, used the UK’s NHS Digital sys-
tem (https:// digit al. nhs. uk/ data) to provide data for its 
primary outcome, giving a Time to collect of 0.0 for that 
outcome. The trial had four secondary outcomes, one of 
which came from NHS Digital (0.0 min) and two oth-
ers from medical record reviews, which together took a 
total of six minutes. The fourth secondary outcome was 
health-related quality of life, which was assessed using 
a battery of measures taking 43.0 min. Our discussions 
with members of trial teams that used medical records 
for data collection led us to settle on 3 min per item for 
chart review. Chart review time could add up: e.g. Trial 
ID 151, a phase III reproductive health trial, had 25 sec-
ondary outcomes needing chart review or 75.0 min per 
participant.

The total primary outcome data collection times for 
each trial are given in Supplementary File 3, with similar 
data for secondary outcomes in Supplementary File 4.

Ratio of primary to secondary outcome collection times
Table  1 (minutes) and Table  2 (hours) also show the 
median ratio of time spent collecting primary and sec-
ondary outcome data. Note that two trials (Trial ID 5 
and Trial ID 122) had primary outcome Time to collect 
of 0.0, meaning they are not included in the ratio calcula-
tions. The overall median primary to secondary ratio is 
1.0:3.0. In other words, for every hour spent collecting 
primary outcome data, 3 h were spent on secondary out-
comes. The median primary to secondary ratio was simi-
lar for phase III trials (1.0:3.1) and core outcome set trials 
(1.0:3.4) but lower for public health trials (1.0:2.2).

Figure  1 shows the time spent collecting secondary 
outcome data relative to that spent on primaries for the 
three trial types. The vertical axis is truncated: three 
phase III trials spent more than 50 times as much time 
collecting secondary outcome data than primary (Trial 
ID 48, a phase III drug trial, spent 401 times as much; 
Trial ID 120, a phase III surgical trial, spent 62 times as 
much; and Trial ID 99, a phase III behaviour change trial, 
spent 60 times as much).

Estimated costs of primary to secondary outcome collection
Table  3 gives median notional data collection costs. 
The median overall data collection cost was £8015.73 
based on the assumption that a single member of staff 
was needed for all measurements. There was a sub-
stantial range of £52.90 (Trial ID 38, a core outcome 
drug trial) to £31,899,140.70 (Trial ID 122, a very large 
phase III prostate cancer screening trial). Median over-
all data collection costs are similar for phase III trials 
(£7096.30, IQR: £16,581.51) and core outcome set tri-
als (£8901.67, IQR: £21,119.82) but are much higher for 
public health trials (£20,043.45, IQR: £36,841.15). The 
full costing data for the 134 individual trials is given in 
Supplementary File 5.

Discussion
Our study shows that, generally speaking, trial teams 
spend about three times more of their data collection 
time collecting secondary outcome data than they do 
collecting primary outcome data. Or put another way, 
for every hour spent collecting primary outcome data, 
3 h are spent collecting secondary outcome data. This is 
not confined to any one disease area; our trial portfolio 
includes trials across over 40 clinical disciplines with 
representation from over 40 countries. A full list of tri-
als including details of clinical discipline, country, year 

https://digital.nhs.uk/data
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and number of participants randomised is available in 
Supplementary File 2.

We did not find any clear suggestion that using a core 
outcome set increases this ratio. Public health trials 
balance their data collection time between primary and 
secondary outcomes more evenly although total data 
collection time, and therefore cost, is noticeably greater 
than for other trials.

It is important to note that all our timing and there-
fore cost data consider only the act of data collection 
itself (e.g. doing the measurement, or filling in the 
form) and not everything that follows on from that (e.g. 
creating and maintaining a data management system to 
handle the data, getting the recorded data into that data 
management system and chasing queries when data 
are inconsistent or missing). It is also worth emphasis-
ing that our costs are notional: we have assumed one 
member of staff is needed and costed on that basis. We 
do not know how many staff were needed or how much 
data collection actually cost for any trial. As trial teams 
struggled to provide their timing data, we are confident 
that in the vast majority of cases trial teams themselves 
do not know how much data collection in their trial 
actually cost either. Our costs are indicative only and 
should be judged with that in mind.

Allocating most data collection effort to secondary out-
comes is not a problem if (a) this work is justified given 

the known information needs of the intended users of the 
results and (b) this activity is planned and budgeted for. 
Literature and experience suggest that these criteria are 
not always met. Heneghan and colleagues [8] cite numer-
ous examples of the lack of relevance of trial outcome 
data to patients and other decision-makers, including 
the use of surrogate and composite outcomes. The out-
comes trialists choose are not always the ones patients 
consider most important [15]. Recent work by Trial Forge 
comparing the outcome 44 trial teams chose as their pri-
mary outcome with what patients and healthcare pro-
fessionals ranked as the most important outcome found 
that they agreed just 30% of the time [16]. That many trial 
teams struggled to tell us how long it took them to col-
lect their data strongly suggests that resource planning 
and budgeting does not explicitly account for data collec-
tion workload. Allocating most data collection effort to 
secondary outcomes is rarely a considered judgement, it 
just happens.

We might accept some of this if all trials finished on 
time, to budget and published all their data but we know 
this is not true. Recruitment and retention problems are 
widespread [17, 18], the cost of trials is escalating [1] and 
substantial amounts of data never make it into the public 
domain [6]. A study evaluating trials funded by the UK’s 
National Institute for Health Research Health Technology 
Assessment Programme, a highly competitive funding 

Fig. 1 Time spent on secondary outcomes relative to primaries for phase III, core outcome and public health trials. Note that the vertical axis is 
truncated at a ratio of 50:1
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stream, found that between 1997 and 2020, 128/388 
(33%) of trial teams needed to extend their recruitment 
period [17]. Only 207/388 (53%) reached 100% of the 
original recruitment target and median retention for the 
primary outcome was 88%. There were no data on sec-
ondary outcome retention, but it was probably lower. 
Even experienced teams need to keep a laser-focus on 
the outcomes that are most important to decision-mak-
ers; the operational challenges of trials mean there is no 
room for ‘nice-to-haves’. The data that we have presented 
here suggest that ‘nice-to-haves’ are being collected, and 
work moved away from the focus of the trial: the primary 
outcome.

Trial burden was flagged in a 2019 multi-stakeholder 
James Lind Alliance Priority Setting Partnership on 
unanswered research questions in trial retention [19]. 
In this priority setting process, how to reduce bur-
den on staff and participants was ranked the 3rd most 
important question, after how to make better use of 
existing data (2nd) and what motivates a participant 
to complete a trial (1st). The current study identified a 
total of 918 outcomes in just 161 trials, ranging from 
trials that collected a single outcome to one collecting 
30 (Trial ID 152, a phase III drug trial). The burden that 
data collection often represents for staff and partici-
pants is likely to be a central factor in these questions 
getting their top 3 positions.

Staying with workload, it is worth remembering that 
ORINOCO focuses on data collection time, not total 
data collection effort. We do not know what spending 
three times as much time on secondary outcomes as 
on primary outcomes means for total data collection 
effort. We can, however, guarantee that total workload 
will be more than the time we quantify in this article. 
A good example of the distinction between data col-
lection time and total data collection effort is the use 
of routine electronic medical record systems. If data 
exist in routine electronic systems, data collection 
time is 0 and data will instead be transferred from a 
data controller to the trial team for analysis. Achiev-
ing this transfer can be challenging. A recent UK study 
in two trials, Add-Aspirin and PATCH, found that it 
took 13 months for Add-Aspirin to receive data from 
the National Cancer Registration and Analysis Service 
and 15 months for PATCH to receive data from NHS 
Digital [20]. In another example, changing interpre-
tation of information governance regulations by data 
controllers meant that the team behind the EPOCH 
trial were unable to gain access to post-discharge hos-
pital data in Wales and had to change their primary 
analysis because of it [21]. Even in the extreme case of 
‘Time to collect’ being 0.0, it is still important to con-
sider total data collection effort. Total data collection 

effort will not be 0.0, but for the purposes of this pro-
ject, we have ascribed the time as 0.0 minutes as we 
are focusing purely on data collection itself, rather 
than the time (and costs) associated with total data 
collection effort.

Core outcome sets—outcomes that should always be 
collected for a given type of trial—could help because 
they are developed using formal methods of patient 
and other stakeholder involvement to choose out-
comes that do matter [9]. Our sample of trials using a 
core outcome set is small and the findings therefore far 
from definitive. However, they do at least suggest that 
for rheumatoid arthritis trials, using a core outcome set 
does not generally increase data collection workload 
compared to other phase III trials. Core outcome sets 
remain a minority choice, only 2% of all trials use them 
[22], although use in rheumatoid arthritis, the area we 
chose, is much higher with 82% of rheumatoid arthritis 
trials found to use a core outcome set in a recent sys-
tematic review [23]. Increased data collection workload 
does not appear to be an argument against using core 
outcome sets.

Core outcomes sets are unlikely to be enough 
though. It is important that discussions around out-
come selection in trials include patients and other 
stakeholders, particularly those who will ultimately be 
tasked with collecting outcomes (e.g. research nurses). 
These stakeholders need to be the people making the 
healthcare decisions the trial is intended to inform: 
what outcome information do they need? Outcomes 
(and ways of measuring them) not on decision-mak-
ers’ lists are prime candidates for exclusion because 
they are judged unnecessary by those making the 
decisions. As mentioned previously, the ORINOCO 
project had three phases, and the third phase of work 
(not reported here) explores the process of who con-
tributes to these discussions and how decisions about 
outcome selection and collection are made. There is 
a clear disconnect between outcome selectors (includ-
ing patient and public contributors) and outcome col-
lectors, which, at least in part, fuels the disconnect 
between what trialists want and what patients and 
health professionals want [16].

The picture for public health trials is different to that 
for the other trials. As Table  1 (minutes) and Table  2 
(hours) show, public health trials focus proportionately 
more time on primary outcomes than phase III and core 
outcome trials but overall spend much more time on data 
collection. Public health trials generally have more par-
ticipants and fewer secondary outcomes than the other 
trials in our sample, a combination that is likely to make 
data collection more expensive but more focused on pri-
mary outcomes.
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Strengths and limitations
There are a number of limitations. First, our sample of 
161 trials is big but not very big. We were unable to get 
timing data for all trials. For phase III trials, this was per-
haps not such a problem, but the number of core out-
come set and public health trials was always modest, and 
then got smaller. Second, the core outcome set trials all 
looked at a single clinical area: rheumatoid arthritis. We 
are more confident about the general picture for phase III 
trials than we are for the two other trial types.

Third, it was difficult for many trial teams to say how 
long their data collection took. This is perhaps the great-
est limitation because it means the timings we provide 
are sometimes uncertain. We think it is also something 
of a strength because it underlines our point that trial 
teams do not routinely give a great deal of thought to 
how long it will take to collect their trial outcomes. Even 
when teams have given it thought and were able to tell us 
how long each outcome took to collect, we did not find 
a single study that reported this in the trial publication. 
Given the well-known practical challenges of trials, it 
seems odd that there is no explicit attempt to assess the 
workload generated by the outcomes selected. Fourth, 
our calculation of total time assumed 100% retention at 
every measurement point, which is of course unlikely and 
means our times may be overestimates. This retention 
assumption does, however, reflect the maximum data 
collection workload a trial team has committed to in its 
design, which we think is worth knowing. Strengths are 
that we have not seen data similar to the data we present 
before, and all the included trials are recent: none were 
published earlier than 2015. The problem we highlight—
that the majority of data collection effort is dedicated to 
the less important outcomes—is not a fading piece of his-
tory but very much relevant to the here and now.

Implications for practice
This is simple: we think trial teams should routinely 
consider the work involved in collecting the data their 
selected outcomes need. They should then look at 
how this effort is distributed and decide whether for 
some outcomes that effort is not worth it given the 
relative importance of the outcome. That latter judge-
ment about importance needs the explicit view of the 
intended users of the trial results, often patients and 
health professionals. Using a core outcome set will give 
greater confidence that selected outcomes are impor-
tant. The trial budget should directly reflect the data 
collection workload. Our experience with ORINOCO 
has been that trial teams often have little or no idea how 
long their data collection took. This has to increase the 

chance of a mismatch between workload and available 
resources. Finally, trial teams could start to report (or 
at least monitor) how long data collection took, which 
would help them and others plan their own data col-
lection. This has its own workload implications, and 
we should not forget that. But monitoring and report-
ing this information would allow trialists to design and 
budget appropriately for their data collection processes, 
from which we would anticipate efficiencies.

Implications for research
Our database (https:// osf. io/ FNB3E/) is the starting point 
of a Time to collect tool that can help trial teams to esti-
mate the data collection workload for their trial. Collect-
ing more timing data would improve this tool, especially if 
done prospectively rather than retrospectively as was the 
case for our timing data. It would also be useful to know 
whether having a better idea of data collection workload 
during trial design does influence design decisions and 
budgeting. For example, knowing that a minor secondary 
outcome will demand substantial amounts of time (and 
therefore money) to collect ought to put a question mark 
next to inclusion of that outcome. Whether that is what 
happens would be interesting to know.

Core outcome sets suggest what is important to 
measure but not how to measure it. We think it would 
be useful for trialists to be more explicit about how to 
measure core outcomes. The configuration of some core 
outcome sets may be more efficient than others and it 
would be useful for trial teams (and funders) to know 
this when planning their trials. Finally, more work on 
the impact on total data collection effort of using rou-
tine data would be welcome. An additional challenge 
for trial teams will be that some ‘standard’ data collec-
tion items, such as health-related quality of life for cost-
effectiveness evaluations, are unlikely to be available 
in routine data, which limits the scope for Time to col-
lect reductions. Our data (see Supplementary files) do 
contain trials that used routine data, but we have not 
looked at these systematically.

Conclusion
The majority of data collection time in trials is dedicated 
to the less important outcomes. Depending on trial type, 
between two and three times as much time is spent on 
secondary outcomes than on primary outcomes. Many 
trials teams have little idea how long their data collection 
takes, which will make it difficult to allocate resources 
effectively. Trial teams should explicitly consider how 
long it will take to collect the data for an outcome and 
decide whether that time is worth it given the relative 
importance of the outcome within the trial.

https://osf.io/FNB3E/
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