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Abstract

This article presents the first demonstration of beamforming, detection and bearing estimation of an

underwater acoustic source from an 8-element thin line hydrophone array towed behind the AutoNaut

wave-propelled uncrewed surface vessel. This has been achieved in-situ and in real-time during an

experimental sea trial off the coast of Plymouth, UK. A controlled acoustic source was towed from a

support vessel while emitting 7 tonals with frequencies between 480–1630Hz and source levels between

93–126 dB. This allowed the detection performance of the array to be assessed and demonstrated for

an acoustic source with known bearing and range. In post-processing, the shape of the array was

estimated using a cubic spline model, exploiting measurements from pressure and 3-axis compass sensors

integrated at each end of the array. The beamforming was repeated using the estimated array shape to

infer the hydrophone positions, which resulted in a median improvement of 0.38 dB and maximum of

5.8 dB in the MUSIC beamforming output, and a potential reduction in the left/right bearing estimation

ambiguities. The outcomes of this work demonstrate that the AutoNaut is an effective platform for

towed array passive acoustic monitoring.
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Real-time In-Situ Passive Acoustic Array

Beamforming from the AutoNaut

Wave-Propelled Uncrewed Surface Vessel

I. INTRODUCTION

Wave-propelled autonomous vehicles are well suited to persistent marine surveillance appli-

cations, due to their low acoustic signature, low visual profile and ability to operate for long

durations. Such platforms operate by converting wave-induced motion into forward propulsion

and utilizing solar panels to power the sensor payloads. To the best of our knowledge, the two

most prominent wave-propelled uncrewed surface vessels (USVs) currently in development and

operation are the Wave Glider (made by Liquid Robotics) [1] and the AutoNaut [2]. These vessels

both convert wave-induced vertical motion of the surface vehicle directly into forward thrust,

using two different designs. The Wave Glider features a sub-surface glider element attached to

a surface vessel by a tether, while the AutoNaut is a self-contained surface vehicle utilizing

gimbaled hydrofoils at the fore and aft of the vessel. These different morphologies affect the

utility of the vessels for various applications, due to differences in ease of vessel deployment

and their suitability for integrating different types of sensors. Underwater buoyancy gliders, such

as the Slocum [3] and the Seaglider [4], are an alternative platform capable of long-duration

missions with low power consumption. These platforms are a class of autonomous underwater

vehicle (AUV) that actively alter their buoyancy in order to rise and fall through the water

column, converting this vertical motion to horizontal propulsion via wing-like hydrofoils. The

resulting sawtooth-like profile gives them a lower horizontal speed than their thruster-equipped

conventional counterparts, similarly to wave-propelled vehicles, but they are also capable of

significantly higher duration missions. As a sub-surface vehicle they are able to investigate more

of the vertical water column, albeit at the expense of real-time connectivity due to the strong

attenuation of radiowaves under the water.

Passive sonar is used for a variety of applications involving the detection and localization of

underwater sound sources, such as anti-submarine warfare, seismic surveys and marine mammal

monitoring. Conventionally, towed arrays have been deployed from large tow ships as the arrays
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Fig. 1. A step of the deployment of the digital thin line array behind the AutoNaut USV. After attaching to the stern of the

vessel, two operators gradually feed the array into the water from a support vessel.

are cumbersome and are up to multiple kilometers in length. However, the miniaturization of

hydrophone technology has allowed uncrewed autonomous tow vessels to be more widely used

for this purpose [5], reducing the operational costs and risks for personnel.

Because of the low levels of acoustic emissions of the propulsion systems, wave-propelled

vehicles and underwater gliders are ideally suited to deployment of passive acoustic sensors.

Underwater gliders equipped with towed arrays have been used successfully to estimate source

bearing [6], but more recently hydrophone arrays have been mounted along the leading edge

of the wings [7]–[9] or on the nose [10], reducing their interference with the propulsion and

simplifying deployment, but limiting their aperture length and angular resolution. The Wave

Glider USV has demonstrated the capability to deploy a passive acoustic array [11]–[14] from

its sub-surface element, isolating it from surface and mechanical noise. More recently, this has

also been achieved for the purpose of real-time marine mammal monitoring [15]. The AutoNaut

has also been shown to be capable of array deployment, pictured being deployed in Fig. 1,

connected via a vibration isolation module from the stern of the vessel [2], [16], demonstrating

the minimal self-noise of the vessel using spectral decomposition of the acoustic data [17]. This

basic processing demonstrates the physical capabilities of the vessels, enabling the investigation

into the application of more advanced passive sonar techniques.

There are a number of challenges inherent to operating an acoustic array from a wave-propelled

vessel and implementing passive acoustic monitoring algorithms on the collected data. Due
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to the limited propulsion power of the vessels, the array must have sufficiently low drag to

avoid adversely affecting their operation, constraining their length and thickness. The resulting

reduced aperture limits the frequencies at which the array can be used to effectively localize a

target. For a conventional beamforming algorithm, the half-power beamwidth in degrees of an

array of length, L, for frequency, f , is approximately equal to 51c/(fL) [18], where c is the

propagation speed of sound. Therefore, at low frequencies for short arrays the angular resolution

of a beamformed result becomes less usable as closely spaced targets cannot be distinguished.

This can potentially be improved through the use of more sophisticated algorithms. However,

the inherently intermittent nature and limited speed of wave-propulsion can result in significant

deviations from a linear array shape [19], as consistent forward motion through the water typically

stabilizes a towed array. This can affect the performance of localization algorithms without array

shape compensation, as these algorithms require accurate knowledge of the sensor positions,

with errors leading to sub-optimal performance. For example, an error of λ/10 in the sensor

positions will result in a decrease in conventional beamformer gain of 1 dB [20]. This challenge

of compensating for a perturbed array shape has been approached in various different ways,

either using acoustic data [21] [22] [23] [24], extrapolating from vessel movement [25] [26],

fitting a spline between non-acoustic sensors [27] [28], or some combination of these [29].

This paper presents an experimental investigation into the use of passive acoustic monitoring

techniques from an AutoNaut USV. The two main novel contributions are the development

and demonstration of a real-time onboard beamforming and detection payload operated from

the AutoNaut, and the post-processing investigation into the use of array shape estimation for

improvement of these results. The outline of this paper is as follows: Section II details the

implemented processing techniques for bearing estimation, detection and array shape estimation;

Section III describes the software for real-time processing; Section IV describes the experimental

trial from which the data came, along with the hardware involved; and finally Section V presents

the results of each stage of the work.

II. SIGNAL AND DATA PROCESSING

An array of hydrophones provides the ability to estimate the bearing of incident acoustic

waves. A spatial spectrum of estimated power against bearing can be computed, which can then

be processed with a detection threshold to obtain a direction of arrival to any sound sources. This

section details the algorithms implemented for this purpose, as well as the array shape estimation
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algorithm used to compensate for the movements of the array during data acquisition. The data

processing in this work assumes a set of continuous narrow-band signals of known frequencies

projected by a target in the far-field of the array (i.e. that the acoustic wave is planar when it

impinges upon the array). The direction of arrival estimation algorithms assume spatially and

spectrally white noise. This is further discussed in Section III-A.

A. Direction of Arrival Estimation

The bearing to a sound source can be estimated from the acoustic recordings from the

hydrophones using various frequency domain narrowband beamforming algorithms, including

conventional [30], MVDR [31] and MUSIC [32]. These have been utilized extensively in marine

acoustic bearing estimation applications [26], [33], [34], with each of their respective directional

power spectra estimated as:

Pconv(θ, f) =
aH(θ, f)R̂(f) a(θ, f)

aH(θ, f)a(θ, f)
, (1)

Pmvdr(θ, f) =
1

aH(θ, f)R̂
−1
(f) a(θ, f)

, (2)

Pmusic(θ, f) =
1

aH(θ, f)V n(f)V
H
n (f)a(θ, f)

(3)

where θ is the bearing in degrees, f is the frequency, a is the steering vector, R̂ is an estimate

of the covariance matrix and V n are the noise subspace eigenvectors of the covariance matrix

estimate. The conjugate transpose is denoted as (·)H.

The horizontal plane steering vector [35], a, is formulated for arbitrary array geometries

with sensor positions at the Cartesian coordinates (xk, yk, zk) for the kth sensor, as depicted in

Fig. 2. This follows a left-handed Cartesian reference frame with z as depth, aligning positive

rotation about the z axis with navigational bearing, θ, measured clockwise from global North.

The steering vector can then be defined as

a(θ, f) =
[
1, exp(−j2πfδ2(θ)/c),

. . . , exp(−j2πfδK(θ)/c)
]T (4)

where c is the speed of sound, the inter-hydrophone distance in the line of the bearing, δk(θ) =

xk sin θ + yk cos θ, and K is the number of sensors.
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Fig. 2. Array geometry and reference frames for beamformer with an incident wavefront.

The covariance matrix [35] is approximated as a moving average of the cross-spectral matrix,

with each time step computed as

R̂(f) =
1

N

N∑
n=1

U(n, f)UH(n, f) (5)

where N is the number of snapshots used for each time step’s estimate, U(n, f) is the array

of short time Fourier transformed (STFT) data for all of the sensors. This produces a K ×K

cross spectral matrix for each frequency, f , for each time step. For continuous estimation, an

exponential moving average can be used,

R̂(f, n) = αU(n, f)UH(n, f) + (1− α)R̂(f, n− 1) (6)

where α is the exponential weighting coefficient.

Each of the direction of arrival estimation methods differ in computational complexity and

performance, with a theoretical increased bearing resolution and signal-to-noise ratio increase

for MUSIC and MVDR over conventional [19]. In the case of MUSIC this also requires an extra

assumption of the number of signal sources present in the data to define the size of the noise

subspace.

Accurate knowledge of the sensor positions is required to form the steering vector in order

to access the full potential of the more sophisticated algorithms, with incorrect sensor positions

causing errors that can lead to misdetections and spurious estimates. Therefore in the case of

a severely perturbed dynamic array, it is important to estimate its shape. The commonly used

criterion is that an error of λ/10 in the sensor positions will result in a loss of 1 dB in conventional

beamformer output [20]. For example, at a frequency of 1000Hz this would be a deviation of

approximately 15 cm from the assumed positions.

Bearing estimation with beamforming using a linear array results in unresolvable symmetrical

detections with respect to the axis of the array, but the magnitude of the false detection can be
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reduced through compensating for the array shape [36]. This is a further advantage of correctly

estimating the shape of a distorted array, as this left-right ambiguity can potentially be resolved

by the array effectively becoming two dimensional [37].

B. Detection and Clustering

An SNR threshold is applied to the beamformer outputs to extract detections of present sound

sources. The normalization step is computed as the ratio of the peak to the median value across

bearing over a single time sample. Then applying a threshold to this results in a set of detections,

each with a pair of associated values: the bearing, θ and the SNR, γ. This produces a set of

pairs for the Q peaks at each frequency of interest, f , for each interval of time, t:

Θf,t =

 θf,t,1, θf,t,2, · · · , θf,t,Q

γf,t,1, γf,t,2, · · · , γf,t,Q

 . (7)

These sets are combined for all frequencies of interest and the mean-shift clustering algorithm

[38] is used to associate the peaks from multiple frequencies with a single contact. The result

is an estimated number of contacts, Q̂, each with an associated bearing and SNR:

Θ̂t =

 θ̂t,1, θ̂t,2, · · · , θ̂t,Q̂

γ̂t,1, γ̂t,2, · · · , γ̂t,Q̂

 . (8)

C. Array Shape Estimation

The array shape is generally unknown but it can be estimated using the data from non-acoustic

sensor modules distributed throughout the array, which provide depth and attitude information.

The array can be parameterized as a function of the arbitrary independent variable, r, with the

general 3D cubic spline model of the form

[x(r), y(r), z(r)] =
[
1, r, r2, r3

]

b1,x b1,y b1,z

b2,x b2,y b2,z

b3,x b3,y b3,z

b4,x b4,y b4,z

 (9)

where [x, y, z] are the Cartesian co-ordinates of the array estimate in the same reference frame

as Fig. 2. The hydrophone array can then be described as a continuous shape between r = 0

and r = 1, resulting in a curve that can be defined by the 12 parameters in the matrix of b

coefficients, denoted in the following as b.
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(a)

(b)

Fig. 3. Array in (a) the horizontal plane (x, y) and (b) the vertical plane (x, z). Dots indicate hydrophones, rectangles indicate

non-acoustic sensor modules. Important parameters are labeled: attitude, (ψ, ϕ); inter-hydrophone distance, d; array length, L;

and depth, z.

The array used in this work (detailed fully in Section IV-B) had non-acoustic sensor modules

at both the head at r = 0, and tail at r = 1. These provided six measurement inputs to the system:

two 2D attitude measurements, denoted by v(0) and v(1); and two depth measurements, denoted

by z(0) and z(1) respectively. This renders its state partially observable and unconstrained. In

order to reduce the 12 dimensional parameter space of Equation 9, a local coordinate system

was defined with its origin at the head of the array. This effectively fixes the three b1 terms to

zero but also excludes the measurement z(0) and reduces the number of measurements by one

(9 parameter dimensions, 5 measurement dimensions). Three assumptions are made to further

constrain the solution: the length of the array L is fixed; there are no bending moments at the

ends of the array, meaning that the curvatures κ(0) and κ(1) are zero; the overall array curvature

κ̃ is minimized. These assumptions introduce four regularization constraints to meet the number

of parameter dimensions. The spline of best fit is then determined using a non-linear least-squares

solver to find the parameters that satisfy the measurements and constraints,

b̂ = argmin
b

{∆L,∆v(0),∆v(1),

∆z(1), κ(0), κ(1), Aκ̃}
(10)

where ∆(·) denotes an error term, and A is the curvature weight.

Modeling this array configuration and constraining it in this way results in a couple of implicit

limits in the shapes of array that can be estimated (illustrated in Fig. 3): an arc or bow in the
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horizontal plane where the shape is only constrained by two direction vectors; and an “S” in the

vertical plane where it is constrained by two direction vectors and two depth measurements. For

beamforming in the horizontal plane the most salient deformation occurs in the (x, y) plane so

the metric of bow amplitude is used to describe the level of deformation the array experiences.

This is defined as the largest distance between a point on the array and the line that joins the

two endpoints of the array, illustrated in Fig. 3a.

The limitation on the array shape that can be estimated may not be able to accurately model

the true shape but will still result in an improved performance if closer than the assumption

of a straight array. A further source of error would be from the non-acoustic sensors used to

estimate the shape. The higher frequency errors can be smoothed out using a low pass filter with

a suitable cutoff frequency, based on the assumption that the errors are Gaussian around the true

value.

The constraints and measurement errors were computed in general as follows:

1) Length Error: The length error used to constrain the array estimate to the appropriate

length is computed as the difference between the known length of the array and the arc length

of the spline,

∆L = L− L̂ (11)

where L is the known length of the array (8m in the current study) and the length of the array

estimate, L̂, is computed as the integral of the Euclidean norm of the first derivative of the spline

function,

L̂ =

∫ 1

0

|[x′(r), y′(r), z′(r)]| dr (12)

where (·)′ denotes the first derivative with respect to r.

2) Directional Sensor Error: The directional sensor error is the difference between the mea-

sured direction vector for that point in the array and that of the spline estimate,

∆v(r) = v(r)− v̂(r) (13)

where v̂(r) is the vector from the model and v(r) is the vector that describes the orientation

of the array at the position r along the array. This is derived from the sensor heading, ψ, and

pitch, ϕ:

v(r) = Rz(r)Ry(r)x (14)
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where

Rz(r) =


cos(ψ(r)) − sin(ψ(r)) 0

sin(ψ(r)) cos(ψ(r)) 0

0 0 1

 (15)

Ry(r) =


cos(ϕ(r)) 0 sin(ϕ(r))

0 1 0

− sin(ϕ(r)) 0 cos(ϕ(r))

 (16)

x =


1

0

0

 (17)

The corresponding vector for the array estimate, v̂(r), is computed as the unit vector of the first

derivative of the spline function evaluated at the head (r = 0) and tail (r = 1) ends respectively:

v̂r =


x′(r)

y′(r)

z′(r)


/∣∣∣∣∣∣∣∣∣


x′(r)

y′(r)

z′(r)


∣∣∣∣∣∣∣∣∣ (18)

3) Depth Sensor Error: The depth sensor error is the difference between the measured depth

value at that point in the array (relative to the origin point) and that of the array shape estimate

∆z(r) = z(r)− ẑ(r) (19)

where z(r) is the depth sensor estimate (computed from the pressure sensor) and ẑ(r) is the z

coordinate of the spline function evaluated at the position, r.

4) Minimized Curvature: The spline of best fit is determined by minimizing the curvature

of the array estimate, κ, in order to find the least energy spline solution (assuming an array

that tends to a straight shape). This is approximated for each position along the array as the

magnitude of the second derivative of the spline function,

κ(r) = |[x′′(r), y′′(r), z′′(r)]| . (20)

To compute the entire array curvature, κ̃, the integral is taken across the length of the array

κ̃ =

∫ 1

0

κ(r)dr. (21)

This variable has a weight, A, in the minimization function, chosen to be 0.1 to ensure that

the other constraints are prioritized. The measurement-derived constraints are assumed to be of
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Fig. 4. Software architecture for the onboard real-time processing system, adapted and simplified from the ROS node graph.

the same order of uncertainty and therefore similarly weighted. However, the minimal curvature

constraint is an assumed prior and so was chosen to have an order of magnitude less influence

on the minimization in order to not over-constrain the solution.

The curvatures at the end positions of the array, κ(0) and κ(1) for the head and tail end,

respectively, are minimized according to the assumption that the array experiences no bending

moment around the ends of the array.

D. Hydrophone Position Estimation

The resulting spline function estimated in Section II-C is then used to compute the corre-

sponding Cartesian coordinate estimates of the hydrophones by evaluating the spline function

at the along-array locations of the hydrophones, d. These can then be used with (4) to compute

the steering vector for the beamforming algorithms described in Section II-A. The array shape

estimate will be referred herein as the compensated or corrected result, with the uncompensated

result being that of a straight array oriented to the average of the directional sensor data.

III. REAL-TIME SOFTWARE

The focus of this work was on real-time beamforming and detection. In this context we

consider real-time to mean that this processing takes place within the timeframe of the commu-

nication system which had an update rate of 16s. Furthermore, it needed to be rapid enough such
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that it did not overburden the processor and lead to an accumulating lag. This is distinct from

post-processing of the data onshore after the trial as it allows events of interest to be detected

and acted upon during operation, within the timeframe of the event occurring. Details on the

hardware architecture on which the real-time software was running is provided in Section IV-C.

The Robot Operating System (ROS) [39] was used to implement the real-time processing.

It enabled message passing between processing nodes and a modular software layout. It also

provided easy tuning and debugging of processing parameters through an ability to playback

recorded or simulated data. The developed real-time detection software was written in Python

3.8.10 [40] and the layout of the nodes is as in Fig. 4 with the flow of the processing illustrated

in Fig. 5. The signal processing chain includes: an interface node to receive data from the array;

this data is then processed with an STFT in order to compute the beamformer result; an SNR

threshold is then applied to the beamformer result to extract detections; and finally, the detections

are clustered across a time window for all frequencies to estimate the bearing and SNR of each

sound source, communicating this to a remote machine. The in-depth function of each node is

as follows:

• The interface dtla node handles the raw binary data received from the array, decoding it

into segments of acoustic data and non-acoustic sensor data. The acoustic data is broadcast

on the ROS topic \data acoustic in 0.1 s snapshots at a rate of 10Hz (adjustable based on

the required bin width for the STFT. 0.1 s enables a bin width of 10Hz) and the non-acoustic

sensor data is broadcast on the ROS topic \data capt at a rate of 50Hz. This is illustrated

in step (a) of Fig. 5.

• The beamformer node computes the Fourier transform of the acoustic data, applies one of

the beamforming algorithms detailed in Section II-A and broadcasts the frames of estimated

power vs bearing for each frequency of interest on the ROS topic \data beamformer. This

uses the covariance matrix computed for selected frequencies of interest using an exponential

moving average and can be configured to use the desired beamforming algorithm. These

steps are illustrated in (b) and (c) of Fig. 5.

• The detector node extracts the pertinent information using a 6 dB threshold on the SNR

(found empirically to perform well, although this will depend on the specific environment)

in order to determine the presence of a detection as described in Section II-B, outputting

the bearing, SNR and frequency. The detections are published on the \detections ROS topic

each time a detection is registered. This is shown in step (d) of Fig. 5.
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Fig. 5. Illustration of the processing sequence for the real-time system: (a) acoustic data segment from each hydrophone; (b)

short-time Fourier transformed data for each hydrophone; (c) beamformed data for each timestep of data segment for each

frequency of interest; (d) detections above threshold for each timestep of data segment; (e) detection clusters for the whole

segment of data with cluster centers in magenta.

• Finally the comms node takes the detection data across a configurable time period and

applies the mean-shift clustering algorithm to determine the number of spatially distinct

detections and their bearings, with the centers shown in pink. This information can then be

broadcast to external systems. This is illustrated in step (e) of Fig. 5.

A. Discussion of Operational Practicalities

As this is a controlled experiment, the frequency content of the signals of interest was known a

priori and this allowed selection of a small number of relevant frequency bins. In an operational
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scenario, this information would not be known with such precision. In that case, more of the

frequency spectrum would need to be investigated and a reasonable number of frequency bins

would need to be considered around the expected frequencies. Inclusion of more of the frequency

spectrum would require tuning of the detection method to account for the increase in false alarm

rate. This could also become computationally expensive and careful consideration would need

to be made to ensure that it could be achieved within the computation and energy budget of the

vehicle.

For the specific hardware used in this project, detailed fully in Section IV-C, it was within the

computational capability of the CPU to process up to approximately 100 frequency bins before

a computational bottleneck would occur. If covering more of the spectrum, there are a few

strategies for increasing the efficiency of the processing. Increasing the frequency bin width in

the STFT step would reduce the number of bins needed to span a given range of the spectrum at

the expense of a reduction in the SNR of the output. One could also utilize the Goertzel algorithm

[41] to compute the individual frequency bins of interest instead of the entire frequency spectrum.

Another potential solution would be to spread the load of the beamforming process over multiple

CPU threads, which would allow a large increase in the processing capability at the expense of

higher power requirements and heat produced.

IV. EXPERIMENTAL TRIAL

The experimental trial took place in July 2021 off the coast of Plymouth, UK, at a site where

the average depth was around 44m. The weather for the duration of the two hour trial was sunny

and clear, with temperatures around 26 ◦C and a 8–10 kn easterly wind. The sea state was 1-2

with a significant wave height of <0.5m. The sound speed profile on the day was decreasing

with depth, as shown in Fig. 6, resulting in a downward refracting propagation path and no

surface channel.

The mission involved the support vessel towing a sound source emulating an underwater target

in the vicinity of an AutoNaut USV deploying a Seiche digital thin line array (DTLA) [42],

varying in range between 20–460m. The data from the DTLA was recorded and processed in

real-time using the software from Section III on bespoke hardware.
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Fig. 6. Sound speed profile for the trial days.

A. AutoNaut USV

The AutoNaut [16] used is a 5m long vessel, pictured in Fig. 1, capable of speeds of 1–3 kn

independent of wave direction. A combination of internal batteries and top-mounted photovoltaic

cells were used to power the sensor payload and the auxiliary thruster, which can be used to

supplement the wave-propulsion or for control in confined spaces such as deployment from

a port or harbor. The AutoNaut was operated from the support vessel via Iridium satellite

communications, and instructed to follow a set route autonomously for the duration of the

mission.

B. Seiche Digital Thin Line Array

The digital thin line array [42] was developed by Seiche Ltd. as a miniaturized underwater

acoustic measurement device designed to be towed from small, low-speed vessels. This was

attached at the stern of the AutoNaut and is shown being deployed in Fig. 1. It is 22mm in

diameter and 20m in length, making it sufficiently lightweight and thin to be towed without

a significant impact on the speed of the vessel. The 8 high-sensitivity hydrophone sensors are

spaced 1m apart and sampled at 48 kHz with co-located 20 bit ADCs to digitize the signal

prior to transmission to the interface board, providing a high signal-to-noise ratio. As well as

hydrophones the array is also equipped with 3-axis compass, attitude, pressure and temperature

(CAPT) modules, one at either end of the acoustic section, 50 cm outside each of the end

hydrophones. These allow the orientation of the array to be compensated for when computing

bearing estimates, and also potentially to estimate the shape of the array when perturbed, as

described in Section II-C. The array deployment depth was found to vary between 4 and 11m.
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C. Onboard Real-time Processing

The onboard real-time processing hardware is contained in a peli-case stored in the water-

tight compartment of the AutoNaut, shown in Fig. 7a. The internal connections and physical

configuration are as shown in Fig. 7c and 7b, respectively.

The main computing device (green) is a LattePanda Delta 432 with 4GB of RAM and an

Intel Celeron N4100 processor running Ubuntu 20.04. This receives the data from the DTLA

top-interface boards (dark blue) via Ethernet and transmits detection information to an external

PC also via Ethernet. Connected over USB are the SSD (yellow), on which all the data are

stored for post-processing, and the GPS unit (orange), used to synchronize the computer’s clock

to UTC and provide accurate timestamps for data. Both the top-interface board and the main

computing device are powered by the onboard AutoNaut power systems, running through an

uninterruptible power supply (UPS) (cyan) for robustness against power dropouts and with a

manual hardware switch for power-cycling. All external connections are waterproof through a

sealed external plate (magenta).

D. Sound Source

The sound source used to mimic an underwater target was a 16 cm diameter ITC-1007 ball

projector deployed from the 12m support vessel at an approximate depth of 5m. This was

constantly projecting tonal signals at the frequencies detailed in Table I, with the frequencies

used for detection chosen to be at approximately the λ/2 design frequency of the array (up to

∼750Hz) in order to avoid spatial undersampling.

The source levels were estimated using the array in a controlled harborside test. This was

carried out at a range of approximately one metre using a single hydrophone on the DTLA and

the source suspended in the water. The source level was then estimated using the receive level

on the hydrophone.

V. RESULTS

A. Array Motion

Both the AutoNaut and the source-carrying support vessel were logging their GPS coordinates,

the tracks of which are shown in Fig. 8f. These are shown in relative Cartesian coordinates

computed from the UTM coordinates of the GPS data, where the origin of the axis is set to the
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(a)

(b)

(c)

Fig. 7. Onboard processing system (a) onboard location, (b) physical layout and (c) hardware diagram.
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TABLE I

SOURCE LEVELS AT THE FREQUENCIES EMITTED BY THE PROJECTOR (ESTIMATED)

Frequency, Hz Source level, dB

480 93

650 100

700 104

750 102

800 (unused) 107

1120 (unused) 115

1630 (unused) 126

beginning of the AutoNaut track. The support vessel track aimed to provide a variety of bearings

and ranges between the array and the source.

Prior to their inclusion in the shape estimation process, the depth and heading/pitch measure-

ments were filtered with a 7th order low pass IIR filter with a cutoff of 0.2Hz. These values

were selected as these bands contain 99% of the power in the data. The filtered data for the head

and the tail sensors are shown in Fig. 8(b-d). The status of the auxiliary thruster in 8(a). The

bow amplitude of the array shape estimate from the spline interpolation in 8(e). Bow amplitude

is the magnitude of the perturbation from the line between the positions of each end sensor,

illustrated in Fig. 3a.

Consider from the start of the run to 13:45:00 in Fig. 8, when the thruster was running as

shown in Fig. 8a. Fig. 8b shows that the heading measured at the head and tail ends of the array

and by the AutoNaut itself are similar, suggesting that the array was likely to be approximately

straight. However, this is up to roughly 90◦ to the course of the AutoNaut which is due to

the North-Westerly tidal stream current [43] causing the AutoNaut to move with a crabbing

motion. There are periods of the head and tail heading differing by approximately 45◦, such as

at 13:30 and 13:45. These are believed to be caused by an impulse from a particularly large wave

whipping the tail out, which then remains relatively static for a period until further propulsion

brings the array back to straight. Apart from these brief exceptions the estimated bow amplitude

of the array is generally less than 0.5m for this first section of data, shown in Fig. 8e.

The tidal current speed reduces and becomes almost slack at 14:10:00 before changing to an

Easterly direction, during which the thruster is turned off, and the array and AutoNaut heading

more closely matches the AutoNaut course. However, there is a larger disparity between the

January 26, 2024 DRAFT



18

Fig. 8. Non-acoustic filtered experimental data: (a) the AutoNaut speed derived from the GPS track (color corresponds to the

time from the GPS track in (f)) and the auxiliary thruster status ; (b) filtered data from array heading sensors, AutoNaut heading

and the direction of the AutoNaut’s motion; (c) filtered data from array pitch sensors; (d) filtered data from depth sensors; (e)

bow amplitude of estimated array shape from spline fit; and (f) GPS track for support vessel (thin) and AutoNaut (thick), with

the color corresponding to (a). AutoNaut heading is shown at regular intervals with yellow arrows and the direction of the tidal

current is shown in the top left arrows, with color corresponding to the GPS tracks.

array head and tail heading estimates, resulting in a larger estimated bow amplitude. This occurs

because the array is not being pulled as taut as when the current strongly opposes the direction

of motion, hence also the array depth increasing.

Throughout the dataset the pitch measurements of both the head and tail of the array remain

consistently the inverse of one another. This suggests the array is sagging in the middle with
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(a) (b)

Fig. 9. (a) Range to support vessel computed using GPS coordinates and (b) spectrogram of acoustic data from a single

hydrophone. The sound source was turned on at the beginning of the run at 14:34 and was switched off at the end of the run

at 15:06.

both ends pointing slightly up, probably the result of the ballast distribution. Each depth sensor’s

data is also roughly similar, suggesting that the array is mostly horizontal in the water. However,

after 15:00 the disparity between the depth sensors increases suggesting that array is tilting along

its axis. Also notably the tail-end sensor experiences a lot more motion in both heading and

pitch than the head-end sensor, due to the whipping motion of the end of the array.

B. Acoustic data

The acoustic data from a single hydrophone can be viewed as a spectrogram, as shown in

Fig. 9b with the corresponding range to the support vessel in Fig. 9a computed from the GPS

coordinates. The increase and decrease in SNR of the source signal is clearly visible, shown by

the linear features of constant frequency at each of the frequencies being projected. At 14:40:00

there is also the characteristic pattern of the Lloyd’s mirror effect [44] from the support vessel’s

engine as it passed the array. There was little evidence of flow noise at the frequencies of interest,

although the lower frequencies more likely to be affected [45] were not investigated.
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C. Beamforming Algorithms

Combining the data from each hydrophone using each of the three beamforming algorithms

introduced in Section II-A results in the bearing plots shown in Fig. 10. The MUSIC output is

shown for the assumption of both one and two signals. The ground truth, overlaid in magenta, was

computed as the bearing from the AutoNaut to the support vessel from their GPS coordinates,

and is therefore less accurate at close ranges because of the offset of the array behind the

AutoNaut and the source behind the tow vessel. Despite this, it shows good agreement between

the estimate and the ground truth at points of high SNR.

The conventional beamformed result has the highest SNR and the lowest angular resolution.

The MUSIC result has the lowest SNR and the highest angular resolution, and the MVDR

characteristics fall in between these two. Another feature of note is what appears to be a second

distinct arrival after roughly 15:00 when the array becomes slightly tilted, which can be attributed

to multipath reflections. This is not captured by conventional beamforming but is with MVDR

and MUSIC with the assumption of two signals. MUSIC with the assumption of a single signal

only captures the strongest arrival.

D. Array Shape Compensation

The estimated shapes were used to compute the array steering vector and the beamformer

outputs were recomputed in order to investigate the effect of compensating for the perturbed

array. As the MUSIC algorithm is most sensitive to sensor position errors, it also has the most

potential for gain increase after compensation. Fig. 11 shows a comparison of the MUSIC

outputs for two frequencies using a section of the data shown in Fig. 9b for which there is

estimated to be a substantial perturbation of the array. The array shape compensated result for

480Hz shown in Fig. 11b shows a removal of the ambiguity, leaving only the correct detection.

However, compensation is shown to remove the true detection for 650Hz, as shown in Fig. 11d,

suggesting that the array shape at this point might be more complex than can be estimated with

the available data and that the prior assumption of a bow shape is invalid. Nevertheless, the

peak SNR value is found to increase in both cases (although at the latter frequency this is the

ambiguous peak).

A comparison between beamformers of the difference in SNR caused by compensation is

shown in Fig. 12. This was computed at all source frequencies for every frame in which a signal

was estimated to be present, using an SNR threshold of 6 dB on the uncompensated beamformer
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(a) (b) (c) (d)

Fig. 10. Comparison of the SNR relative to median for the (a) Conventional beamformer, (b) MVDR, (c) MUSIC with 1 signal,

and (d) MUSIC with 2 signals, for the 700Hz band.

(a) (b) (c) (d)

Fig. 11. Comparison of the SNR of the MUSIC algorithm with two signals using the steering vector formulated using the

uncompensated straight array for 480Hz (a) and 650Hz (c) and compensated spline-fit shape estimates for 480Hz (b) and

650Hz (d). The magenta line is the ground truth computed using the GPS coordinates.
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Fig. 12. Half-violin plots of the distribution of snapshot beamformer spectrum maximum output difference for each method as a

result of compensation with the spline-fit estimate for snapshots above an SNR threshold of 6 dB, measured at the uncompensated

beamformer output. Central point shows the median, with the lighter shaded area illustrating the upper and lower quartiles. Note,

the plots extend beyond the bounds of the y axis limits.

output. For conventional beamforming it can be seen to have made a negligible difference. For

both MVDR and MUSIC, compensation made a marginal improvement in the SNR on average.

For the most improved method, MUSIC, there is an increased beamformer performance 75% of

the time when using the compensated result, with a median increase of 0.38 dB and a maximum

increase of 5.8 dB.

Based on this array configuration (8m long with CAPT modules at either end) and the

results from this work, there is no benefit to performing array shape estimation because of the

marginal improvement it provides to MVDR and MUSIC performance and the added processing

complexity. Furthermore, the uncertainty in the accuracy of the ambiguity removal indicates

that the array’s non-acoustic instrumentation is not sufficient to fully capitalize on the potential

angular resolution improvements, as the underlying assumption of a bow shape in the horizontal

plane is found to sometimes be invalid. The use of MVDR or MUSIC without shape estimation

could still be beneficial for their ability to resolve closely spaced sources, albeit at the cost of

SNR.

A limitation of this study is the lack of available ground truth for the position and shape of

the array, and also the specific location of the sound source. This means an assessment of the

potential optimal performance of the system is not possible. This could be improved by more
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densely instrumenting the array or with more accurate knowledge of the source level of the

projector. A further limitation is that this study only contains the data from a single trial and

therefore is limited to the sea and weather conditions on that date.

E. Real-time Reporting

The real-time system described in Section III was operating during the sea trial described in

Section IV. An exponential moving average was used for covariance matrix estimation (described

in Section II-A) with a coefficient of 0.9 and a 0.5 snapshot overlap. Detection data across a

16 second time window was used for the clustering, decided as a suitable period of time across

which to aggregate detections, taking into account computational and operational considerations.

The system has a number of viewer modules which were used to analyze and observe the

results in real-time. Fig. 13 shows the beamformer output with the corresponding detections

overlaid. Due to the assumption of a straight array, this is only shown for the single sided

spatial spectrum. The alternating cyan and magenta colors show the separate 16 second sections

of data used to aggregate each subsequent detection cluster, denoted by the × symbols. These

aggregated detections can also be displayed across a longer period of time to show the movement

of the sound source, as another bearing-time plot as in Fig. 14 or on a Cartesian axis with the

GPS coordinates, as in Fig. 15. In practice the sound source GPS location would not be known

but has been provided in this re-creation to show the correlation between the bearings of the

detections and that of the source. These aggregated detections were sent to shore over Iridium

every 3 minutes to be visualized on a map in a similar manner to that of Fig. 15.

VI. SUMMARY

This work presents the first demonstration of direction of arrival estimation via beamforming

from a towed hydrophone array deployed behind an AutoNaut wave-propelled USV. Three

Fourier domain beamforming algorithms were applied to the data, with conventional beamform-

ing found to have the highest SNR, and MUSIC to have higher spatial resolution. Hydrophone

positions estimated from a cubic spline fit to the non-acoustic sensor data were used to try

and ameliorate the effect of the perturbed array shape. This was found to have negligible

effect on conventional beamforming but provided a marginal median increase of 0.38 dB and

a maximum of 5.8 dB in MUSIC beamformer performance. It was also found to potentially

reduce the severity of the left-right ambiguity, although some instances resulted in a degradation
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(a) (b) (c) (d)

Fig. 13. MUSIC algorithm output from the real-time system (captured on the support PC) with the corresponding detections

(dots) and the aggregated detections (crosses). Alternating magenta and cyan colors indicate alternate 16 s data intervals. Overlaid

yellow is the ground truth computed in post from the GPS co-ordinates of AutoNaut and the support vessel.

of performance, indicating that the underlying assumptions in the model are sometimes invalid.

In future work, it would be interesting to more densely instrument the array to further investigate

the use of the more sophisticated algorithms, but based on the configuration used in this work,

conventional beamforming would be recommended for its robustness against sensor position

errors. Furthermore it would also be valuable to assess the performance of the passive acoustic

system in different sea states and weather conditions.

Finally, this paper presents a real-time in-situ processing system capable of detection and

bearing estimation, reporting these results remotely to a shoreside operator. In its current form,

this uses the average array sensor heading and the assumption of a straight array to beamform

the acoustic data, broadcasting aggregated detections. The outcomes of this work demonstrate

that the AutoNaut, with its low carbon footprint and potential for persistent operations, is an
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Fig. 14. Detection clusters for 16 second intervals for the experimental dataset from the real-time system. Red/green hue are

the ambiguous detections resulting from the linear array assumption and color value indicates the average SNR of the detection

cluster. Overlaid magenta is the ground truth computed in post from the GPS co-ordinates of AutoNaut and the support vessel.

Fig. 15. Re-creation of end output at operator’s terminal. Dashed and solid lines indicate detections out of the port and starboard

sides of the AutoNaut, respectively.
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effective platform for passive acoustic monitoring when towing an acoustic array.
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