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Abstract—The thermal model of dwellings is the basis for 
flexible energy management of smart homes, where heating load is 
a big part of demand. It can also be operated as virtual energy 
storage to enable flexibility. However, constrained by data 
measurements and learning methods, the accuracy of existing 
thermal models is unsatisfying due to time-varying disturbances.  

This paper, based on the edge computing system, develops a 
dark-grey box method for dwelling thermal modelling. This dark-
grey box method has high accuracy for: i) containing a thermal 
model integrated with time-varying features, and ii) utilising both 
physical and machine-learning models to learn the thermal 
features of dwellings. The proposed modelling method is 
demonstrated on a real room, enabled by an Internet of Things 
(IoT) platform. Results illustrate its feasibility and accuracy, and 
also reveal the data-size dependency of different feature-learning 
methods, providing valuable insights in selecting appropriate 
feature-learning methods in practice. This work provides more 
accurate thermal modelling, thus enabling more efficient energy 
use and management and helping reduce energy bills.  

Index Terms—Thermal model, machine learning, edge 
computing, data dependency.   

NOMENCLATURE 

𝑐 Specific thermal capacity, J/(kg·K) 
𝐻 Humidity, % 
𝐾 Thermal conductance, W/K 
𝑚 Mass, kg 
𝑁 Number of occupants inside a room 
𝑄 Heat amount, J 
𝑅 Local solar radiation, W/m2 
𝑇 Temperature, K 
𝑉 Volume, m3 
𝜌 Density, kg/ m3 

 

Subscripts 
𝑎 Ambient air 
𝑑 Disturbances, including human behaviours, solar 

radiation, appliances, and so on 
ℎ Heating radiator 
𝑜 Adjacent rooms 
𝑟 Room air 

𝑟2𝑎 Subscripts formed in this way mean the thermal 
conductance from one to another, e.g., 𝑟2𝑎  
means a value from room air to ambient air 

𝑤 Walls connected to adjacent rooms 
𝜀 Local area weather 
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I. INTRODUCTION  

EATING system in dwellings consumes a significant 
amount of energy in many countries. It accounted for 16.6% 

of total energy consumption in Europe, 2018 [1], and 17.4% in 
the UK, 2014 [2, 3]. To reduce carbon emissions in energy 
systems, electrifying heating systems to coordinate with 
renewable generations has become a crucial path worldwide [4]. 
Flexible energy management of heating systems is the key to 
coordinating heating loads with renewable generations in smart 
homes [5, 6]. To realise this, high-accuracy thermal models of 
dwellings are necessary for energy management systems 
(EMSs) to guarantee thermal comfort for customers [7]. 
Specifically, the temperature alternation caused by EMS 
operation should be estimated based on thermal models to 
control interior temperature within customers’ comfort zone.  

Thermal models are normally formed as a state-space 
function with more than ten parameters. However, these 
parameters, such as thermal capacity conductance, are difficult 
to directly obtain [8]. Therefore, these parameters need to be 
learned from measured data, named feature learning in this 
paper. It should be noted that the parameters of thermal models, 
such as air humidity and thermal disturbances from appliances 
and human beings, keep changing because of human behaviours 
and weather conditions. Thus, how to rationally combine these 
time-varying features into the thermal model and accurately 
learn them to improve the accuracy of the thermal model still 
needs to be solved. Besides, since temperature data could 
contain occupants’ information, privacy protection is important 
in measuring and processing data. This leads to two crucial 
challenges: 1) Privately temperature measuring and data 
processing; 2) Accurate feature learning of thermal models 
integrated with time-varying features.  

The first challenge can be facilitated by the emerging edge 
computing (EC) technology, which is suitable for distributed 
sensing systems [9]. EC refers to a platform that integrates 
network, computing, storage and application close to data 
sources [10, 11]. Temperature data collected by EC can be 
processed on the edge side without communication with other 
servers or routers, which physically avoids data leakage. 
Several EC-based temperature sensing systems for dwellings 
have been developed in previous works with different 
communication methods, such as Wi-Fi [12], Bluetooth [13] 
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and ZigBee [14]. Among these methods, ZigBee is more 
suitable for smart homes with fewer investment costs and 
higher stability [15]. Therefore, based on EC and ZigBee 
technologies, a data measurement and processing system is 
established in this paper to support thermal modelling.  

As for the second challenge, feature learning is the key step 
of thermal modelling and is mainly realised in three ways: 1) 
White box, which assumes that all parameters of physical 
thermal models are well-known [16-18]; 2) Black box, where a 
thermal model is learned by machine learning methods without 
prior physical knowledge [19-21]; 3) Grey box, where machine 
learning is utilised to learn the parameters of physical thermal 
models [8, 22-24]. Since the white box is impractical due to the 
lack of specific detailed thermal parameters, and the black box 
is hard to interpret, the grey box is widely applied in modelling 
problems. Paper [8] develops a grey box to learn the thermal 
model based on Genetic Algorithms (GA). This method 
converges fast, but its results highly rely on the selection of the 
testing set. Papers [24] and [23] utilise Maximum Likelihood 
Estimation (MLE) to learn the thermal model. This method is 
easy to implement but difficult to provide accurate estimation 
for conditions that seldom appear in the training set. Paper [22] 
develops a thermal model based on the Trust region algorithm 
(TRA), GA and particle swarm optimization (PSO). However, 
this method, similar to the above methods, ignores time-varying 
features of thermal models, which keep changing with human 
behaviours and weather conditions.  

This paper develops a dark-grey box to learn both constant 
and time-varying features of dwelling thermal models, enabled 
by a ZigBee-supported EC system. The dark-grey box contains 
two parts: a grey box to learn constant features and a black box 
to learn time-varying features so that both accuracy and 
interpretability are considered. This makes the method much 
closer to a black box, thus indicated as a dark-grey box. For the 
grey box, the constant feature is learned based on the physical 
thermal model of dwellings. Learning methods include 
traditional optimisation methods (PSO) and statistical methods 
(MLE and Kernel Density Estimation (KDE)). Clustering and 
classification strategies are also introduced to improve learning 
accuracy by dividing the dataset into different groups then 
learning features from them separately. Based on the results of 
the grey box, the time-varying features are learned by a deep 
Gated Recurrent Unit (GRU) neural network in the dark grey 
box. GRU network can capture time-sequence features with 
high efficiency [25], which can significantly improve learning 
accuracy compared with the grey box. This paper has the 
following contributions:  
 Time-varying features are integrated into the thermal model 

to involve time-sequence variables, in which way the 
model’s accuracy can be significantly improved.     

 A dark-grey box is developed to learn dwellings’ thermal 
models by integrating both grey and black boxes. The 
integrated black box improves the accuracy of grey-box 
feature learning. The grey-box basis makes it easy to 
interpret based on the physical model.   

 A ZigBee-based edge computing platform is implemented 
for data acquisition and management, which provides stable 

communication with high privacy and is easy to deploy.  
The rest of this paper is organised as follows: Section II 

shows the architecture of the EC-based system. Section III 
presents dwelling thermal modelling. The development of the 
dark-grey box with feature learning is presented in Section IV. 
The case study of the dark-grey box with related analysis is 
presented in Section V. The outlook and conclusion of this work 
are summarised in Sections VI and VII, respectively.   

II.   ARCHITECTURE OF ZIGBEE-SUPPORTED EC SYSTEM 

Feature learning methods and data measurement are enabled 
by an EC system based on ZigBee communication, as shown in 
Fig. 1. Temperatures from surroundings are collected by DHT-
11 sensors connected to CC-2530 boards. DHT-11 is a widely 
used temperature-humidity sensor and CC2530 is a system-on-
chip (SoC) solution for IEEE 802.15.4 ZigBee applications [26]. 
The temperature is measured from room air, ambient air, walls 
and radiators, as in Fig. 2. The perceptual layer consists of 
several sets of DHT-11 and CC2530. An additional CC2530 
board is set as the central node to aggregate data from other CC-
2530 boards via ZigBee communication and then sends them to 
EC nodes. A Raspberry Pi is utilised as the EC node, which 
communicates with the central node by serial communication.  

Although this paper only focuses on the dwelling’s thermal 
modelling, some functions like EMSs for heating systems can 
be further applied to the application layer. Based on an accurate 
thermal model, the heating system can track the energy price 
curves or clean energy output curves without significant effects 
on the occupants’ thermal comfort.  

Sensors 1 Sensors 2 Sensors 3 … 

Central node

Sensors 1

CC-2530-1 CC-2530-2 CC-2530-3 … 

Environment 

Perceptual 
layer

EC layer

Application 
layer

EC node: 
Thermal modelling 

of the dwelling 

CC2530

DHT-11 

PC

E.g., Energy management systems for dwellings’ heating systems 
to decrease the energy costs or consume more clean energies 

Temperatures of room air, 
ambient air, radiators, walls, … 

 

Serial communication

ZigBee

 

Fig. 1. Architecture of the ZigBee-supported EC system 

III. THERMAL MODEL OF A SINGLE ROOM 

 Since the thermal model for a whole dwelling building can 
be represented by several typical rooms, this paper focuses on 
the thermal modelling of separated rooms. The thermal 
exchange of a single room is presented in Fig. 2. As shown, the 
air inside the room can store a certain amount of heat, denoted 
as 𝑄 , which varies over time and can be calculated by (1).  

𝑄 (𝑡) = 𝑐 𝜌 𝑉 𝑇 (𝑡) (1)  
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The change of 𝑄  is determined by the heat exchange 
between the room air and ambient air, other rooms and 
disturbances [27], as shown in (2). 𝑄 , 𝑄 , 𝑄  and 𝑄  
are the heat flow between the room air and the radiator, 
disturbances, ambient air and walls connected to adjacent 
rooms, respectively. The directions of heat flows are assumed 
to be the same as those in Fig. 2, where heat is from the heating 
system and disturbances to the room, and then is transferred to 
ambient air and walls. And the �̇�  represent the time-varying 
thermal increment and will be introduced later in this section.  

Qh2r

Qr2w

Qr2a

Qd2r

Qr

Qw2o

Qw

Fig. 2. Thermal exchange and hardware distribution of a single room 

 
𝑑𝑄 (𝑡)

𝑑𝑡
= �̇� (𝑡) − �̇� (𝑡) − �̇� (𝑡) 

+�̇� (𝑡) + �̇� (𝑡) 
(2) 

The heat flows can be obtained by (3)-(6). The heat from 
disturbances to room air, 𝑄 , is related to many factors, such 
as the number of occupants, solar radiation, appliance radiation, 
etc. 𝑓  is the assumed function of 𝑄  to time 𝑡, since it is 
impractical to obtain a physical model of all the disturbances.   

�̇� (𝑡) = 𝐾 [𝑇 (𝑡) − 𝑇 (𝑡)] (3) 
�̇� (𝑡) = 𝐾 [𝑇 (𝑡) − 𝑇 (𝑡)] (4) 
�̇� (𝑡) = 𝐾 [𝑇 (𝑡) − 𝑇 (𝑡)] (5) 

�̇� (𝑡) =
𝑑𝑓 (𝑡)

𝑑𝑡
 (6) 

Obviously, �̇�  should be time-varying because its 
components, such as solar radiation, change over time. Other 
heat flows also have temporal characteristics. For example, air 
density in (1) and thermal conductance in (3)-(5) are related to 
environmental humidity, which varies over time and can be 
affected by human behaviours and weather conditions.  

Therefore, all time-varying components of �̇� , �̇� , �̇�  
and �̇�  are separated as �̇� (𝑡) in (2). This makes the heat 
flows in (2), �̇� , �̇� , �̇�  and �̇� , are only determined 
by constant thermal features, such as thermal conductance and 
thermal capacity. Since �̇� (𝑡) and �̇� (𝑡) are unrelated to any 
state variables, these two are combined as  �̇� (𝑡) to simplify 
the equation, given by (7).  

�̇� (𝑡) = �̇� (𝑡) + �̇� (𝑡) (7) 
Based on (1)-(7), the differential equation of room air 

temperature can be obtained by other temperatures and 

corresponding coefficients, as (8). Similarly, the temperature 
differential variation of walls and ambient air can be written as 
(9) and (10).   

    𝑐 𝜌 𝑉
𝑑𝑇 (𝑡)

𝑑𝑡
= −(𝐾 + 𝐾 + 𝐾 )𝑇 (𝑡) 

+𝐾 𝑇 (𝑡) + 𝐾 𝑇 (𝑡) + 𝐾 𝑇 (𝑡) + �̇� (𝑡) 
(8) 

      𝑐 𝑚
𝑑𝑇 (𝑡)

𝑑𝑡
= −(𝐾 + 𝐾 )𝑇 (𝑡) + 𝐾 𝑇 (𝑡)

+ 𝐾 𝑇 (𝑡) + �̇� (𝑡) 
(9) 

   𝑐 𝜌 𝑉
𝑑𝑇 (𝑡)

𝑑𝑡
= −(𝐾 + 𝐾 )𝑇 (𝑡) + 𝐾 𝑇 (𝑡) 

     +𝐾 𝑇 (𝑡) + �̇� (𝑡) 
(10) 

Based on (8)-(10), a state-space representation of the room 
thermal model can be written as (11). 𝑨 and 𝑩 are the constant 
feature matrixes of state variables and inputs, respectively. 𝑪 is 
the matrix including both constant and time-varying elements. 
These matrixes enable the interior temperature can be inferred 
based on weather and radiator conditions. Thus, they are the 
thermal features that need to be learned by the dark-grey box in 
the following sections. Since 𝑇  is normally difficult to be 
obtained (Usually only several typical rooms are measured to 
evaluate the whole building), it is integrated into 𝑪. By doing 
this, all the uncertainties are integrated into matrix 𝑪 and can be 
learned by machine learning in the feature learning processes.  

⎣
⎢
⎢
⎢
⎡

( )

( )

( )

⎦
⎥
⎥
⎥
⎤

= 𝑨

𝑇 (𝑡)

𝑇 (𝑡)

𝑇 (𝑡)

+ 𝑩
𝑇 (𝑡)

𝑇 (𝑡)
+ 𝑪  (11) 

where,  

       𝑨 =

⎣
⎢
⎢
⎢
⎡

0

0 ⎦
⎥
⎥
⎥
⎤

,  

      𝑩 =

0

0 0

0

, and 𝑪 =

⎣
⎢
⎢
⎢
⎢
⎡

̇

̇
+ 𝑇

̇

⎦
⎥
⎥
⎥
⎥
⎤

  

When the time step, ∆𝑡, is small, the differential equation (11) 
can be approximately converted to a difference equation, as 
shown in (12). In this paper, the unit time interval of the thermal 
model is set as 1 minute. Then, with ∆𝑡  set as the unit time 
interval, (13) can be obtained based on (11)-(12).  

 
𝑑𝑇 , , (𝑡)

𝑑𝑡
≈

𝑇 , , (𝑡 + ∆𝑡) − 𝑇 , , (𝑡)

∆𝑡
 (12) 

𝑇 (𝑡 + 1)

𝑇 (𝑡 + 1)

𝑇 (𝑡 + 1)
≈ (𝑨 + 𝑰)

𝑇 (𝑡)

𝑇 (𝑡)

𝑇 (𝑡)
+ 𝑩

𝑇 (𝑡)

𝑇 (𝑡)
+ 𝑪 (13) 

where 𝑰 is a 3×3 identity matrix.  
Here, ∆𝑡 is set as 1 minute, which is small enough compared 

to the temporal thermal signature of dwellings. Thus, the 
transformation from (11) to (13) has little impact on the 
accuracy of the thermal model but can significantly reduce 
computing complexities in obtaining the numerical solutions 
for (11). Then, based on (13), the problem is to accurately learn 
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matrixes 𝑨 ,  𝑩  and 𝑪  from historical data. Since 𝑪  contains 
both constant and time-varying elements, to simplify the 
following analysis, 𝑪 is divided into a constant part 𝑪 and a 
time-varying part 𝑪(𝑡) to be learned by grey box and black box, 
respectively, as presented in (14).  

𝑪 = 𝑪 × + 𝑪(𝑡) ×  (14)
The current thermal model is limited by the sensor numbers, 

thus only the temperatures of ambient air, radiator, room air and 
walls are available. However, with more or fewer sensors, the 
thermal model in (8)-(11) can be flexibly expanded or 
contracted. Since the form of (11) will not change (only the 
dimension of (11) changes), the following procedures of the 
dark-grey box are still the same.  

IV. DEVELOPMENT OF THE DARK-GREY BOX  

The dark-grey box is developed for thermal modelling of 
dwellings and consists of two steps: i) a grey box, based on the 
physical thermal model in (13), learns the constant features by 
a method pool; ii) a black box, only relying on historical data 
but a physical model, is applied to learn the time-varying 
features by deep GRU networks.  The diagram of the dark-grey 
box is presented in Fig. 3.  

15
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Fig. 3. Dark-grey box for feature learning of dwelling thermal models 

For the first step, the grey box, the constant features consist 
of the coefficients in matrixes 𝑨 , 𝑩  and 𝑪 . The constant 

features are learned by PSO-based optimisation with different 
strategies. To obtain the most accurate constant features of the 
thermal model, many learning strategies are considered as a 
method pool. Specifically, for constant feature learning, three 
categories of methods are utilised: general methods, clustering 
methods and classifying methods, as shown in Fig. 3. Each 
category includes several learning strategies. These methods 
show different performances with different historical data sizes 
in the case study thus it is important to build a method pool to 
select better learning strategies in real operations. Specifically, 
with these many methods, the dark-grey box can select the most 
accurate grey-box model and periodically update it. In this way, 
the customers can obtain both accurate thermal models and 
specific timely thermal parameters of their dwelling rooms.  

After the constant feature learning, the results are put into a 
deep GRU network to learn 𝑪(𝑡) . The GRU deep neural 
network can derive the time-sequence regularities, which 
enables the black box to learn the time-varying features in the 
room’s thermal model.  Then, a final room’s thermal model is 
obtained with constant matrixes 𝑨 and 𝑩, and 𝑪. The dark-grey 
box in the 19th method consists of a grey box to obtain the 
constant features and a black box to improve its accuracy by 
learning time-varying features. The grey box provides physical 
basis for the black box to make it easy to interpret and the black 
box enhances the accuracy of the grey box. 

A. Constant Features Learning in Grey Box 

The constant feature learning is developed as a grey box to 
obtain an accurate set of 𝑨 , 𝑩  and  𝑪 . Some strategies are 
applied, which can be divided into three categories: general, 
clustering and classifying, as shown in Fig. 3. Some strategies 
applied in previous research are combined in the general 
method set, including total-period learning, daily learning and 
statistical learning. The above methods in the general set could 
be simple but lack accuracy. Thus, clustering and classifying 
methods are considered in the method pool of the grey box.  

Clustering methods divided the training set into several 
clusters, and each of the clusters contains several days that have 
similar temperature curves. The clustering basis is the 
correlation and similarity between the days in the training set.  

The classifying method also divides the training set into 
several groups but is based on human or physical knowledge. 
For example, a room with or without occupants should have 
different temperature curves for different thermal needs. 
Therefore, based on human behaviour, heating state and 
weather condition, the training set is specifically divided into 
many groups. Each group will be learned separately to achieve 
a more accurate thermal model in each classified condition.  

The following subsections describe the three method sets:  
1) General Methods 

First, for the general methods, the simplest strategy uses one 
set of 𝑨, 𝑩 and 𝑪 to learn the whole period of the training set. 
This learning problem can be seen as an optimisation problem 
to obtain the optimal coefficients in 𝑨, 𝑩 and 𝑪. The objective 
function of this optimisation, 𝑓 , is to minimise the variance 
between the learned and real temperature of room air, as shown 
in (15). 𝒆(𝑡) is the learning error at 𝑡th time slot, calculated by 
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(16). The reason for using variance rather than absolute error is 
that a larger learning error leads to a more uncomfortable 
experience for occupants.  

𝑓 = 𝑚𝑖𝑛 𝑒 (𝑡)  (15) 

𝒆(𝑡) =

𝑒 (𝑡)

𝑒 (𝑡)

𝑒 (𝑡)
=

𝑇 (𝑡)

𝑇 (𝑡)

𝑇 (𝑡)
− (𝑨 + 𝑬)

𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)
 

                                        −𝑩
𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)
− 𝑪  

(16) 

where 𝑇  is the period of the training set, 𝑨 , 𝑩  and 𝑪  are 
the constant matrixes learned by the optimisation.   

The thermal model utilised in heating system optimisation is 
usually used for day-ahead planning, where the period of 
forecasted temperature curves is 24 hours. Therefore, the 
second strategy aims to use one set of 𝑨, 𝑩 and 𝑪 to learn each 
day separately and obtain the optimal coefficients for 𝑨, 𝑩 and 
𝑪. The objective function, 𝑓 , is presented in (17).  

𝑓 = 𝑚𝑖𝑛 𝑒 (𝑡)  (17) 

where 𝑇   is a typical day of 1440 minutes, 𝑁  is the 
number of days in the training set.  

In the above optimisation, every day shares the same set of 
constant features. Nevertheless, if each day can be learned by 
different sets of 𝑨, 𝑩 and 𝑪, the learning accuracy could be 
much higher. The objective function of this strategy 𝑓 ,  is 
shown in (18) with its learning error in (19).   

𝑓 , = 𝑚𝑖𝑛 𝑒 , (𝑡) , 𝑑 = 1, 2, … , 𝑁  (18) 

𝒆 (𝑡) =

𝑒 , (𝑡)

𝑒 , (𝑡)

𝑒 , (𝑡)

=

𝑇 (𝑡)

𝑇 (𝑡)

𝑇 (𝑡)
− (𝑨 + 𝑬)

𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)
 

                      −𝑩
𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)
− 𝑪  

(19) 

The number of optimal sets of 𝑨, 𝑩 and 𝑪 is equal to the days’ 
number in the training set. These results are the optimal learned 
features for each specific day in the training set but have limited 
accuracy in the testing set. Therefore, statistical methods, MLE 
and KDE, are utilised to obtain a rational set of constant features. 
MLE is to estimate constant features from their probability 
distributions. However, sometimes the probability distribution 
of constant features cannot match any of the known probability 
distribution models. Then, KDE is used as a non-parametric 
way to estimate the probability density function of the 
coefficients in 𝑨, 𝑩 and 𝑪.  
2) Clustering Methods 

Two clustering methods are selected in this step: Euclidean-
ward and Jaccard-weighted. Euclidean-ward is a widely used 
clustering method for calculating the minimum variance of 
Euclidean distance between data points. Days in the training set 
will be clustered into several groups, where the daily curves of 
𝑇 (𝑡) are similar to each other. And for the Jaccard-weighted 
method, the days in the training set are divided according to the 

Jaccard correlation value of 𝑇 (𝑡). The days which have more 
closely correlated 𝑇 (𝑡) are aggregated together as a group to 
train one set of 𝑨, 𝑩 and 𝑪.  

The objective function of the two clustering methods, 𝑓 , , 
can be written as (20). To explore the impact of clustering 
numbers on the accuracy of the constant feature learning, we 
have clustered the train-set into 3, 4 and 5 groups, as shown in 
Fig. 3. The corresponding error can be calculated by (21).  

𝑓 , = 𝑚𝑖𝑛 𝑒 , (𝑡)

,

 (20) 

𝒆 (𝑡) =

𝑒 , (𝑡)

𝑒 , (𝑡)

𝑒 , (𝑡)

=

𝑇 (𝑡)

𝑇 (𝑡)

𝑇 (𝑡)
− (𝑨 + 𝑬)

𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)
 

                    −𝑩
𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)
− 𝑪  

(21) 

where 𝑁 ,  is the number of days in 𝑙  cluster.  
3) Classifying Methods 

When the size of the training set is small, data features are 
hard to be accurately derived by clustering methods. Thus, 
human experience and physical knowledge are considered to 
classify the training set into several groups. Three factors, 
which may have huge impacts on dwelling thermal features, are 
selected: human behaviour, heating state, and weather condition.   

For human behaviour, when occupants are inside the room, 
the room temperature is usually higher and more stable. The 
objective function, 𝑓 , is written as (22). Similar to (19) and 
(21), errors 𝑒 ,  and 𝑒 ,  lead to two different sets of 𝑨, 𝑩 and 
𝑪 , denoted as 𝑨 , 𝑩 , 𝑪  and 𝑨 , 𝑩 , 𝑪  respectively. To 
present other following classifying methods, (22) can be also 
presented as (23), where 𝑁 = 2.  

𝑓 = min 𝑒 , (𝑡)

,

+ 𝑒 , (𝑡)

,

  (22) 

𝑓 , = min 𝑒 , (𝑡)

,

 (23) 

where 𝑇 ,  and 𝑇 ,  are periods when occupants inside and 
outside, errors 𝑒 ,  and 𝑒 ,  are the corresponding learning 
errors, 𝑁  is the number of classified groups in one day.  

It is also noted that the heat state of radiators and weather 
temperature also largely alter the temperature features of a room. 
Fig. 4 presents the classification principle of these two factors. 
The heating states are defined in two or four categories, as 
shown in Fig. 4(a). The red and green dash areas represent the 
high-power and low-power periods, respectively. And these 
two periods can be further divided into temperature climbing, 
high-temperature stable, temperature decreasing, and low-
temperature stable periods. The Fig. 4(b) shows the period 
classification of weather temperature, as < 4℃, 4 − 6℃, 6 −
8℃, 8 − 10℃ and > 10℃.  

As shown in Fig. 4(a), with the heating state converted from 
high to low power, the room’s temperature will first rapidly 
decrease and then converge to a certain value. In this condition, 
the heat capacity of room air could be different from other 
conditions because of the higher humidity. Therefore, based on 
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different heating states: high-temperature level and low-
temperature level, the days can be divided into two conditions, 
with the same objective function in (23) and 𝑁 = 2. In this 
condition, 𝑒 ,  and 𝑒 ,  refers to the error of high-power periods 
and low-power periods.  

High-temperature 
stable period

Temperature 
climbing

Temperature 
decreasing

Low-temperature 
stable period

High-power period Low-power period

Time 

Temperature 

Tr (t)

Th (t)

Time 

Temperature 

0℃

4℃

6℃

24:0012:0000:00

6-8℃ period
4-6℃ period

<4℃ period <4℃ period

4-6℃ 
period

Tε  (t)
Tε,ave  (t)

(a) 

(b)  
Fig. 4. Diagram of periods classification according to heating states (a) and 

weather conditions (b)  

In addition, the heating state can be further divided into 4 
scenarios as shown in Fig 4 (a). The two stable periods are the 
same as the high and low-temperature periods above. And the 
temperature climbing and decreasing periods are separated 
from the training set to learn if there are any different thermal 
features when the temperature is drastically changing. For 
example, the thermal conductance between the heating radiator 
and room air is proved to be higher when the temperature 
climbs fast. In this way, there are four scenarios in this method, 
as 𝑁 = 4 in (23), which leads to 4 sets of 𝑨, 𝑩 and 𝑪.  

Weather condition is considered as the third classification 
basis. When the temperature is low with strong wind, the 
thermal conductance between room air and ambient air is higher 
than usual. When the temperature is mild with little wind, the 
value could be lower. Therefore, we have divided the weather 
by two strategies: 1) the average temperature of a whole day 
and 2) temperature-range periods inside one day.  

For the first one, the days in the training set are classified into 
five groups according to their average temperature, as shown in 
Fig. 4(b). The red dotted line is the average temperature of this 
day, 𝑇 , , and belongs to the 4 − 6℃ group. The objective 
function of this strategy is shown in (24), where 𝑁 ,  is the 
number of days in a group with a certain temperature range, and 
𝑒 ,  is the learning error of the 𝑡𝑒𝑚  group.  

𝑓 , = 𝑚𝑖𝑛 𝑒 , (𝑡)

,

 (24) 

The second strategy classifies temperature periods within 
each day, as the green, grey and red dash areas shown in Fig. 4 
(b). A day is divided into several periods according to the 
variations in weather temperature. The periods within the same 
temperature ranges in the training set will be learned together. 
This strategy has the same objective function as (23) with 𝑁 =

5, for the five weather temperature ranges.  
Finally, as shown in Fig. 3, to further classify the training set, 

the three classifying bases are mixed into three more 
classifications: Holiday-Heating, Holiday-Weather, and 
Holiday-Heating-Weather. The hot/cold state of radiators and 
weather periods strategies are utilised. Thus, the value of 𝑁  of 
the three mixed classifications are 2×2, 2×5 and 2×2×5. And 
the objective function is the same as 𝑓 ,  in (23), only 
with different group numbers in a day.  

Then, with the general, clustering and classifying methods, a 
total number of 18 learning results (as shown in No.1-18 in Fig. 
3) of constant features is obtained in the grey box as the constant 
feature set. All learning results will be taken as input for the 
time-varying feature learning in the black box.  
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GRU
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… 
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… 

Output 
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… 

Tε(t) T'r(t)T h(t)

… 
mt

ht

ht

ht-1

e.g. t=2

t

… 

 
Fig. 5. Deep GRU network for time-varying feature learning 

B. Time-Varying Features Learning in Black Box  

A deep GRU network is applied to learn the time-varying 
features (𝑪 in (14)) of dwelling thermal models. The reasons for 
utilising GRU are 1) GRU network is efficient for time-
sequence learning without serious gradient vanishing and 
exploding problems [25]. 2) The learning curve of GRU has 
hysteresis quality [28]. This is suitable for thermal model 
learning because the room temperature follows the alternation 
of radiators and weather conditions. 3) Curves learned by GRU 
tend to be very smooth and room temperature changes usually 
slowly and smoothly.  

The deep GRU network is composed of the input layer, 
several GRU layers, a fully connected layer and an output layer. 
As shown in the upper left part of Fig. 5. The inputs include 1) 
temporal information, such as date, hour, minute, week and 
holiday; 2) expected temperature of the radiator and local 
weather, as 𝑇 (𝑡)  and 𝑇 (𝑡) ,; 3) learning results from grey 
boxes, as 𝑇 (𝑡). 𝑋  and 𝑌  are the inputs and outputs at the 
maximum time step.  

The inputs are sent to the multilevel GRU layer, which 
contains many GRU cells, as illustrated in the left side of Fig. 
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5. 𝑚  is the time-sequence input of a GRU cell, and ℎ  is its 
output, calculated by (25). 𝑧  and 𝑟  are the update gate and 
reset gate of the GRU cell, which are the key procedures in 
GRU cells and can be formulated as (26)-(27). The weight 
vectors of the two gates 𝑾  and 𝑾  are trained based on the 
sigmoid function 𝜎. ℎ  denotes the candidate's hidden state of 
the GRU cells, shown as (28).  

ℎ = (1 − 𝑧 ) × ℎ + 𝑧 × ℎ  (25)

𝑧 = 𝜎 𝑾 ∙ [ℎ , 𝑚 ]  (26)

𝑟 = 𝜎 𝑾 ∙ [ℎ , 𝑚 ]  (27)

ℎ = tanh 𝑾 ∙ [𝑟 × ℎ , 𝑚 ]  (28)

After the learning of the deep GRU network, a new learning 
result of 𝑇 (𝑡) , 𝑇 (𝑡) and 𝑇 (𝑡) will be obtained. Based on 
these new outputs, the time-varying features can be calculated 
by (29). With the value of 𝑪 , the temporal influence on 
temperature alternations can be revealed and makes the results 
of the black box easier to be interpreted based on the physical 
model in (29).   

𝑪(𝑡) =

𝑇 (𝑡)

𝑇 (𝑡)

𝑇 (𝑡)

− (𝑨 + 𝑬)

𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)

− 𝑩
𝑇 (𝑡 − 1)

𝑇 (𝑡 − 1)
− 𝑪  

(29) 

V. CASE STUDY  

The proposed 2-stage dark-grey box is demonstrated based 
on the real data collected from a university office. Similar to the 
hardware layout diagram in Section III, as presented in Fig. 6, 
the sensors are deployed at the outside window, heating radiator, 
room inside and walls connected to other rooms. The CC2530 
board is utilised as the communication module between end-
side sensors and the EC node.  DHT11 is applied in this case as 
the temperature sensor. Temperature data are collected from 
20/11/2021 to 29/01/2022, including 70 days. The measured 
curves are presented in Fig. 7 with the real weather data [29].    

As shown in Fig. 7, the room air temperature keeps changing 
following the change of heating state and weather conditions. 
Besides, this period contains the Christmas holiday. This 
provides various scenarios for the dark-grey box of the dwelling 
thermal model, including different heating states, weather 
conditions and human behaviours. The high-power periods in 
Fig. 4 (a) are the periods that have average temperatures over 
35 ℃, and the rest of the time is low-power periods. The 
temperature climbing and decreasing periods are set as the 4-
hour periods between the high and low power periods. This is 
because normally the temperature of room air is stable after 4 
hours from the alternation of the heating state.  

Firstly, the data collected in 50 days is taken as the training 
set, with the data collected in the other 20 days as the testing set. 
The training set is randomly selected and repeated 10 times. The 
learning accuracy error of the developed dark-grey box is 
shown in Table I, where MAE, MSE and MAPE refer to Mean 
Absolute Error, Mean Squared Error and Mean Absolute 
Percentage Error. The optimisation method utilised in constant 

features is PSO and the optimisation for each training set is 
repeated 10 times. The errors in Table I are the average values 
of the simulation result from each method in Fig. 3.  

W
alls 

EC nodeRoom airRadiator Ambient air

 
Fig. 6. Hardware distribution of the demonstrated case 

As shown in Table I, shallow green, yellow and red grids are 
the most, second and third accurate results in each condition, 
respectively. The method numbers can be found in Fig. 3. The 
classifying methods perform better than others in both the 
training set and testing set, especially the mixed classification 
strategies. In the testing set, the classification based on human 
behaviours and weather conditions is the most accurate strategy, 
with 93.2% accuracy and 1.43 ℃ absolute error. The result of 
the deep GRU network is even better. With the constant 
learning results, the GRU method can increase the accuracy to 
94.2% with 1.15 ℃ absolute error. The MAPE is decreased by 
14.7% compared with the best constant feature learning results. 
In this condition, the error is decreased to nearly 1 ℃, which 
makes the temperature scheduled by heating controllers based 
on this dark-grey box more comfortable to the occupants.  

The learning results of two days in the testing set are in Fig. 
8. This two-day period contains temperature climbing and 
decreasing conditions and has a certain time length of high-
power and low-power periods. As shown in Fig. 8, the GRU 
method is more capable of capturing the temperature increases 
during middays and afternoons. This means time-varying 
features have a comparatively large value at noon. And 
sometimes, time-varying features have negative values at night.   

Besides the GRU method, the most accurate methods are the 
classifying method, especially the one classified by weather and 
human behaviour, denoted as the 17th method in Fig. 3. This can 
be observed from the third accurate result in Table I, where the 
17th method produces better results among non-GRU methods. 
The well-learned constant feature of this method is presented in 
Table II. Since the thermal conductance of walls is usually 
much higher than air, 𝑐 𝑚  is comparatively huge. The result 

of (
̇

+ 𝑇  ) shows that the other rooms’ impact on the 

testing room is small. In addition, the value of 𝐾  is small, 
which means the measured weather temperature is very close to 
the data given by the weather station. These well-learned 
thermal features produce valuable information to customers. 
This also indicates the advantages of grey boxes over black 
ones: accurate and easy to interpret. 
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It is worth mentioning that the accuracy of the deep GRU 
network highly relies on the data size of the training set. The 
learning results in Table III present the performances of all the 
methods with different train sizes. The shallow green, yellow 
and red grids are the most, second and third accurate results in 
each condition, respectively. When the data size is huge and 
more than one month’s data can be learned, the GRU and 
classifying methods are the better choices. The accuracy of 
GRU is always higher than 93%.  

20/11/2021 29/01/202225/12/2021

Test days in fig. 8

Christmas holidays

 
Fig. 7. Measured temperatures and real weather data of Bath, UK, from 

20/11/2021 to 29/01/2022 

 
Fig. 8. Learning results, measured temperatures and real weather data of Bath, 

UK, on 12/01/2021 and 13/01/2022  

A. Dark-grey box with limited data size 

In real operation, the train data size could be really small, 
maybe even less than two weeks. In this condition, the data-
size-dependent methods perform worse, with an error rate 
increase to 12.3% when only 10 days can be trained. However, 
the classifying method based on human behaviours and heating 
states still maintains a high accuracy of around 92% when the 
training size is 30 or 20 days. Besides, the clustering methods 
could be more accurate in this condition, especially the Jaccard-
weighted method which becomes the second-best method when 
the training set is less than 30 days.  

TABLE I 
LEARNING RESULTS OF ALL METHODS WITH 50 DAYS AS THE TRAINING SET 

Method 
number 

Training set Testing set 
MAE (℃) MSE MAPE (%) MAE (℃) MSE MAPE (%) 

1 1.67 4.70 8.93 1.75 4.91 8.18 

2 1.54 3.95 8.09 1.95 6.11 9.02 
3 3.29 14.8 15.5 4.29 22.5 20.2 
4 9.21 94.2 44.4 9.79 99.8 47.0 
5 1.43 3.59 7.51 1.64 4.65 7.58 
6 1.38 3.57 7.27 1.67 4.76 7.86 
7 1.35 3.56 7.21 1.68 4.89 7.86 
8 1.47 3.83 7.79 1.60 4.60 7.39 
9 1.42 3.71 7.58 1.69 4.91 7.78 

10 1.39 3.53 7.34 1.60 4.19 7.48 
11 1.45 3.52 7.60 1.87 6.03 8.75 
12 1.49 3.71 7.83 1.81 5.70 8.41 
13 1.31 3.29 6.91 1.66 4.79 7.75 
14 1.39 3.34 7.15 1.92 6.19 8.92 
15 1.25 2.69 6.54 1.44 3.23 6.93 
16 1.08 2.11 5.63 1.44 3.54 6.92 
17 1.13 2.24 5.84 1.43 3.35 6.81 
18 1.07 2.17 5.51 1.67 4.34 8.22 
19    1.15 2.36 5.82 

TABLE II 
WELL-LEARNED CONSTANT THERMAL FEATURES  

Thermal capacity 𝑐 𝜌 𝑉  𝑐 𝑚  𝑐 𝜌 𝑉  

Learned value 30.39 9.4*105 0.62 

Thermal conductance 𝐾  𝐾  𝐾  𝐾  𝐾  

Learned value 0.031 0.25 6.4*10-3 8.1 0.093 

Constant part in 𝑪 
�̇�

𝑐 𝜌 𝑉
 

�̇�

𝑐 𝑚
+

𝐾

𝑐 𝑚
𝑇  

�̇�

𝑐 𝜌 𝑉
 

Learned value 0.022 9.21*10-5 0.064 

TABLE III 
LEARNING MAPE (%) OF ALL METHODS WITH DIFFERENT TRAINING SET SIZE 

Method 
number 

60 days 50 days 40 days 30 days 20 days 10 days 

1 8.19 8.18 9.79 9.84 10.3 9.78 
2 8.47 9.02 10.0 10.1 7.74 9.49 
3       
4       
5 7.53 7.58 13.2 10.1 7.89 10.0 
6 7.62 7.86 11.8 10.6 10.6 18.5 
7 7.29 7.86 11.5 10.0 9.56 16.1 
8 7.15 7.39 11.1 9.76 8.25 10.1 
9 7.97 7.78 11.3 10.2 8.24 9.32 
10 7.14 7.48 9.62 9.48 8.01 9.28 
11 9.09 8.75 12.3 11.9 9.87 9.54 
12 8.24 8.41 10.3 12.4 9.61 9.41 
13 7.03 7.75 12.3 10.9 9.64 13.4 
14 8.81 8.92 11.2 10.4 8.13 10.1 
15 7.11 6.93 9.91 8.03 8.71 9.50 
16 7.45 6.92 7.88 7.76 7.34 9.22 
17 6.73 6.81 9.26 10.7 9.46 11.4 
18 6.59 8.22 7.78 8.34 8.76 16.8 
19 5.68 5.82 6.92 8.42 10.1 12.3 

 
In addition, as shown in Table III, the gap between the 

accuracy of 60 days and 50 days is comparatively small. This 
gap will be much less with the growth of data size. This is 
because when the data is far from now, the weather and 
dwelling condition has already changed, which makes it less 
meaningful to the current thermal model.  

The case study justifies that the dark-grey box with well-
learned time-varying features can accurately learn the thermal 
model of dwellings with a comparatively large dataset. 
Specifically, the MAPE of the dark-grey box is decreased by 
14.7% compared with the best results of grey boxes. When the 
size of the dataset is small, the clustering and classifying 
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methods developed in this paper have better performance. This 
could provide valuable information in real operations to avoid 
data dependency on machine learning.  

B. Dark-grey box with limited sensors  

Since temperature measurements could be incomplete in 
practice, the developed dark-grey box is tested with different 
measurements, as presented in Table IV. The two state variables, 
the temperature of walls and ambient air are assumed to be 
unavailable separately and both, as Without 𝑇 , Without 𝑇 , 
Without 𝑇  and 𝑇 , in Table IV (taking 50 days as the training 
set). In this condition, the dimension of the state matrix in (11) 
will be decreased. The results show that without 𝑇  or 𝑇 , the 
accuracy of the dark-grey box is decreased, and 𝑇  could be 
more influential to the dark-grey box. The temperatures of the 
weather and radiator are core inputs for thermal models. Thus, 
if these measurements are unavailable, the thermal model is 
altered to a total black box. As shown in Table IV, assuming 
only 𝑇  is accessible, the black box has significant inaccuracy 
compared to the dark-grey box.  

TABLE IV 
RESULT COMPARISON OF THE DARK-GREY BOX WITH DIFFERENT 

MEASUREMENTS  

Measurements All Without 𝑇  Without 𝑇  Without 𝑇  and 𝑇  Only 𝑇  

MAPE (%) 5.68 6.43 6.71 7.15 8.16 

C. Comparison with non-machine-learning methods 

In this paper, all the methods are based on machine learning, 
because, i) there are many unknown parameters in the thermal 
model, ii) the time sequence of the training set is long, and iii) 
machine-learning methods can provide an effective solution for 
a problem like this and have been utilised in many studies [8, 
22-24]. Although, as a comparison, a nonlinear regression 
method based on least square fitting is demonstrated. The result 
of this method shows that, with appropriate initial values, 
MAPE values of the testing and training set are around 9% and 
12%, respectively (taking 50 days as the training set). This is 
much higher than the machine learning methods utilised in the 
dark-grey box. Besides, sometimes, the method cannot 
converge with different initial values. Comparatively, in the 
developed dark-grey box, the initial values can be randomly 
selected, and the method always converges, which brings 
significant advantages in real operations.  

VI. OUTLOOK 

The IoT platform and the dark-grey box in this work are 
mainly developed to provide an accurate thermal model based 
on machine learning methods. This thermal model can be 
utilised in many scenarios in real operations:   
 Smart homes: The smart control of heating systems is core 

for smart homes. To intelligently maintain the interior 
temperature within a comfortable range, an accurate thermal 
model to infer the change of temperature is necessary.  

 Energy management systems: Based on an accurate thermal 
model, the change of interior temperature caused by 
operations of EMS can be rationally estimated. Thus, the 

optimisation of energy management can be more effective.  
 Decarbonisation: Residential energy systems play an 

important role in decarbonisation. With an accurate thermal 
model, the energy consumed by heating systems can be 
scheduled to follow clean energy resources.   

Temperature is the only physical information for this 
developed platform. With more sensors, air humidity, human 
motions, electricity and water consumption, etc., can all be 
monitored. Besides, household appliances, energy storage 
systems and residential renewable energy systems can be 
centrally controlled by this platform via suitable 
communication methods, such as ZigBee. In this way, more 
intelligent functions can be realised with this platform. 
Therefore, the future investigation of this platform and dark-
grey box could mainly focus on practical applications to enable 
more smart operations of energy systems.  

VII. CONCLUSION  

This paper develops a dark-grey box to learn dwelling 
thermal models based on edge computing. A ZigBee-based 
edge computing platform is utilised as the hardware platform. 
This platform is easy to operate and can be used for long-term 
time. A thermal model with time-varying features is developed. 
A method pool, including general, clustering, classifying and 
machine learning methods, is applied to the dark grey box to 
learn features of dwelling thermal models. The case study 
illustrates the dark-grey box with well-learned time-varying 
features can accurately learn the thermal model of dwellings. 
Specifically, the MAPE of the dark-grey box decreases 
significantly compared with the best results of grey boxes. 
When the dataset size is small, the developed clustering and 
classifying methods have even better performance. This work 
provides a more accurate thermal modelling approach and can 
produce insights in real operations to avoid data dependency on 
machine learning. Without better modelling, the work can 
enable more efficient energy use and management, thus helping 
reduce energy costs for heating.  
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