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ABSTRACT
In this paper, an improved parametric audio coder is pre-
sented. This coder addresses an important issue in audio
coding, namely handling of transients. We propose a ded-
icated coder for transients based on amplitude modulated
sinusoids. This coder is then combined with a constant-
amplitude sinusoidal coder, and by rate-distortion optimiza-
tion we choose which of the two is used for each segment.
We show by rate-distortion curves and listening tests that
the proposed coder offers significant improvements as com-
pared to the constant-amplitude coder.

1. INTRODUCTION

One of the major challenges in audio coding is efficient
handling of non-stationarities. The underlying signal mod-
els or transform bases are typically chosen such that a high
coding efficiency is achieved for stationary signal parts, and,
as a consequence, coding of non-stationary parts becomes
highly inefficient. Typical solutions to these problems are
e.g. adaptive segmentation using window-switching [1] or
rate-distortion (R-D) optimal segmentation [2, 3]. In para-
metric audio modeling and coding, amplitude modulated
(AM) sinusoidal models are of interest for capturing the
features of transient sounds in an efficient way, e.g. for
recordings of castanets. Damped sinusoids have received
some attention for this purpose in the context of audio mod-
eling [4, 5, 6]. Examples of AM in audio coding are [7]
and [8], which are singlebanded in their definition, detec-
tion and encoding of transients, meaning that the envelope
is the same for all components. In [9] it was demonstrated
that significant improvements are gained by allowing differ-
ent sinusoidal components to have different amplitude mod-
ulating signals. Since this study focused only on the mod-
eling of audio signals, the question remains whether fre-
quency dependent modulation methods are also efficient in
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Fig. 1. Examples of windowed gamma envelopes.

terms of bit-rate. This issue is addressed in this paper where
we present an amplitude modulated sinusoidal audio coder,
which is efficient in terms of rate-distortion, meaning that
at a given rate, it achieves a lower distortion compared to a
conventional sinusoidal coder. The rest of the paper is or-
ganized as follows: In Section 2 the proposed signal model
is presented followed by, in Section 3, the rate-distortion
optimization used for coder switching. Sections 4 and 5
deal with the estimation and quantization of sinusoidal pa-
rameters, respectively. Experimental results are presented
in Section 6 and in Section 7 we discuss the relation to ex-
isting work. Finally, Section 8 concludes on our work.

2. SIGNAL MODEL

In this paper, we use the following amplitude modulated si-
nusoidal signal model forn = 0, . . . , N − 1:

x̂(n) =

L
∑

l=1

γl(n)Al cos(ωln+ φl), (1)

whereAl, ωl, andφl are the amplitude, frequency and phase
of the l’th sinusoids, respectively.γl(n) is the amplitude



modulating signal or envelope forγl(n) ≥ 0. Here we use a
particular model for the envelopes called gamma envelopes:

γl(n) = u(n− nl) (n− nl)
αl e−βl(n−nl). (2)

Each envelope is characterized by an onsetnl ∈ Z, an at-
tack parameterαl ∈ N, and a decay parameterβl ∈ R

+.
Moreover,u(n) is the unit step-function. We note that for
αl = 0, βl = 0 andnl = 0, the model reduces to the con-
ventional constant-amplitude (CA) model, i.e.γl(n) = Al.
In practice an analysis/synthesis window is also used on top
of the gamma envelopes. Examples of windowed gamma
envelopes are shown in Figure 1. Compared to the damped
sinusoids of [4, 5, 6], this model has the additional flexi-
bility of the attack parameter, and for the special case of
αl = 0 andβl 6= 0, the model reduces to damped sinusoids.
In order to efficiently code both stationary segments as well
as transients, we propose a coder that consists of two se-
parate subcoders: the AM coder and the CA coder. These
are based on the AM and the CA models, respectively. The
combination of the two is termed AM/CA coder. We then
switch between the two subcoders on a segment-to-segment
basis using rate-distortion optimization.

3. RATE-DISTORTION OPTIMIZATION

The problem of rate-distortion optimization under rate con-
straint, i.e., finding the optimum distribution ofR⋆ bits over
S segments, can be written as the following unconstrained
problem withλ ≥ 0 being the Lagrange multiplier

S
∑

s=1

min
τ∈Ts

[D(τ) + λR(τ)] . (3)

Ts is a finite, discrete set of coding templates, i.e. ways of
encoding, for segments. R(τ) andD(τ) are the rate and
distortion associated with coding templateτ . For further
details and proofs we refer to [10, 2]. Equation (3) follows
from the assumption that the (non-negative) distortions and
rates are independent and additive over the segmentss. As
a result, the cost function can be minimized independently
for each segment, for a givenλ. Here we use the coding
templatesTs = {ψ1, . . . , ψLψ , χ1, . . . , χLχ} with ψk being
k constant-amplitude sinusoids andχk beingk amplitude
modulated sinusoids for segments. Note that the AM cod-
ing templates may also include CA components, but the CA
coding templates contain only CA components. When the
optimalλ that leads to the target bit-rateR⋆, denotedλ⋆,
has been found, the rate-distortion optimization simply be-
comes a matter of choosing the optimum coding template
as

τ⋆
s = argmin

τ∈Ts

[D(τ) + λ⋆R(τ)] . (4)
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Fig. 2. AM/CA encoder.

The optimalλ is found by maximizing the concave La-
grange dual function:

λ⋆ = argmax
λ

S
∑

s=1

[

min
τ∈Ts

D(τ) + λR(τ)

]

− λR⋆. (5)

This can be done by sweeping overλ using simple bi-section
until the rateR(λ) is within some range of the target bit-
rate. It should be noted that for a discrete problem such as
ours, we cannot guarantee that a solution exists that leads
exactly toR⋆, and, as a consequence, the found solution
may be suboptimal, but for a dense set of coding templates
the gap will be small. The AM coding templateχk is cho-
sen when it is the rate-distortion optimal choice amongTs

for a particular segment, i.e.,

min
k
D(χk) + λ⋆R(χk) < min

k
D(ψk) + λ⋆R(ψk). (6)

This principle is illustrated in Figure 2. Each segment is
analyzed using both subcoders, and the resulting rate and
distortion pairs are reported back to the rate-distortion con-
trol mechanism. For this procedure to work in the context
of audio coding, the distortion measure must reflect the sen-
sitivity of human auditory system. For this purpose we use
the perceptual distortion measure proposed in [11].

4. SINUSOIDAL ESTIMATION

The parameters for each sinusoid can be found from finite,
discrete sets using psychoacoustic matching pursuit (PMP)
[12], which can be implemented using FFTs also for the AM
case. This would guarantee convergence in the distortion as
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Fig. 3. The iterative AM estimation procedure. Sinusoids
are found one at the time and subtracted from the input.

a function of the number of components. It would, however,
be very expensive with respect to computational complex-
ity. Instead, we here employ a simpler estimation proce-
dure by noting that the number of different combinations
of parameters will be dominated by the number of different
frequencies and onset points. Thus, we break the estimation
process into three steps: frequency estimation, onset estima-
tion, and, finally, estimation of the envelope parameters and
the corresponding phase and amplitude. A block diagram
of the estimation procedure is shown in Figure 3. Both the
encoder and the decoder use von Hann windows of length
35 ms, and the signal is reconstructed in the decoder using
overlap-add with50% overlap.

The objective of the estimation procedure is to find pa-
rameters such that the following perceptual distortion mea-
sure is minimized [11]:

D =

∫ π

−π

A(ω)|F [w(n)e(n)] |2dω, (7)

whereF [·] denotes the Fourier transform,A(ω) is a real,
positive perceptual weighting function,w(n) is the analysis
window, ande(n) = x(n)− x̂(n) is the modeling error with
x(n) being the observed signal. In order to shape the error
spectrum like the masking treshold, the weighting function
A(ω) is set to the reciprocal of the masking threshold. Here,
we derive the masking threshold from [11]. Although this
measure is inherently only strictly valid for stationary sig-
nals, it does not ignore temporal aspects completely as it is
based on waveform matching. As a consequence, tempo-
ral errors, such as pre-echos, will not go unpunished by the
measure. The measure has been found to comprise a rea-
sonable tradeoff between complexity and correlation with
perceived quality for coding purposes.

For the frequency estimation we use a fast method some-
what reminiscent to the weighted matching pursuit [13].

The algorithm operates on the residual, which at iteration
i+ 1 is formed as

ri+1(n) = ri(n) − w(n)γi(n)Ai cos(ωin+ φi) (8)

with r1(n) = w(n)x(n). LetPi(ω) = R∗
i (ω)Ri(ω) be the

power spectrum of the residual at iterationi, i.e. Ri(ω) =
F [ri(n)]. We then estimate the frequency as

ωi = argmax
ω

A(ω)Pi(ω)

s.t.
∂Pi(ω)

∂ω
= 0 and

∂2Pi(ω)

∂ω2
< 0

(9)

This estimation criterion can be seen as an asymptotic PMP
criterion withN → ∞ for the CA case. The constraints
ensure that the frequency will be a peak in the spectrum.
This is a reasonable restriction as the amplitude modulating
signals all have low-pass characteristics.

A coarse estimate of the integer onsetni is found in
order to limit the search space using the following simple
method: Given a model where a sinusoidal component of
frequencyωi is modulated by a unit step-functionu(n−ni),
the modeling error can be written as

ri(n) − w(n)u(n− n0)Ai cos(ωin+ φi). (10)

Using analytic signals, this error is minimized in a least-
squares sense by maximizing the inner product (with proper
normalization) between the modulated sinusoid and the re-
sidual. Definingp(n) = ri(n)w(n) exp(−jωin) for n =
0, . . . , N−1, which is calculated only once, the inner prod-
uct can be written as

Ψ(n0) =
1

N − n0

∣

∣

∣

∣

∣

N−1
∑

n=n0

p(n)

∣

∣

∣

∣

∣

2

, (11)

i.e., only the summation limit change overn0. We then find
the onset as the maximizer of this, i.e.

ni = argmax
n0

Ψ(n0). (12)

Given the frequency and the coarse onset, the combina-
tion of envelope parameters (including a refined onset esti-
mate) is found as the minimizer of the distortion measure
(7). This corresponds to performing a PMP on the subset of
the dictionary. Assuming that all the dicitionary elements
have been scaled for a particular segment such that

∫ π

−π

A(ω)Γ∗
k(ω − ωi)Γk(ω − ωi)dω = 1 ∀k, (13)

with Γk(ω) = F [w(n)γk(n)] being the Fourier transform
of a windowed envelopek in the dictionary, the envelope is
then chosen as

Γi(ω) = argmax
Γk(ω)

∣

∣

∣

∣

∫ π

−π

A(ω)Γ∗
k(ω − ωi)Ri(ω)dω

∣

∣

∣

∣

. (14)



From this inner product, the phase and amplitude of thei’th
sinusoid can also be found as the modulus and the argument,
i.e.

Ai exp(jφi) = 2

∫ π

−π

A(ω)Γ∗
i (ω − ωi)Ri(ω)dω. (15)

It is straightforward to extend (14) and (15) to the real case.
In practice the spectra are discrete and the integration is per-
formed as a summation over point-wise multiplications. As
most of the spectral energy ofΓi(ω−ωi) is concentrated in
a small region aroundωi, the integration range can also be
reduced without much loss of accuracy.

5. PARAMETER QUANTIZATION

The phases of the sinusoidal components are quantized uni-
formly using 5 bits, while amplitudes and frequencies are
quantized in the logarithmic domain using the following
quantizer (withθ denoting the parameter to be quantized
andθ̂ denoting the quantized parameter)

θ̂ = exp

(⌊

log(θ)

log(1 + ∆)
+ 0.5

⌋

log(1 + ∆)

)

. (16)

With a step-size∆ of 0.161 for the amplitudes and 0.003
for the frequencies, the quantizers were found to produce
transparent results compared to the original parameters. For
the gamma envelopes we have found 8-10 bits/component
to produce good results with most of the bits being spent
on the onset grid. In the following tests, an envelope dic-
tionary size of 8 bits were used withαl ∈ {4, 3}, βl ∈
{0.01, 0.005} and an onsetnl step-size of approximately
0.5 ms. Estimated entropies of the quantized parameter sets
were used for the rates in the R-D optimization and as a
measure of rate in the experiments to follow. For CA this
was estimated as approximately 16 bits/component (assum-
ing differential encoding [14]) and 24 bits/sinusoid for AM.
Additionally, a 1 bit AM switch is used per component for
the AM coding templates. This allows efficient coding of
CA components. As the perceptual distortion measure (7)
may be overly sensitive to frequency quantization, we use
the original parameters in determining the distortions.

6. EXPERIMENTAL RESULTS

In Figure 4 the rate-distortion curves for a representative
transient signal, Glockenspiel, are shown for the CA coder
(solid) and the AM/CA coder (dashed). It can be seen that
there is a clear improvement in terms of reduction of distor-
tion at the same rate. Also, the proposed coder saturates at
lower distortions than the CA subcoder. Informal listening
tests reveal that pre-echos are clearly reduced and that the
transients are better modeled. The types of signals that ben-
efit from the AM coder are signals that exhibit fast onsets,
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Fig. 4. The rate-distortion curves of the CA coder (solid)
and that of AM/CA coder (dashed) for the excerpt Glocken-
spiel.

impulse-like signals, transitions between different types of
signals, and percussive instruments. Any mixture of these
types of signals with stationary ones may also benefit from
it. A formal listening test has also been performed in the
form of a blind AB preference test with reference. The test
was performed on speakers in a listening room. Seven dif-
ferent excerpts sampled at 48 kHz were use, and each exper-
iment was repeated 8 times in a randomized, balanced way.
Eight experienced listeners were asked to choose between
the AM/CA coder and the CA coder at a bit-rate of approx-
imately 30 kbps. In Table 1, the results are shown. A one-
sided test based on a binomial distribution with a level of
significance of 0.05 was used for determining significance.
The listening test shows that performance is improved sig-
nificantly using the proposed method.

7. DISCUSSION

In audio coding, transient detectors have been used for swit-
ching between different window lengths and shapes [1]. The
problem with this approach is that these detectors may not
reflect the human auditory system well and there may be
a mismatch between the classification of transients and the
encoding techniques. Based on R-D optimization we gain
robustness against such problems, as the transient coder is
only used when it is the optimum choice. An alternative, or
complement, to AM is R-D optimal time-segmentation [2],
which has received attention in the context of parametric
audio coding, see e.g. [3]. While the problem of time-seg-
mentation can be solved optimally, it still has some draw-
backs. The overlap between adjacent segments is typically
fixed to half the minimum segment size. Such small over-



Results of Listening Test

Preference [%]
Excerpt AM/CA CA Significant
Abba 64 36 Yes

Glockenspiel 90 10 Yes
Castanets 98 2 Yes

Harpsichord 76 24 Yes
Bass Guitar 78 22 Yes
Lemon Tree 56 44 No

English Female 78 22 Yes
Total 77 23 Yes

Table 1. Results of AB-preference test at 30 kbps.

laps may increase sensitivity to quantization errors. Also,
the complexity and delay of the R-D optimal time-segmen-
tation may be prohibitive for some application. Compared
to the singlebanded AM of e.g. [8], the proposed model has
the advantage that different envelopes are allowed for differ-
ent sinusoids, which is a particular advantage for mixtures
of sources (see e.g. [9]).

8. CONCLUSION

In this paper, we have presented a new parametric audio
coder. This coder consists of two complementary subcoders,
namely a constant-amplitude sinusoidal coder and the pro-
posed amplitude modulated coder. The latter uses a model
where each sinusoidal component is modulated by a sig-
nal known as a gamma envelope, which is characterized by
an onset, an attack parameter and a decay parameter. We
then switch between the subcoders using rate-distortion op-
timization and a perceptual distortion measure. From listen-
ing tests and rate-distortion curves we conclude that the pro-
posed method improves significantly on a sinusoidal coder
at the same bit-rate.
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