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Abstract: When the same data sequence is
transmitted over two independent channels, the over-
all mutual information represents a combination of
the mutual information of the two channels — this
concept is denoted as information combining. In this
paper we present an upper and a lower bound on
information combining and prove that these bounds
cannot be further improved. Furthermore, we show
how the concept and the bounds on information com-
bining can be employed to link extrinsic information
transfer (EXIT) charts and the information process-
ing characteristic (IPC) of concatenated codes.

Keywords: Mutual information, information com-
bining, parallel concatenated codes, extrinsic infor-
mation transfer (EXIT) chart, information process-
ing characteristic (IPC).

1. Introduction

Extrinsic information transfer (EXIT) charts [1]
and information processing characteristics (IPC) [2]
have been proposed as tools for analysis and design
of parallel concatenated codes (called turbo codes1
[3]). Although both methods are based on average
symbol-by-symbol mutual information, they address
very different aspects.

EXIT charts describe the iterative decoding pro-
cess of turbo codes by means of the transfer char-
acteristic of the constituent decoders. For each con-
stituent decoder, the transfer characteristic is defined
as the function mapping the a-priori information to
the extrinsic information, where the capacity C of
the underlying channel is regarded as a parameter.
As opposed to this, the information processing char-
acteristic (IPC) [2] describes a property of the over-
all encoding/decoding scheme. The IPC is defined
as the function mapping the capacity C of the un-
derlying channel to the overall post-decoding mutual
information between encoder input and symbol-by-
symbol decoder output.

The overall information is obviously a combina-
tion of a-priori information and extrinsic informa-
tion. This motivates to introduce the concept of in-
formation combining to link EXIT charts and IPCs.
For doing so, we will first abstract the given system
to get a simple, but sufficient model for analysis.

1Linear binary constituent codes are assumed throughout
this paper.

Since for long interleavers, a-priori information
and extrinsic information can be assumed to be in-
dependent, they can be interpreted as the mutual in-
formation of two independent virtual channels, hav-
ing the same input sequence. As these two channels
are models for the end-to-end channel of fully inter-
leaved transmission with linear binary constituent
codes over symmetric physical channels, they can
be assumed to be binary-input symmetric discrete
memoryless channels (BISDMC). Examples for such
channels are the binary symmetric channel (BSC),
the binary erasure channel (BEC), and the binary-
input additive white Gaussian noise channel.

Accordingly, we can use the following model:
Consider the transmission of the same data sequence
of independent and uniformly distributed binary
symbols over two independent BISDMCs X → Y1

and X → Y2, denoted as constituent channels (CCh1
and CCh2). The overall channel, X → [Y1, Y2],
is formed by the parallel concatenation of the con-
stituent channels and thus denoted as parallel con-
catenated channel2 (PCCh). It is easily seen that
the PCCh is also a BISDMC.

Then the problem can be stated as follows: Given
the mutual information (MI) of the two constituent
channels, I1 := I(X;Y1) and I2 := I(X;Y2), what is
the MI of the PCCh, I := I(X;Y1Y2). This “com-
bining” of information I1 and I2 to the overall infor-
mation I will be denoted as information combining3.

In this paper, a tight upper and a tight lower
bound on information combining will be stated and
proven. Furthermore, it will be shown that the lower
bound is achieved if the two constituent channels are
BSCs, and that the upper bound is achieved if the
two constituent channels are BECs. Since we can
give examples achieving these bounds, they represent
the fundamental limits of information combining.

This paper is structured as follows: In Section 2,
some definitions for the single constituent channels
will be given. In Section 3, the parallel concatenated
channel is addressed, and fundamental bounds on in-
formation combining will be stated and proven. Fi-
nally, some applications will be outlined in Section 4.

2The term “parallel concatenated channel” follows the
term “parallel concatenated code”.

3Even though the mutual information of a BISDMC for
uniformly distributed input is equal to its capacity, we em-
ployed the term “mutual information” to emphasize that our
focus is on “information” processing.



2. Constituent Channels

In this section, the constituent channels will be
considered separately. Since both constituent chan-
nels are BISDMCs and thus have the same prop-
erties, we will label the variables with the generic
subindex i, where i = 1 corresponds to CCh1 and
i = 2 corresponds to CCh2.

Let X → Yi denote a BISDMC with X ∈ X :=
{−1,+1} and Yi ∈ Yi ⊂ R, where X and Y denote
the input and the output alphabet of the channel,
respectively. The transition probabilities are given
by pYi|X(y|x), denoting the probability density func-
tion for continuous output alphabets and denoting
the probability mass function for discrete output al-
phabets. Since the channel is symmetric, we can
assume

pYi|X(y|x) = pYi|X(−y| − x)

for all x ∈ X and y ∈ Yi without loss of generality.
The MI of a constituent channel is defined as

Ii := I(X;Yi), (1)

as already stated above.
Let define the random variable Ji ∈ Ji := {y ∈

Yi : y ≥ 0} as the magnitude of Yi:

Ji := |Yi|.

Using Ji, the elements of the output alphabet Yi can
be grouped into pairs

Yi(j) :=

{
{+j,−j} for j ∈ Ji\{0},
{0, 0} for j = 0.

(The extra treating of the case j = 0 will be ex-
plained below.) With these definitions, Ji indicates
which output set Yi(j) the output symbol Yi belongs
to.

The random variable Ji separates the symmet-
ric channel X → Yi into strongly symmetric sub-
channels X → Yi|Ji = j. These sub-channels are
binary symmetric channels and occur with probabil-
ity

qi(j) := pJi(j),

j ∈ Ji. Their conditional crossover probabilities εi(j)
are defined as

εi(j) :=

{
pYi|X,Ji

(−j|+ 1, j) for j ∈ Ji\{0},
1
2 for j = 0.

Let h(x) := −x ldx− (1− x) ld (1− x), x ∈ [0, 1],
denote the binary entropy function, and let h−1(y),
y ∈ [0, 1], denote its inverse for x ∈ [0, 1

2 ]. Then, the
MI of sub-channel j is given as

Ii(j) := I(X;Y |Ji = j) = 1− h(εi(j)). (2)

As mentioned above, j = 0 was treated as a spe-
cial case in the definitions. The actual sub-channel,

a BEC with erasure probability 1, was transformed
into a BSC with crossover probability 1

2 . This trans-
formation does not change the MI (Ii(0) = 0), but
will simplify the following derivations, since thus all
sub-channels are BSCs without exceptions.

Using the above definitions, the MI of a con-
stituent channel can be written as the expected value
of the MI of its sub-channels:

Ii = E
j∈Ji

{Ii(j)}. (3)

The separation of the constituent channels into
binary symmetric sub-channels will be exploited in
the following section.

3. Parallel Concatenated Channel

Consider now the parallel concatenated channel
(PCCh) X → [Y1Y2] composed of the two constituent
channels X → Y1 (CCh1) and X → Y2 (CCh2),
which are assumed to be BISDMCs. It can easily
be seen that the PCCh is also a BISDMC.

In the following, it will be investigated how the
MI of the PCCh,

I := I(X;Y1Y2), (4)

is related to the MI I1 = I(X;Y1) and I2 = I(X;Y2)
of CCh1 and CCh2, respectively. First, I can be
written as

I = I(X;Y1Y2)
= I(X;Y1) + I(X;Y2)− I(Y1;Y2)
= I1 + I2 − I(Y1;Y2). (5)

Since I ≤ I1 + I2, the value of I(Y1;Y2) can be re-
garded as the information defect4 with respect to the
combination of information I1 and I2.

Let consider two simple examples [2]. (These two
cases will prove to be the fundamental limits of infor-
mation combining.) If the two constituent channels
are BECs, then

I(Y1;Y2) = I1 · I2.

If the two constituent channels are BSCs, then

I(Y1;Y2) = 1− h
(
[1− ε1]ε2 + ε1[1− ε2]

)
,

where ε1 = h−1(1 − I1) and ε2 = h−1(1 − I2) are
the crossover probabilities of CCh1 and CCh2, re-
spectively. In both cases, the information defect is
expressed solely by the MI of the constituent chan-
nels.

For the following discussion, it will be useful to
introduce a function for the latter case.

4The term “information defect” follows the term “mass de-
fect” used in nuclear physics.



Definition 1 (Information defect function)
The information defect function (IDF) f(x1, x2) is
defined as

f(x1, x2) := 1− h
(
[1− h−1(1− x1)] · h−1(1− x2)

+ h−1(1− x1) · [1− h−1(1− x2)]
)

for x1, x2 ∈ [0, 1].

Thus, for the second example (two BSCs) the infor-
mation defect can be written as I(Y1;Y2) = f(I1, I2).

Using this function, the main theorem of this pa-
per can be stated in a compact form.

Theorem 1 (Bounds on inform. combining)
Given the MI I1 = I(X;Y1) and I2 = I(X;Y2) of the
constituent channels, the MI of the parallel concate-
nated channel, I = I(X;Y1, Y2), is bounded as

I1 + I2 − f(I1, I2)︸ ︷︷ ︸
two BSCs

≤ I ≤ I1 + I2 − I1 · I2︸ ︷︷ ︸
two BECs

.

Note that the lower bound corresponds to the
case that both constituent channels are BSCs, and
the upper bound corresponds to the case that both
constituent channels are BECs. Thus, for both the
upper and the lower bound, we have an example ac-
tually achieving this bound. Consequently, these two
bounds cannot be further improved, and they repre-
sent the fundamental limits of information combin-
ing.

In Figure 1, the bounds for I are plotted versus I1

with several values for I2. Note that the two bounds
are very close to each other. Thus, the MI of the
constituent channels dominate the value of the com-
bined information, rather than the actual structures
of the constituent channels.

The above theorem will be proven in three steps.
Firstly, the information defect for the general case
will be written as an expected value which includes
only the IDF. Secondly, two properties of the IDF
will stated. Finally, these properties will be used
to give upper and lower bounds for the information
defect and thus of the MI of the PCCh.

Taking the sub-channel indicators J1 and J2 into
account, the information defect can be written as

I(Y1;Y2) = I(Y1;Y2|J1, J2)
= E

j1∈J1
j2∈J2

{I(Y1;Y2|J1 = j1, J2 = j2)}

= E
j1∈J1

{
E

j2∈J2

{
f
(
I1(j1), I2(j2)

)}}
. (6)

In the first line, it was used that J1 does not contain
information about Y2, and that J2 does not contain
information about Y1. In the last line, the statistical
independence of J1 and J2 was exploited.

For an exact evaluation of (6), firstly the two con-
stituent channels have to be separated into their bi-
nary symmetric sub-channels, and the corresponding
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Figure 1: Bounds for combined information I =
I(X;Y1Y2) (PCCh) vs I1 = I(X;Y1) (CCh1) for
several I2 = I(X;Y2) (CCh2). The lower bounds
(dashed lines) correspond to the case of two BSCs,
the upper bounds (solid lines) correspond to the case
of two BECs.

values of the incidence probabilities, q1(j) and q2(j),
and the crossover probabilities, ε1(j) and ε2(j), have
to be computed. Then, the MI of the sub-channels
can be determined according to (2).

Let now consider two important properties of the
IDF in

Lemma 2 (Properties of the IDF)
The information defect function f(x1, x2), x1, x2 ∈
[0, 1], has the following two properties:
(a) f(x1, x2) is convex-∩ in x1 for constant x2, and
vice versa.
(b) f(x1, x2) is lower-bounded as

f(x1, x2) ≥ x1 · x2.

Proof: (a): Since the IDF is symmetric in x1 and
x2, it is sufficient to consider the IDF as a function
of x1 with constant parameter x2. For simplification,
let define the function

g(x) := 1− f
(
1− x, 1− h(a)

)
= h

(
[1− 2a]h−1(x) + a

)
,

x ∈ [0, 1], with parameter a ∈ [0, 1
2 ]. Then, f(x1, x2)

is convex-∩ in x1 for constant x2 if and only if g(x)
is convex-∪ in x for constant a. The function g(x)
is plotted vs x for several values of a in Figure 2.
The formal proof of convexity is omitted due to the
limited amount of space. But the plot clearly shows
that g(x) is convex-∪ for all a.

(b): For the time being, let x2 be constant. Fur-
thermore, let x2 = 1 − h(a) and let x1 = 1 − x.
Then g(x) can be used to write the (one-dimensional)
bound as

h
(
[1− 2a]h−1(x) + a

)
≤

(
1− h(a)

)
x + h(a),



for x ∈ [0, 1] and a ∈ [0, 1
2 ]. For x = 0 and x = 1,

the left hand side is equal to the right hand side.
Regarding this and the fact that g(x) is convex-∪,
the right hand side represents the secant of g(x) for
x ∈ [0, 1], and thus the inequality holds. Since these
considerations hold for all a, statement (b) holds for
all x2. 2
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Figure 2: Function g(x) vs x for several values of
parameter a (cf. Lemma 2).

The results of this lemma will now be used to
give bounds for the information defect I(Y1;Y2). The
lower bound corresponds to the case where both con-
stituent channels are BECs, and the upper bound
corresponds to the case where both constituent chan-
nels are BSCs.

Lemma 3 (Bounds on the information defect)
The information defect I(Y1;Y2) is bounded as

I1 · I2︸ ︷︷ ︸
two BECs

≤ I(Y1;Y2) ≤ f(I1, I2)︸ ︷︷ ︸
two BSCs

.

Proof: As given in (6), the information defect can
be written as

I(Y1;Y2) = E
j1∈J1

{
E

j2∈J2

{
f
(
I1(j1), I2(j2)

)}}
Since the function f(x1, x2) is concave in each dimen-
sion according to Lemma 2(a), Jensen’s inequality [4]
can be applied in the above expression, first w.r.t. j2
and then w.r.t. j1, and we have

E
j1∈J1

{
E

j2∈J2

{
f
(
I1(j1), I2(j2)

)}}
≤

≤ f( E
j1∈J1

{I1(j1)}, E
j2∈J2

{I2(j2)}) = f(I1, I2),

where (3) was applied in the last equation. On the
other hand, since the function f(x1, x2) can be lower-
bounded according to Lemma 2(b), the information

defect can be lower-bounded as

E
j1∈J1

{
E

j2∈J2

{
f
(
I1(j1), I2(j2)

)}}
≥

≥ E
j1∈J1

{
E

j2∈J2

{
I1(j1) · I2(j2)

}}
= I1 · I2.

2

The proof of Theorem 1 follows immediately from
(5) and Lemma 3.

4. Applications

There are several direct applications of informa-
tion combining (see also [5]): (i) As outlined in the
introduction, the IPC of a parallel concatenated code
can be derived from its EXIT chart by combining
the a-priori and the extrinsic information. (ii) The
EXIT chart of the outer code of a serially concate-
nated code can be derived from its IPC by separating
the a-priori information (intrinsic information) and
the extrinsic information (“reversion of combining”)
[2]. (iii) Whereas the original EXIT chart method
works only for the concatenation of two constituent
codes, information combining allows to extend this
method for the design of multiple turbo codes [6] and
multiple serial concatenation via (i) and (ii).

In each of these applications, the bounds given in
Theorem 1 can be applied to state both a pessimistic
and an optimistic result. Thus, the accuracy can be
precisely given. It turns out that the difference be-
tween the upper and the lower bound for information
combining affects the results only to a minor degree.
This strongly justifies these methods.
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