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Symbols

The following list of symbols contains the majority of symbols applied in the
present report. To a wide extent the symbols follow the TAHR-guidelines as
proposed in Frigaard et al. (1997). A small number of assisting symbols are
defined throughout the text and have not been included in the list.

a wave amplitude

A area

c wave celerity

Cr reflection coefficient (amplitude)
E energy

E[] expected value

f wave frequency

Ta carrier frequency

g acceleration due to gravity

h depth of water

H wave height

H, significant wave height
H(f,6) directional spreading function
i imaginary unit

k wave number

L wave length

L() likelihood function

p probability

flow
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cross-correlation

crest height

directional spreading parameter
wave steepness

spectral density of surface elev.
time

wave period
hyperparameter in BDM
velocity components
geometric co-ordinates
slope angle

variational derivative
error

surface elevation

wave direction

mean wave direction
density

standard deviation
angular frequency
velocity potential
reduction factor

surf similarity parameter

phase



Abstract

The motivation for the present study has been to improve the reliability in using
numerical wave propagation models as a tool for estimating wave disturbance in
harbours. Attention has been directed towards the importance of the modelling
of reflection in the applied mild-slope model.

Methods have been presented for the analysis of reflected wave fields in 2D
and 3D. The Bayesian Directional Wave Spectrum Estimation Method has been
applied throughout the study.

Reflection characteristics have been investigated by use of physical models for
three types of coastal structures with vertical fronts. The analyses include mainly
directional waves. Analysis of field measurements has also taken place.

Simulations with a mild-slope model have been carried out with individual struc-
tures and a complete harbour. The analyses clarify to a wide extent the be-
haviour of the sponge layers applied in the model. Information on how the
sponge layers perform with respect to reflection of short-crested waves are pre-
sented mainly in terms of overall reflection coefficients and main directions as
functions of incident main direction relative to the structure. The influence of
a irregular structure front has also been investigated. Within the limitations
of the performed simulations the numerical model showed very good behaviour
with respect to reflection of short-crested waves.

Simulations with a harbour gave an indication of the influence reflection can
have on the estimated wave disturbance. Significant differences were seen for
small changes in reflection coefficients. This points in the direction of a need for
improvements of wave reflection prediction formulae.

Finally comparisons between results from the numerical model and physical scale
measurements from earlier experiments with the same harbour show satisfactory

agreement.
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Sammenfatning

Baggrunden for nazrvaerende studie har veret at forbedre palideligheden ved
at anvende numeriske bglgeudbredelsesmodeller som et vaerktgj til at estimere
bglgeuro i havne. Opmerksomheden har varet rettet mod vigtigheden af at
modellere refleksionen i den anvendte mild-slope model.

Metoder til analyse af reflekterede 2D og 3D bglgefelter er blevet presenteret.
The Bayesian Directional Wave Spectrum Estimation Method er blevet anvendt

i studieforlgbet.

Refleksions-karakteristikker for tre typer af kystkonstruktioner med lodret front
er blevet undersggt ved brug af fysiske modelforsgg. Analysen inkluderer hoved-
sageligt retningsspredte bglger. Analyse af felt malinger har ogsa fundet sted.

Simuleringer med mild-slope modellen er blevet udfgrt med individuelle kon-
struktioner og med en komplet havn. Analysen klarleegger i et bredt omfang
karakteristika for de i modellen anvendte svampelag. Information om hvordan
svampelagene opfgrer sig med hensyn til refleksion af kortkammede bglger er
praesenteret i form af refleksions koefficienter og hovedudbredelses-retninger som
funktion af indkommende hovedudbredelses-retning relativ til konstruktionen.
Betydningen af en irreguleer konstruktions-front er ogsd blevet undersggt. In-
denfor begrzensningerne for simuleringerne viste den numeriske model tilfreds-

stillende resultater.

Simuleringer med en havn giver en indikation af den betydning bglge-refleksion
kan have pa den estimerede bglgeuro. Der ses betydelig forskel for sma sendringer
i refleksions-koefficienter. Dette peger i retningen af et behov for forbedringer af

formler til forudsigelse af bglgerefleksion.

Afsluttende sammenligninger mellem resultater af den numeriske model og fysi-
ske skala-malinger fra tidligere forspg med den samme havn viser tilfredsstillende

overensstemmelse.
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Introduction

1.1 Motivation

The design of a modern port or harbour is a complicated task. As engineers have
gained better understanding in the design of breakwaters and quays, the demand
to the wave conditions in a harbour has been pushed forward. In addition a
demand for larger water depths has arisen due to the increased draft of the large
vessels. Consequently, there is a continuous need for building new harbours and

extending existing ones.

The major difficulty in designing a harbour is not so much to design the indivi-
dual structures, but to determine an optimal layout of the harbour taking into
consideration the resulting performance of the structures altogether. Another
difficult problem is to determine the environmental loads, which the individual
structures have to resist. This subject will, however, not be addressed further in

this study.

As a design criterion the wave disturbance (or tranquillity) plays an important
role, as it concerns the usefulness and hence the quality of the harbour. In
practice estimates of the wave disturbance in a harbour can be achieved either
through physical modelling or numerical simulation. Applying a physical model
introduces uncertainties mainly due to scale effects, whereas it is various theo-
retical shortcomings, which introduce uncertainties in numerical methods. It is
clear though that both approaches are approximate.



2 CHAPTER 1. INTRODUCTION

One can be tempted to consider numerical models to replace the use of physical
models in the future. Although numerical models have developed rapidly during
the last decade, many problems do remain to be solved, and subsequently imple-
mented into the models. Hence, there is still a significant need for carrying out
physical experiments. Thus numerical models have not yet replaced, but rather
encourage to the use of physical models.

There is no doubt, however, that the role of numerical models as a design tool
will continue to grow. At present numerical wave propagation models are al-
ready being used in the design of harbours, but in many cases simulations are
accompanied with physical small scale experiments. This obviously emphasises
the insufficiency in either the performance of numerical wave propagation models
or in the validation of the available models.

The present study has been initiated in order to improve the reliability in results
obtained by use of numerical wave propagation models. The study will focus
on conditions related to wave reflection from marine structures, particularly by
involving the following subjects.

e Determination of reflection coefficients for various marine structures, ran-
ging from typical harbour structures for berthing (vertical face structures)
to porous sloping structures like breakwaters. There is in particular a sig-
nificant need to investigate the influence of wave directionality on wave
reflection.

e Investigation of the capability of existing numerical models to model ob-
lique wave reflection as well as reflection of directional waves (3D waves).
The model to be considered implements a wave reflection technique, which
is based on considerations of a two dimensional case. There is a possibi-
lity that this technique can perform satisfactory also in the general three
dimensional case. If so, this should be verified thoroughly.

1.2 Reflection from Marine Structures

The reflection of waves is a physical process taking place, when waves approach
a boundary preventing the waves to continue undisturbed. At such a boundary
the waves can also be dissipated or transmitted, but most often a combination of
these effects will take place. From an engineering point of view the only condition
is that the energy of the reflected, dissipated and transmitted waves altogether
will correspond to the incident wave energy.

Problems with reflection in a harbour can be reduced using structures with a
high dissipation of wave energy. This encourages the use of sloping or porous



1.2. REFLECTION FROM MARINE STRUCTURES 3

structures, as these will cause either wave breaking or turbulence, which, in this
case, are useful energy dissipating processes. Common harbour structures like
quays and wharf’s are, however, usually constructed with a vertical face, so as
to provide optimal conditions for loading and unloading ships. These structures
must resist considerable vertical loads from various cargo handling equipment,
making it difficult to use porous or perforated structures.

Although these considerations are very general, it is clear that it is the conflict
between wave dissipation and load capacity, which makes it unfavourable to
design the perfect harbour (structure). The wave reflection characteristic for
some typical harbour structures are reproduced in Table 1.1 clearly showing a
significant variation in reflection.

Type of structure Cr
Vertical wall with crown above water 0.7~1.0
Vertical wall with submerged crown 0.5~0.7

Slope of rubble stones (slope of 1 on 2to 3)  0.3~0.6
Slope of energy dissipating concrete blocks 0.3~0.5
Vertical structure of energy dissipating type  0.3~0.8
Natural beach 0.05~0.2

Table 1.1: Typical ranges of reflection, from Goda (1985).

In addition the highly reflective structures create an inhomogeneous pattern
between incident and reflective waves, i.e. some areas will be rough and other
areas calm. This is also known as phase-locking. The effect is less pronounced
for a low reflective structure, where the point of reflection varies for the different
wave components in an irregular sea. Further, this effect is less for short—crested
waves than for long—crested waves.

For a reflected monochromatic wave it is easy to calculate a reflection coefficient,
but introducing irregular waves and wave directionality it becomes a more com-
plicated task. Many sophisticated methods, among which none are perfect, have
been presented. However, considering those methods which estimate reflection
coefficients on the basis of measured or simulated wave kinematics, a reasonable

level has been reached.

Wave reflection characteristics have often been investigated through experiments
either in the laboratory or in the field. Both have their advantages and disad-
vantages. In the laboratory experiments are easily controlled but will often be
carried out as small-scale experiments, hence introducing scale effects. In the
field the opposite situation occurs. Although a large amount of experiments have
been done, information of reflection of short—crested waves in particular are still

lacking.
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1.3 Numerical Wave Propagation Models

Numerous wave propagation models have been presented in the past, many of
them based on the same theory but still different due to different boundary
conditions or other assumptions. Having developed since the late fifties the
most important type of models are the Boussinesq models. The variability of
these models is considerable, each of them focussing on a particular phenomenon
like e.g. wave breaking. The combination of many complex phenomena in one
model is not yet without difficulties not to mention the cost in simulation time.

Another widespread model is the Mild-Slope model, which also exist in various
versions. The Mild-Slope models are less developed than the Boussinesq models,
but for many purposes they are sufficient in accuracy and have the advantage of
being less complicated and use less simulation time.

A good understanding of the performance of a proposed harbour layout can,
however, be obtained with these models despite the inaccuracy. Wave distur-
bance is in general evaluated for many incident wave conditions, only few of them
related to extreme events, which will often cause major problems for the models
due to especially increased non-linear effects. Thus, the harbour layout can be
designed to avoid wave energy being concentrated in certain areas, which may
be a problem even for less wave activity.

1.4 Scope of Thesis

As it may already appear the present work involves several subjects in order to
follow up on the motivation given earlier. Thus some subjects will be treated
thoroughly, whereas others will be treated only superficially. This approach has
been adapted so as to provide a smooth reading of the thesis.

In the following the scope of the thesis will be outlined.

Chapter 2 contains theories on reflection analysis. Attention will be paid mainly
to 3D wave spectrum estimation methods, which enables reflection analysis in the
3D case, i.e. short-crested waves. The Maximum Likelihood Method considering
3D wave spectra on standard form including reflection will be presented, followed
by a description of the Bayesian Directional Spectrum Estimation Method.

In Chapter 3 results from physical scale experiments will be presented. This may
be considered as an example of how to obtain reflection coefficients for short-
crested waves. Two vertical face structures have been investigated, namely a
porous structure and a caisson with plain and perforated front.
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The subsequent Chapter 4 contains a presentation of field measurements col-
lected at Alderney by the University of Plymouth, UK. These results are in
themselves very valuable in not being affected by scale effects, but other inaccu-
racies and uncertainties are inevitably introduced. However, results of reflection
coefficients are presented for the considered breakwater. More data and more
work would possibly decrease the scatter of these results, but that have fallen

beyond the present study.

Chapter 5 introduces the Mild-Slope wave propagation model in its main prin-
ciple, but a really thorough description of the theory must be found elsewhere.
A large number of simulations of various boundaries (structures) are carried out
and results are presented. The purpose has been to clarify what happens when
short-crested waves are being reflected in the model.

Hereafter, in Chapter 6, comparisons between results from the numerical model
and a physical scale model are presented. A harbour for which data from physical
scale measurements were already available has been selected for the simulations.

The thesis ends with summary and conclusions.

Appendices contain a literature survey on reflection coefficients for various coastal
structures, theory on MLM and BDM, data from the field measurements, results
from the numerical simulations, and finally a note on the performance of the

BDM method.
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Reflection Analysis

2.1 Introduction

Reflection of waves is conveniently expressed in reflection coeflicients, which
relates the size of reflected waves to the size of the corresponding incident waves.
Hence reflection coefficients ought to be expressed as a function depending on a
number of controlling parameters. Then it would be possible to determine the
reflection at a given structure for an arbitrary known incident wave. This will,
however, involve a great deal of parameters, of which some will be less important
than others. Hence it is general practice to express the reflection coefficient for
a certain structure as one of the following simplifications.

e An overall reflection coefficient, i.e. a scalar (weighted or plain average).
e A frequency dependent reflection coefficient.
e A reflection coefficient depending on frequency and angle of wave attack,

or at least main direction of wave attack.

Factors like amplitude, steepness, or non-linearity of the incident waves are often
ignored for vertical face structures, as the effect on the reflection is believed to
be within the accuracy of the available methods at present.

Further, reflection can be expressed in terms of amplitude or energy. This is
only a matter of a square root, but it does sometimes lead to misunderstandings

7
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anyway. Where nothing else is specified, reflection will be based on amplitude
throughout this thesis.

In some situations reflection coefficients may be derived analytically, but such
results will always depend on theoretical shortcomings. Hence it is more common
to estimate reflection coefficients based on physical scale experiments or proto-
type measurements. The main difficulty is, however, that incident and reflected
waves cannot be measured individually.

The following sections will contain a description of methods for reflection ana-
lysis of longcrested as well as shortcrested waves. The latter includes methods
originally proposed for estimation of directional wave spectra, but some of these
may also be used to estimate reflection coefficients in the 3D domain.

2.2 Reflection Methods in 2D

The development of methods for reflection analysis of irregular waves began in
the late 60’s. The methods presented by Kajima (1969), and Thornton and
Calhoun (1972) were among the first to be presented. The method by Kajima
was improved significantly by Goda and Suzuki (1976), who introduced the FFT?
algorithm. Mansard and Funke (1980) once again improved the method by
introducing an optimisation procedure accounting for noise in the signals. Due
to the simple implementation of the methods by Goda and Suzuki & Mansard
and Funke, these have been used extensively ever since.

The above mentioned methods to be used in the analysis of reflected two di-
mensional waves are based on the assumption, that the wave elevation can be
considered as a sum of waves propagating with different frequencies, amplitudes,
phases and wavelengths according to the 1st order wave theory. Further for each
incident wave a reflected wave will travel in the opposite direction.

Thus, the wave elevation can be expressed as in (2.1).

N
wlz,t] = Z ar,n Co8(knz — wpt + @1 p)
n=1
N
+ 3 apncos(kaz + wnt + Bp.n) (2.1)
n=1

Goda and Suzuki (1976) suggested to solve (2.1) by use of Fourier analysis of
two elevation time series recorded simultaneously at two distinct points. This
yields the solution in (2.2) with respect to amplitudes.

1 Fast Fourier Transformation
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o = sy V (A2 — A cos(kziy) — By sin(kzy3))2

+(B3 + A; sin(kz12) — By cos(kx13))2
(2.2)

an = %T(lkmm—ﬂ\/(Az — Al COS(kiBlz) + Bl sin(ka:lg))2

+(Bg = AI Siﬂ(kﬂ;lz) - Bl COS(k.’E]g))z
where the introduced coefficients are obtained from the Fourier analysis.

Mansard and Funke (1980) recognised, that any measurements are likely to con-
tain noise and hence included an error in the method by Goda and Suzuki. The

error is expressed in (2.3) as (t).

N
n(z,t) = Z agncos(knz — wpt + @,,)

n=1

N
+ 2 aR,n cos(kn(z + 2zR) + wpt + &, +0,) + Q1) (2.3)
n=1

In (2.3) zg is the distance to the reflector and 6, is a possible phase shift at the
reflector.

Results are then obtained by minimising the noise e.g. in a least squares sense.
If only two probes are used the solution reduces to that of Goda and Suzuki.
Mansard and Funke derived a solution for three probes, and later the method has
been derived for an arbitrary number of probes by Zelt and Skjelbreia (1992).

In the case of oblique waves, i.e. 2D-waves travelling along a line not perpendicu-
lar to the reflecting structure, the previous methods can be applied by assuming
that the waves can be decomposed into two vectorial components, being respecti-
vely perpendicular and parallel to the structure.

N
s t] = Z arncos(kn® — wpt + @5 )
ti=1
N
+ Y apncos(knT +wnt + ) (2.4)
==l

Omitting index n and rewriting (2.4) in cartesian coordinates leads to (2.5).

n(z,y,t) = arcos( kzcos(fr) + kysin(f;) — wt + &)
+ag cos( kz cos(0r) + kysin(fr) + wt + @) (2.5)
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* Wave gauge

Breakwater

Wave fronts
* (reflected waves)

& x
Wave fronts
{incident waves)
b4

Figure 2.1: Position of wave gauges in front of a structure.

t
T *
?

One example of solving the problem is to place all wave gauges on a line with
y-coordinate = 0 as shown in Figure 2.1. Equation (2.5) will then reduce to

(2.6).

n(z,0,t) = ajcos(kzcos(fr)— wt+ ®1)
+ag cos(kz cos(fr) + wt + ®r) (2.6)

It is seen, that if the angle of the incident wave is known, and the angle of the
reflected wave is calculated using Snells law, i.e. incident angle equals reflected
angle, (2.6) is very similar to the original expression, (2.1), for the wave elevation.

2.3 Directional Wave Spectra

Along with the increased number of 3D wave tanks it has become essential
to be able to describe short-crested seas. The directional wave spectrum was
introduced as an extension to the one dimensional wave spectrum, accounting
for the distribution of wave energy on both frequency and direction. Whereas it
is easy to characterise a short-crested sea state by the directional wave spectrum,
it is much more difficult and tedious to actually estimate the directional wave
spectrum of a measured sea state.
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With strong reference to methods used in geophysics and communication engine-
ering a number of methods have been proposed through the years. Among those
most often used are the Maximum Likelihood Method, Capon (1969), and the
Maximum Entropy Method, Burg (1967). Since then several authors have mo-
dified and improved these methods, whereas only a few new methods have been
proposed. The basic problem, however, remains, namely to estimate a complete
directional wave spectrum based on a limited number of measurements.

A complete directional wave spectrum is capable of describing a reflected sea
state, and reflection coefficients can be derived. Some methods are, however,
not capable of dealing with a reflected sea state. The reason is either, that the
method simply does not allow the presence of reflected waves, or the method fail
to treat phase-locked waves properly. Not allowing for the presence of reflected
waves is often advantageous when analysing ocean waves, where reflection rarely
appears. Phase-locking occurs, when a reflected wave interacts with the original
incident wave propagating with the same frequency. This phenomenon may
result in standing waves, which introduce inhomogeneous wave conditions. In
a short-crested sea this effect is, however, not as prevalent as in a 2D case.
The problem may be overcome by including an interaction term in the existing
methods, although making the methods even more complex, see e.g. Isobe and

Kondo (1984).

2.3.1 Basic Relation

Estimation of directional wave spectra may be based on any kind of wave mea-
surements. Most common are recordings of particle velocities, wave elevations
and heave-pitch-roll data. For simplicity only wave elevations will be considered

in the following.

The relationship between cross spectral values of two measured elevation time
series and the directional wave spectrum, in terms of the full directional spreading

function, can be expressed as in (2.7).

Sgﬂn(zjgif) — _: H(f,0)exp(—ikriz cos(d — B12))db (2.7)

where the directional wave spectrum has been decomposed into the auto spec-
trum and a directional spreading function, H(f,#), as expressed in (2.8).

S(£,0) = S(HH(S,0) (2.8)

The geometric variables are defined as shown in Figure 2.2.

The cross spectrum of n; and 72, Sy, 4,(f), is defined as the Fourier transform
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direction
of travel

gauge 1

Figure 2.2: Definition of geometric parameters.

of the cross-correlation function, Ry, , (7), as shown in (2.9).

Spm(f) = / Ry () exp(—i2x fr)dr (2.9)

Based on measurements estimates of the cross spectra can easily be obtained
by use of e.g. FFT analysis. What remains, is then to solve (2.7) with respect
to the directional wave spectrum. This is not a straight forward procedure, as
the shape of the spreading function is not known, and an explicit expression
cannot be derived from (2.7). Hence the numerous methods for directional wave
spectrum estimation basically differ in selecting a model to discribe the spreading
function term in (2.7). Having assumed a model the methods may further differ
in how to fit the data to the model.

Since the purpose of a 3D wave spectrum estimation method is to describe the
distribution of wave energy on frequency and direction, a higher resolution, of
both frequency and direction, implies a better description. This problem of
improving the frequency resolution is well known from ordinary spectral analysis
of a plain time series, Newland (1993). A lower frequency resolution leads to
larger confidence bands on the spectral estimates. This problem applies to all
methods based on cross-spectral estimates of simultaneous recorded time series.

2.3.2 Comparison of Methods

Out of the large number of methods for estimating a directional wave spectrum
none can be said to be significantly superior. Thus the selection of a particular
method is not straight forward, which is also reflected in numerous papers com-
paring the performance of various methods, see e.g. Davis and Regier (1977),
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Benoit (1992), Benoit (1993), Kim et al. (1993), Chadwick et al. (1995) or
Hawkes et al. (1997).

Comparing the various methods is, however, a very difficult task, as the indivi-
dual performances will depend strongly on the input data. If a short-crested sea
state is generated e.g. by numerical simulation using a Mitsuyasu-type directio-
nal spreading function, Mitsuyasu et al. (1975), a coszs(-‘q“%), good result will
be obtained for methods fitting to such a function, whereas other methods may
not get as close to the target distribution. Likewise it will not make sense to fit a
bi-modal spreading function, as if reflection occurs, to a single-modal spreading
function. The same can be said about noise on signals, non-linearity of waves,
and phase-locking of waves etc.

Among the methods being most widely used today are, as mentioned earlier,
various implementations of the Maximum Likelihood Method, and the Maximum
Entropy Method. In general such methods define a likelihood function or an
entropy function, which is to be maximised in order to obtain the most probable
estimate of the wave spectrum.

For the present work, the Bayesian Directional Wave Spectrum Estimation Met-
hod, described in the following Section 2.5, has been used. The method is one
of the latest proposed methods, and makes use of a Bayesian approach. It has
the advantage of being less sensitive to the available input data. That is, it does
not assume a specific shape of directional spreading functions, it is very stable
with respect to noise, and it is fairly capable of resolving incident and reflected
waves. The price is a need for a larger number of simultaneous measurements
and a relatively long processing time.

2.4 The MLM Method

Time series of elevations are assumed to be random processes being joint Gaus-
sian distributed. Thus,

oo
et = Z(afj coswjt + aj, sinw;t) (2.10)
j=1

where i = 1,2,..., M, and M is the number of time series.

The Fourier coefficients are considered as random integrals
9 T
ay, = —f i cosw;t dt (2.11)
3 T 0

) T
g, = —[ s sinw;t dt (2.12)
T Jo
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Hence af, and a;, are joint Gaussian distributed.
In the following only one frequency is considered. Further let
AT = [afaf -~ a5 0] af - aly] (2.13)

In order to establish the joint distribution of the Fourier coefficients, the expected
value of A and the cross covariance matrix need to be defined.

E[A] = 0 (2.14)

= RY = —Al?E[AAT] = {_g g} (2.15)

where C and @Q are the co— and quad-spectrum respectively.

The joint probability then reads as follows.

_ 1 L
PA = (Jom M |lL2 exp( 54 f-;a,) (2.16)

where a is a realization of A.

Having determined the probability of observing the realization a, the probability
of observing a number of observations can be calculated by multiplying the indi-
vidual probabilities. Taking the P’th root, where P is the number of realizations,
the value is defined as the likelihood of the realizations.

L(a1,ﬂz,,..,ap,S) = (pA(a'l)pA(a2)"'?A(Gp))l/P (2.17)
> 1 1/P
= sain L o]
= pl;[l( Wi 2M,n‘1/2 exp( 50p ke a,,)) (2.18)
( QW)2M1511/2 gppr_] P P
g 1 P 2M 2M
- & ‘ﬁi a’ 3 (220)
(VZPMR 2 ZA L iP5 B
1 1 2M 2M
- (\/271’)2M|n|1/2 ;;’% pZ% Gp; (2.21)
1 1 2M 2M
| ———
- S S Ky GiQ; (2.22)
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where @;a; is the average product of the Fourier coefficients.

The aim of the MLM analysis is to maximize the probability, i.e. the likelihood,
of observing the measured cross spectrum. In practice a number of directional
wave spectra can be computed, and used to calculate the cross covariance matrix
determining the probability function in (2.16).

Refer to e.g. Isobe and Kondo (1984) and Yokoki et al. (1992) for further descrip-
tion.

2.5 The BDM Method

An alternative to classical statistical approaches is found in the Bayesian appro-
ach, which systematically combines subjective judgements with observed data.
Especially when new information is limited, inclusion of any additional informa-

tion can be an advantage.

Considering a directional spreading function which is discretized into a number
of discrete values, the number of unknowns will often be large compared to the
number of cross-spectra, which can be calculated from measurements. Hence
use of the Bayesian approach appears reasonable if any prior information can be

made available.

The principle in the Bayesian approach is to express the prior information in
terms of an initial probability distribution function of the unknown parameters.
This distribution function is referred to as the prior distribution. The prior
information is then combined with a suitable likelihood function, expressing the
likelihood of an observed event. The relation is described in (2.23).

Ppost(0) = K L{B)pprior(6) (2.23)

where
=

K = [ [ :L(e)pmw(e)de

and where 8 symbolises the input parameter(s).

The BDM method implies the Bayesian approach by first to assume a prior
probability distribution function of the directional spreading function.

The chosen prior probability function may be regarded as a smoothness crite-
rion, since the probability increases with increased smoothness of the directional
spreading function. It is important to stress, that it is in fact the smoothness
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criterion, which is the prior information the method makes use of. The prior pro-
bability distribution assumed is given in (2.24). The distribution corresponds to
a singular multivariate Gaussian distribution, each component being Gaussian
distributed with zero mean and standard deviation o/u.

—U

K 2 K
) exp ( (Bp—1 — 225 + $k+1)2) (2.24)

2
20 =

) uw
pprior(m]uao ) = \/2?0_

where z is a vector, which elements are the logarithm to each discrete value of
the directional spreading function, i.e. zx(f) = In H(f,0;), k= 1,2,..., K. uis
a hyperparameter, which can be used to alter the influence of the smoothness
criteria by changing the standard deviation. Further discussion on (2.24) is
postponed to appendix.

By taking the logarithm of H(f,6) it is assumed, that the directional sprea-
ding function is always larger than zero. Hence the estimated directional wave
spectrum cannot become negative, which physically does not make sense.

Second a likelihood function is defined, by considering the error on the normalised
cross-spectra, which are estimated from wave measurements. The errors on cross-
spectral estimates are defined as in (2.25).

K
en = ¢n—p exp(zr)ank (2.25)
k=1

where the following notation has been introduced.

Real(Sp;n;)

B ., n<N (2.26)
vV S’h’ STI';'
Imag(Sp;n;)
B = ——PU R g B (2.27)
v STI:‘ S"?J'
v = Real(exp(—ikri; cos(0x — Bi;))  n<N (2.28)
vV S’?i ST?J'
Imag(exp(—zkr;; cos(fr — Bij))
P . n>N (2.29)
\/Sni S
(S

n € {1,2;.,2N}

That is, each combination of indices ¢ and j correspond to one value of index n.
M is the number of gauges.

The above notation is introduced to avoid complex variables and may be rather
confusing, but as it will appear later, it simplifies the solution procedure.
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The errors are assumed to be outcomes of a Gaussian distribution with zero mean
and an unknown standard deviation, o, being the same parameter as in (2.24).
Thus, as each individual error has the probability as in (2.30), the likelihood
function is defined as (2.31), which is simply the joint probability.

[5,] &= : xp | — ——8721 (2.30)
Phemd = 2o o 207 '
: 1 e
2= — _.=n
L(z,0%) = 1r!:ll ) ( -—202) (2.31)

It is seen, that small errors lead to a large likelihood.

By substituting the definition (2.25) in (2.30) and the likelihood function (2.31)
these can be rewritten as in (2.32) and (2.33).

1 1 o :
plen) = exp | —— (ebn = EEXP(xk)ank) (2.32)

2ma 1

(V2mo e k=1

] ;X K 2
L(:c,ﬁfg) = —)N exp (“:2";'2” Z (qbn — Zexp(xk)ank) (2.33)

Having assumed the prior distribution function of z, as in (2.24), and the li-
kelihood function of z, as in (2.33), these may be multiplied according to the
Bayesian approach, (2.23), yielding the posterior distribution of . This is for-
mulated in (2.34) and (2.35), where a convenient matrix notation has been in-

troduced.
Ppost(®|u,0%) o«  L{z,0%)Pprior(zlu, 7 (2.34)

"
X  exp (—}%la - A exp(m)[2) exp (—2—05le|2) (2.35)

where D is defined in (C.4), and

A = {@,a,.. @y}t (2.36)

an = {Qn,laan,2; '“;a'n,K}T (237)

The complete posterior distribution of x is obtained by calculating (2.35) for all
combination of . This will, however, be very time consuming, due to the large
dimension of x. Instead the estimate of the directional spreading function will
be taken as the estimate, which yields the highest probability in the posterior
distribution, namely the mode. Subsequently finding « involves an optimisation
of (2.35) with respect to x, u and o.
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Hashimoto, Kobune, and Kameyama (1987) suggest to apply a Householder
transformation in the optimisation procedure. This procedure has been shown

in Appendix C.

An estimate of & is achieved for each chosen value of u, hence it remains to select
one of these estimates. For this purpose Hashimoto, Kobune, and Kameyama
(1987) suggested to calculate the ABIC value, Akaike’s Bayesian Information
Criterion, which is based on the marginal likelihood and is defined as in (2.38).

o0 oo
ABIC = —2111/ / L(z,0?)p(z|u?, o?)dx (2.38)
—o0 —00
This is seen to correspond to —2In(K'), where K' is the normalising factor in

(2.23).

The estimate to be chosen is the one with the lowest ABIC value, i.e. the largest
value of K.

A note on the performance analysis of the BDM method is given in Appendix F.



Physical Experiments

3.1 Introduction

The reflection performance of two types of structures has been investigated by
physical modelling in 3D wave tanks. The first to be considered is a porous
structure with vertical front. The second is a caisson with either a plain vertical
front or a perforated vertical front.

The main purposes of the tests have been the following.

e To obtain reflection coefficients in short-crested seas for the selected struc-
tures as function of incident main direction in particular.

e To provide suitable data material for evaluating the performance of parti-
ally reflective boundaries in a numerical model given the same conditions

as the physical models.

Since the models are established for purely scientific reasons, the scaling is not
specified. The models are designed to be as large as possible considering the
conditions in the wave tanks. However, suitable scales would be in the range of
1:10 to 1:50, thus covering waterdepths from 3 metres to 30 metres.

19
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3.2 Scale Effects

In work with physical scale models proper scaling laws must be applied. Here the
Froude scaling law is used, but in some cases this may cause scale effects due to
dissimilar viscous effects. This may be of importance, mainly if the flow through
a porous media is turbulent. Using Froude scaling the Reynolds number will be
reduced significantly, and the flow may change from turbulent to laminar.

Considering the porous structure and the perforated caisson the results may be
affected by scale effects, but for the caisson with plain front this is not the case.
This is assumed, that the waves will not break at the structure, since this may
also cause scale effects.

The scale effects on the reflection performance have not been investigated in this
study, but it is presumed that scale effects, if present, will increase the measured
reflection, as a change from turbulent flow to laminar flow will reduce the loss

of energy.

The subject has been discussed briefly in Hydraulics and Coastal Engineering
Laboratory, AAU (1993), where some comparisons have been made. Figures 3.1
and 3.2 show the tested structures in prototype scale and the estimated reflection.
From the first graph it appears, that a smaller scaling causes the reflection
coefficients to increase. In the second case, the change is opposite, but the
difference is much smaller and within the uncertainty of the reflection estimation
method. Further it is believed that less turbulence takes place in the second case,
thus reducing the scale effects.
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Figure 3.1: Cross-section (prototype) and measured reflection. e denotes scale
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3.3 Experiments with Vertical Porous Structure

3.3.1 Experimental Set-Up

The structure considered is a vertical face porous structure. The structure con-
sists of a number of baskets made out of a wire mesh (grid size 15x15mm).
The baskets were filled up with rubble, having a porosity of 0.34 (defined as
Vioid [ Viotal). A cross-section of the structure is seen in Figure 3.3, also showing

the dimensions.

0.4m
0.3m

s

Figure 3.3: Cross—section of porous structure.

The model was tested in the 3D wave tank at the Hydraulics and Coastal Engi-
neering Laboratory, Aalborg University. The dimensions of the wave tank and
the position of the model are shown in Figure 3.4.

An array of 10 linear resistance wave gauges was placed in front of the structure.
The array of wave gauges was placed as shown in Figure 3.5.

Target specifications for the incident waves are listed in Table 3.1.
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Figure 3.4: Position of model in 3D wave tank.
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Figure 3.5: Positioning of wave gauges and definition of directions.

Wave spectrum JONSWAP, v =3.3
Peak period, Tp 0.9s - 1.3s
Significant wave height, H, j 0.06m, 0.04m
Wave steepness Hgo/Lop 0.023 - 0.047
Main direction, 0, 1 09, 10°, 20°, or 30°
Type of spreading Mitsuyasu, cos?®(-)
Standard deviation of spreading | g = 25°, (s = 10)

Table 3.1: Incident wave conditions.
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The test programme is listed in Table 3.2. Angles are measured in degrees, where
0° is head on, and positive is measured clockwise.

[ Tp Lop Lp l HS HS/LDP I Hm,_[ ag.1 I
09s 1.27m 1.15m | 0.06m  0.047 | 0,10,20,30° 25°
1.0s 1.56m 1.36m | 0.06m  0.038 | 0,10,20,30° 25°
1.1s 1.89m 1.56m | 0.06m  0.032 | 0,10,20,30° 25°
1.2¢ 2.25m 1.76m | 0.06m  0.027 | 0,10,20,30° 25°
1.3s 2.64m 2.00m | 0.06m  0.023 | 0,10,20,30° 25°
09s 1.2"m 1.15m | 0.04m  0.035 10,30° 25°
1.1s 1.89m 1.56m | 0.04m  0.026 10,30° 25°
1.3s 2.64m 2.00m | 0.04m  0.020 10,30° 25°

Table 3.2: Test programme.

3.3.2 Results

The total reflection coefficient may be defined as an energy weighted average of
the frequency dependent reflection coefficient as in (3.1).

St(f)Af
Crr = Y TCR(JC) (3.1)
where mq is the zero’th order moment of the resulting autospectrum, i.e. mg =
> ST(f)Af and S7(f) is the total spectral density, i.e. the sum of the incident
and reflected spectral density.

In Figure 3.6 and Figure 3.7 the total reflection for the porous structure has been
plotted as a function of the incident angle of wave attack and peak frequency,
respectively. The reflection as a function of incident angle appeared to be almost
constant, at least the small amount of tests did not reveal any other tendency.

The Bayesian Directional Spectrum Estimation Method, described in Section 2.5,
has been used for the analysis.
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Figure 3.6: Total reflection as Figure 3.7: Total reflection as
function of incident angle. function of peak frequency.

3.3.3 Conclusions

The results have been presented as total reflection with respect to the peak
frequency. The reflection varies from 85% to 55% peaking at a peak frequency
of approximately 0.85H 2.

The reflection with respect to the incident main direction appeared to be con-
stant.

3.4 Experiments with Caissons

These experiments have been carried out as a combined LIP-MAST-TAW pro-
ject during May to July, 1994, in the Vinje-Basin at Delft Hydraulics. The
experiments were carried out in order to investigate the hydraulic performance
of caisson breakwaters exposed to irregular multidirectional seas. In the fol-
lowing attention is paid only to the reflection of waves from the caissons as a
function of frequency and direction of the incident waves.

3.4.1 Experimental Set-Up

A scale model of a caisson breakwater was designed and constructed in plywood.
The model consisted of thirteen individual caissons, each having a width of 0.9 m
and two roundheads covered with a thin steel shell, see Figure 3.11. The model
was placed on a permeable two layer berm. Other relevant dimensions are shown
in Figure 3.8, which shows a cross-section of the model.
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Figure 3.8: Cross—section of caisson and foundation berm.

As indicated on Figure 3.8 the caissons were constructed with a crest. The crest
was replaceable in order to vary the crest height R.. Further it was the idea to
use two different crest heights simultaneously, i.e. the first 7 caissons having one
crest height and the remaining 6 caissons another crest height. The various types
of crests will influence on the reflection characteristics, mainly due to changes
in overtopping. However, it is assumed that the influence in these cases is very
small, and the various types of crests will not be considered further.

Three different types of caissons were constructed. These are listed below.

e Caissons with plain vertical front.
e Caissons with impermeable mound.

e Caissons with perforated vertical front.

The impermeable mounds were constructed with a concrete surface. Two mo-
unds were investigated, see Figure 3.9. The first was constructed so that the
slope reached the caissons just below SWL. The second had a horizontal berm
with a width of 1 m. The sloping ratio of the mound was in both cases 1:3.

Two permeable fronts were prepared for the caissons. The design of the per-
meable fronts are shown in Figure 3.10. The porosity of each type were approxi-
mately 25%.
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Figure 3.9: Cross—section of caisson with mounds.
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Figure 3.10: The two types of permeable fronts.

The model was prepared for experiments in the Vinje-Basin at Delft Hydraulics,
The Netherlands. The basin is a multidirectional wave basin capable of generat-
ing irregular multidirectional waves with a significant wave height up to about
0.14 m at a waterlevel of 0.61 m. The wave basin dimensions and lay-out of the

model is shown in Figure 3.11.

In order to provide an acceptable absorption of the waves at the rear boundary
the basin has been equipped with a straight sloping foreshore.

Due to the high reflection from the caissons, especially for those with a plain
front, various absorbing material were placed in the basin during the tests in
order to avoid an unacceptable amount of re-reflection at the solid boundaries
and at the wavepaddles. Absorbing material were placed at side boundaries and
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Figure 3.11: Position of model in the Vinje-Basin at Delft Hydraulics.

at roundheads. The damping was changed for the most oblique waves.

The water depth during all tests was 0.61 m in the area between the caissons
and the wavepaddles.

The model was equipped, such that it was possible to measure the total forces on
the centre caisson, accumulated overtopping at two distinct positions, number of
overtopping waves at the same two positions, pressure distribution on the fronts
(vertical and horizontal) and pressure distribution below caissons. Further an
array of 20 linear resistance wave gauges were placed in front of the caissons.

The wave gauges were placed in a 0.5x0.5 m grid. Two lines with 10 gauges
were placed on a beam supported at each end on two legs having a diameter of
approx. 15 mm. The stability of the beams appeared to be satisfactory during the
tests. The choice of positioning of the gauges was based on another purpose and
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is not considered as the best choice for estimation of the reflection characteristics.
A number of 10 gauges were used in the reflection analysis, and this large number
of gauges was expected to compensate for not having optimised the positions.
The array of wave gauges was placed as shown on Figure 3.12.

3.7m

\/:\‘Bm

Figure 3.12: Positioning of wave gauges. For caissons with a mound the array
was placed with the first line of gauges (closest to the caissons) just above the toe
of the mound.

3.4.2 Wave Conditions

Target specifications for the incident waves are listed in Table 3.3.

Wave spectrum JONSWAP

Peak period, T, 1.5s
Significant wave height, H, r 0.14m

Wave steepness Hyq/ Lop 0.04

Main direction, &, 0°, 10°, 20°, 40° or 60°
Type of spreading Gaussian
Standard deviation of spreading, os s 0°,15° or 30°

Table 3.3: Incident wave conditions.

Each test was assigned a test-number referring to the test programme listed in
Table 3.4. As it appears from the table, 7 test series were carried out. The
conditions for each test series are listed in Table 3.5. Thus the first digit in a
test-number specifies the test series. The remainder is a serial number referring
to the test-programme.
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Test Vertical Berm Vertical
Om, 1 0Oo.1 plain front O0m 1m | perf. front
deg. deg.

0 0| 002 203 302|402 502 | 602 702

0 15 204

0 30 | 005 205 305|405 505 | 605 705
10 1h 213
20 0 | 009 309 | 409 509 | 609 709
20 15 | 007 202 307 | 407 507 | 607 707
20 30 | 010 310 { 410 510 | 610 710
40 15 201
40 30 | 015 315 | 415 515 | 615 715
60 0 210
60 15 | 017 618 718

Table 3.4: Test-programme. Angles are measured in degrees, where (° is head
on, and positive is measured clockwise, see Figure 3.13a.

Test, Front R./H, 1
series type a b Rear
0 Vertical plain 1.18 | 1.63 b
2 Vertical plain Lile™ | A8 | propt
3 Vertical plain 1.18* | 1.5
4 Mound, no berm 1.18 | 1.5
5 Mound, berm width 1m | 1.18 | 1.5
6 Circular perforated 1.18 | 1.5
7 Rectangular perforated | 1.18 | 1.5

Table 3.5: Conditions in the 7 test series. Suffiz a is the left half of caissons
and b is the right half. * indicates, that the crests were supplied with e nose.
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3.4.3 Results and Discussions

In each test the directional spectra have been estimated by use of the Bayesian
Directional Spectrum Estimation Method — BDM, cf. Hashimoto and Kobune
(1988). In the applied implementation of the method 10 elevation timeseries

have been analysed.

The frequency range has been truncated to 0.5 Hz < f < 1.3 Hz as most energy
is represented within this range. The directional spreading functions has been
discretized into 72 directions corresponding to a directional resolution of 5°.

The frequency analysis has been done with subtimeseries containing 256 elements
sampled at 5 Hz. This leads to a step in frequency of 0.02 Hz. No overlapping
of subtimeseries has been applied, but the subtimeseries has been tapered over
a length of 10% at each end using a cosine tapering function. Each timeseries,
having a duration of 24 minutes, thus consist of 28 subtimeseries.

Having estimated the directional spectrum, waves can be separated into incident
waves and reflected waves. Following the definition in Figure 3.13b energy in the
range from 0° to 180° must represent the incident waves and energy from 180°
to 360° must represent the reflected waves.

reflected
waves

wave
direction

incident
waves

(a) In general {b) Alternative

Figure 3.13: Definitions of wave directions.
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Considering the directional spreading functions it is seen, that they may be re-
garded as probability density functions. Thus the main direction is defined as
the expected value of stochastic variables ©(f) having a probability density fun-
ction determined by the corresponding spreading functions. This is formulated

in (3.2) and (3.3).

K/2
Om,1(f) = E[Or(f)] =) 6kH(f,6:)A8 (3.2)
k=1
K
bm,r(f) = EOr(Nl= Y O:H(f0:)A0 (3.3)
k=K/2+1

In (3.2) and (3.3) H(f,0x) is the spreading function at the frequency f. 8
are discrete values of the directions, 6, = -"9—}{9'—5*360". K is the total number
of discrete directions. Further it is presumed, that angles from 6, to 6/, are
incident waves.

The standard deviation of the directional spreading functions o4 (f) is defined in
(3.4) and (3.5).

K/2
opr(f) = Varlfnm Z(ak—amff)) H(f,0:)A8 (3.4)
K
opr(f) = Varlmr(Nl= D Ok —0mr(f))*H(f,0:)A0 (3.5)
k=K/2+1

In Figure 3.14 some results from the analysis of test 609, 607 and 610 are shown
as examples. In these examples, which are fairly representative, the incident
main directions are estimated within a range of £5°. Slightly more scatter is
observed in the estimation of the reflected main directions. These are varying
from +5° for long crested waves to £15° for waves with a directional spreading

of 30°.
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Figure 3.14: Estimated main directions and directional spreading. Solid lines
represent incident waves. Dotted lines represent the reflected waves. Straight
lines are target values. In the upper right graph the target value is 0°. No target
values of the spreading of the reflected waves are defined.

The standard deviation of the spreading functions, also referred to as the di-
rectional spreading, is for long crested oblique waves poorly estimated. The
reason is that the BDM method cannot handle a directional spreading function
with a value at just one discrete direction. The method will instead distribute
the energy at some, although few, neighbouring directions, which leads to a
standard deviation larger than zero.

In all tests with short crested waves the spreading of the incident waves are
estimated fairly well.

In the examples shown in Figure 3.14 the spreading of the reflected waves is
higher than the spreading of the incident waves. This is observed in all tests
with perforated fronts and must be due to diffraction effects at the holes in the

front.

In tests with plain fronts the spreading of the reflected waves is estimated to be
of the same value as for the incident waves.
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In tests with mounds the spreading of the reflected waves does not show any clear
trend compared to the spreading of the incident waves. In general, however, the
spreading of the reflected waves appears slightly higher than for the incident

waves.

In Figure 3.15 the total reflection for the caissons with vertical plain front is
plotted with solid dots. The graph shows very clearly, that the reflection for
these caissons is nearly constant with respect to the angle of wave attack; at
least within the range 0° & 40° (0° is head on). The total reflection is estimated

to 95%.

Figure 3.15 also shows the total reflection for the caissons with perforated fronts.
There is no significant difference between circular and rectangular perforation,
for which reason they will be regarded as the same structure. Regarding the
reflection there is a clear decrease in the reflection coefficient with an increased
obliquity. The graph shows a reflection of 50% at head on wave attack decreasing
to 30% at an angle of wave attack 60° off the head on direction. There seems to
be no clear trend with respect to the spreading of the waves.

100 1 1 ‘, T

80

60

40

Reflection [%]
—B——H~

20

0 10 20 30 40 o0 60
Incident main direction [deg.]

Figure 3.15: Reflection coefficients for vertical caissons with plain front (test
series 0, 2 & 3) and perforated front (test series 6 & 7). e is representing test
series 0, 1 and 2, * test series 6 and o test series 7.

The total reflection for the caissons with a mound is shown in Figure 3.16.
As expected there is less reflection when the mound is supplied with a berm
width, see Figure 3.9. Due to the few number of tests in these cases it is not
possible to observe any trend, if any, in the reflection with respect to the angle
of wave attack. Thus the reflection may be regarded as, however unlikely, to be
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independent of the angle of wave attack. This gives reflection coefficients of 60%
and 35% for the two different mounds respectively.

100

80 l

60 v

40 D ®

Reflection [%]

20

0 10 20 30 40 50 60
Incident main direction [deg.]

Figure 3.16: Reflection coefficients for caissons with berm. e is representing
test series 4 and o test series 5.

The frequency dependent reflection coefficient may be defined as the wave height
ratio as shown in (3.6).

Elf) = %’lij((—f)l (3.6)

In Figure 3.17 the frequency dependent reflection coefficient for caissons with
plain front is shown. The graph has been calculated as an average of all tests
from test series 0, 2 and 3. This can be done since, as stated in the previous
sections, the angle of wave attack and the spreading of the incident waves have

almost no influence on the reflection.

Figure 3.18 shows the frequency dependent reflection coefficient for the caissons
with perforated fronts. The labels refer to incident main directions according to

Figure 3.13a.

The same procedure has been applied to the results from the test series with
mounds. The corresponding curves are shown in Figure 3.19 and Figure 3.20.
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Figure 3.17: Average frequency dependent reflection coefficient for test series
0, 2 and 8. (Caisson with vertical plain front.)
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Figure 3.18: Frequency dependent reflection coefficients for caissons with per-
forated fronts. The curves are representing various incident main directions.
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Figure 3.19: Frequency dependent reflection coefficients for caissons with a mo-
und (no berm). The curves are representing various incident main directions.
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Figure 3.20: Frequency dependent reflection coefficients for caissons with a mo-
und and a berm (width 1 m). The curves are representing various incident main

directions.
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3.4.4 Conclusions

The results presented in the present report are based on the Caisson Investiga-
tions carried out at Delft Hydraulics as a combined LIP-MAST-TAW project,
see MAST (1994). The results concern the reflection performance of the cais-
sons under study exposed to directional waves. It was the primary aim of the
analysis to investigate the influence of the incident main direction and the di-
rectional spreading on the reflection. Further the variation of the reflection in
the frequency domain was studied.

Vertical Plain Caissons

The reflection for vertical plain caissons has been shown to be independent on
both the incident main direction and the directional spreading. As an average
the total reflection was estimated to 95%. The variation of the reflection coeffici-
ent in the frequency domain is seen in Figure 3.17. The figure shows a maximum
at a frequency of approximately 0.8 Hz. The variation in the reflection coeffici-
ent is probably due to inaccuracies in the applied method.

Vertical Perforated Caissons

Two types of perforated fronts were tested. The porosity was in both cases 25%.
With respect to reflection the results show no significant difference, and thus the
caissons with perforated fronts have been treated as the same type of structure.
The reflection has been shown to decrease with increased obliquity. No consi-
stent influence of the directional spreading was observed, whereas it is believed
not to have any influence on the reflection. The reflection varies from 50% at
head on wave attack to 30% at an angle of 60° off the head on direction. In the
frequency domain the reflection coefficient varies as shown in Figure 3.18.

Vertical Caissons with Mounds

The results from these experiments are less significant as fewer tests were perfor-
med. It was not possible to show any decrease in the reflection with an increased
obliquity, which was expected. Thus the reflection was estimated to approxima-
tely 60% for a mound with no berm and approximately 35% for a mound with
a berm of 1.0 m. The reflection in the frequency domain is seen in Figure 3.19

and Figure 3.20.
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Directional Spreading

In the results it is observed that, in case of a perforated front or a mound, the
spreading of the reflected waves is larger than of the incident waves. Since the
reflection line is not a straight line, the waves will be reflected in many directions,
and diffraction will also take place, when waves are propagating through the
perforated front. For caissons with a plain front this is not observed, as the
reflection line is well defined.

The above conclusions are believed to be valid only within the limits of the
experiments. In general this implies incident main directions in the range 0° &
60°, where 0° is head on, and directional spreading up to 30°.



Field Measurements

4.1 Introduction

In most situations the best way of getting information of the effect of a certain
occurrence is to investigate the occurrence itself. This may be possible in many
cases, but in civil engineering it is often practically impossible due to the large
costs involved. As a compensation scale models are being used although scale
effects are being introduced. The value of any investigation of a prototype is
therefore considerable, as it in addition to the main results also provides a mean
of assessing results from scale experiments. Further it has, during recent years,
also been important to evaluate numerical models by comparisons to prototype

measurements.

To achieve such prototype information it is often chosen to carry out field mea-
surements to investigate the behaviour of existing structures or other existing
environments. An investigation can be initiated because of problems with an
existing layout, or it can be initiated purely due to a scientific interest. In any
case field measurements can provide researchers and engineers with useful infor-
mation, without having to construct an expensive prototype.

While field measurements can lead to unique information, such measurements
are subjected to a large number of environmental conditions, which cannot be
manipulated. Hence it is often a difficult task to interpret results based on field
measurements. Furthermore, equipment can easily be destroyed or lost during

deployment.

39
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During the present study, possibility to analyse field measurements were given
through a collaboration with the School of Civil and Structural Engineering,
University of Plymouth, United Kingdom. While the measurements will remain
property of the School, permission has been granted to present results achieved
within the present study based on selected measurements.

4.2 The Alderney Admiralty Breakwater

4.2.1 Site, Structure and Equipment

The School of Civil and Structural Engineering has done a great amount of work
to be able to carry out field measurements in the coastal zone. Wave recording
systems have been developed and subsequently deployed at a number of sites,
see e.g. Bird et al. (1994), Bird et al. (1995) or Davidson et al. (1994).

At Alderney Harbour, the Channel Islands, field measurements were initiated
in 1993 and are still in progress. The overall aim of these measurements is
to improve information on the effect of aeration on impact pressures on a rigid
structure. The structure considered is the Admiralty Breakwater, which consists
of a wall constructed on a rubble mound. The mound is sloping approximately
1:6 (cota = 6). A cross—section of the original design of the breakwater wall

is seen in Figure 4.1, and anestimated cross—section of the mound is seen in
Figure 4.2.
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Figure {.1: Cross-section through breckwater wall. After Bray and Tatham
(1992).

The harbour is located on the north coast of Alderney, facing the English Chan-
nel. The breakwater is subjected to severe damage every year and is rather
expensive to maintain, see e.g. Allsop et al. (1991). It is, however, the severe
wave conditions, which makes the breakwater suitable for studying wave impacts.
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An outline of the harbour is seen in Figure 4.3.
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Figure 4.2: Cross-section through breakwater.

Besides the equipment mounted on the breakwater, the School’s wave recording
system, Bird et al. (1994), has been deployed some 100 to 150 metres seawards
to the breakwater wall. In this case the system consisted of six pressure trans-
ducers mounted on the seabed, see Figure 4.4. As the figure shows, five of the
transducers are positioned on a line with exponential increased spacing, and the
last gauge some distance off the line.

English Channel North

Direction of Depth contours
maximum

currents
%d

Ebb

Figure 4.3: Schematic outline of Alderney Harbour.

The seabed can be considered almost uniform over a distance of +50 metres
relative to the transducers. Towards the head of the breakwater this section is
broken by The Follets, which is a group of rocks reaching a level of four metres
above lowest tide. In the other direction Gallé Rock breaks the continuity. This
rock is smaller in size and only reaches a level of 1.8 metres below lowest tide.
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Figure {.4: Array of pressure transducers. Measures in metres.

Under these conditions the seabed can be considered uniform for nearly head—
on waves. It is seen from the results, that outgoing reflected waves sometimes
appears without the corresponding incident waves. Hence some diffraction pre-
sumably takes place for waves with a certain oblique incidence.

The tidal range is around 7m. During ebb and flood tide strong currents, up to
3.4 knots, are present. The current has not been measured, for which reason it
has not been accounted for in the analysis.

4.2.2 Measurements

In the present study only the measurements of the wave conditions are of any
relevance. A number of 140 data files containing recorded pressure time series
has been analysed with permission from the School. The files have been recor-
ded during November and December 1994, and has been selected on the basis
of the energy content to ensure a satisfactory amount of activity. During a
pre-processing procedure the pressure time series are transformed to wave eleva-
tion time series according to the linear wave theory. The atmospheric pressure
has been accounted for in the transformation, based on recordings from Jersey
Airport. At the time of processing there was a lack of atmospheric pressure
recordings towards the end of the period, but this hardly plays any role in the
reflection analysis.

Each measurement has been sampled with 2H 2 during 11 minutes. Thus each
measurement consists of 1320 samples from each of the six transducers.
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4.3 Analysis

4.3.1 Wave Analysis

It is impossible completely to describe a real sea state in a compressed form.
This arises naturally from the complex nature of the waves. All measurements
have, however, been analysed with respect to a number of parameters often used
to describe a standard sea state. Such an analysis gives an indication of the
actual sea state, which is useful despite the shortcomings.

Results of this initial analysis are listed in Appendix D. As the time series only
contain something like 100-200 waves, the parameters are relatively uncertain,
although averaged for all six transducers. To improve results overlapping and
tapering of sub time series have been applied.

4.3.2 Directional Analysis

As it has been described in Chapter 2, numerous methods exist for estimating
the amount of reflection in a wave field containing both incident and reflected
waves. Here the BDM method has been used. It has the advantage of not
presuming a certain shape of the directional spreading function, which is useful
when dealing with field measurements. The raw results of the analyses are listed

in Appendix D.

Errors will be introduced in the analysis by not considering current and diffra-
ction effects. The current changes the wavenumber, which will have an effect
on estimating directions. Diffraction effects are considered less significant, but a
more thorough analysis could have been carried out.

Overall values are weighted with the energy content within the specific frequency
band.

4.4 Results

Due to the tide the hydraulic performance of the considered breakwater will
change continuously. Based on results and available information on the bre-
akwater cross-section the structure will be considered as a solid wall for water
levels higher than 14m, and for a sloping porous structure for water levels lower
than 13m. The transition zone has not been considered particularly.
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4.4.1 Plain Vertical Structure

Figure 4.5 and 4.6 show the estimated overall reflection for the breakwater wall
as a function of water level (depth of water) and main direction of incident waves

respectively.
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Figure 4.5: Reflection for breakwater wall.
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Figure 4.6: Reflection for breakwater wall.

The average overall reflection for selected estimates is Cr = 0.90, o¢c, = 0.12.
A total of 90-100 estimates are included.
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4.4.2 Sloping Porous Structure

45

Figure 4.7 and 4.8 show the estimated overall reflection for the slope as a function
of depth of water and main direction of incident waves respectively.
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Figure 4.7: Reflection for porous slope.
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For the sloping structure the reflection is also shown as a function of the surf
similarity parameter, also referred to as the Iribarren number, defined as

tan «
& = N (4.1)

where the parameters are for deep water conditions.

The lowest recorded waterdepths were around 12.4m, with significant incident
wave heights ranging up to 1.5m.

The gradient of the slope at the considered level (between 12.4m and 13.1m)
is difficult to assess based on the available survey data. However, a slope angle
of 35 degrees has been estimated. Further, in order to calculate the Iribarren
number, the incident wave conditions must be known. As is usually the case
with field experiments, these must be estimated from the measurements.

Approximately 10 recordings falls within the considered range of waterdepths,
and the overall reflection for these are seen in Figure 4.9.
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Figure 4.9: Reflection for porous slope.

Also shown in the figure, are the prediction formula by Seelig (1983), which is
valid for head on long-crested waves, cf. Appendix A. Due to the few recordings
and rough estimate of slope angle the prediction formula cannot be said to be
verified. However, the estimated reflection coefficients are within a reasonable

range of the predicted values.



Numerical
Simulations

5.1 Introduction

As an alternative or supplement to physical small scale experiments it may be
convenient to use numerical simulations to estimate the wave disturbance inside
a harbour. The major advantage in doing this is the option of easily changing the
layout of the harbour enabling the design engineer to choose the most appropriate
layout for the actual purpose. The present level of numerical wave propagation
models makes the models useful for comparison purposes, i.e. they contribute
mainly with a qualitative description of the wave conditions for a given layout.
The models do, however, also provide a quantitative description of the wave
conditions, but the accuracy is still to be improved. This, naturally, depends on
how complex the model domain need be.

Among the methods being most widely used are those based on the Boussinesq
equations and recently in addition those based on the mild—slope equation. The
Boussinesq models are developed to a relative high level by inclusion of e.g. wave
breaking, but the models are difficult to implement and often lack in stability.
Mild-slope models are easier to implement, but ways of implementing physical
processes like wave breaking have not yet been presented thoroughly. Hence,
the mild-slope models are not developed to the same level as are the Boussinesq
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models.

In principle a numerical wave propagation model consists of a wave generation
point or line and boundaries representing the domain to be considered. The bo-
undaries must represent the seabed, the involved structures, if any, and artificial
boundaries to absorb waves travelling out of the calculation domain. How to mo-
del the various boundaries is not straight forward, since it, generally speaking,
must be expressed in terms of the governing equations for the actual model.

The purpose of the numerical simulations to be discussed in this chapter is mainly
to evaluate the modelling of reflection from harbour structures with various
reflection characteristics. Especially the performance with respect to reflection
of short-crested waves attacking the structure with normal or oblique incidence.

The model to be considered is based on the mild-slope equation. Simulations
have been carried out both without reflecting structure and with vertical face
structures having different reflection characteristics. This covers the physical
experiments with caissons and porous structures described in chapter 3.

In the considered model a partially reflecting structure is modelled by a number
of absorbing layers, which gradually reduce the wave height. Hence, while some
energy is being absorbed, the remaining energy will transform to reflected waves.
This method is known from 2D simulations, and has been implemented without
further considerations in the mild-slope model used here.

The following sections describe the theory of the mild-slope equation, prelimi-
nary simulations without structure, simulations with high reflective structure
and simulations with low reflective structure. In the case of a high reflective
structure, the simulations are intended to match the physical experiments with
the caissons, see Section 3.4, and the low reflective structure is intended to match
the physical experiments with the vertical face porous structure, see Section 3.3.

5.2 Mild—-Slope Wave Propagation Model

A superficial description of the theory leading to the mild—slope equation will
be presented within this section. The implementation of the equation actually
forming the model will be discussed only very briefly.

5.2.1 Theoretical Background

Although derived earlier, it was Berkhoff (1972) who initially proposed the mild-
slope equation. The derivation was an extension of a refraction model proposed
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by Battjes (1968) and applied only to regular waves.

It is, however, possible to derive an expression similar to the original mild-slope
equation, which does not assume regular waves. The derivation is based on
Hamiltons principle and calculus of variation. A complete derivation is given
in Dingemans (1997), whereas only a superficial derivation will be given here.

Within this section indices of z, y, z and t denotes partially derivaties, e.g. ¢; =

o¢
ot -’

The difference in kinetic and potential energy of a physical system may be expres-
sed by Lagranges function, given in (5.1).

F = By~ By (5.1)

If the system, during the time At, is II‘IAOViIlg from one point to another, it will
move in a way, so that the value of fo ! Fdt will be stationary for small time
step. By calculus of variation this is expressed as in (5.2), which is referred to

as Hamiltons principle.

At
§ / Fdt = 0 (5.2)
0

where ¢ is the variational derivative.

The potential and kinetic energy of a wave motion in a sub-area dA is given in
(5.3) and (5.4) respectively.

if
B = /-2-p9772dA (3.4)
A

n
B, = /(/‘lw%%dA (5.4)
ANS—n 2

Presuming p and g to be constants, it is seen, that the potential energy varies
only with n, whereas the kinetic energy varies with n and v.

Assuming potential flow the square velocity is determined by (5.5).

v = o +¢) +07 (5.5)
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where ¢ = ¢(z,y, z,t) is the velocity potential.

By expressing the variation of ¢ with respect to z in a separate function the
potential can be expressed as in (5.6).

¢(z,y,2,t) = f(z,d)p(z,y,t) (5.6)
where
_ coshk(z+h)
f(z,h) = ~eoibbh (5.7)

h is the depth of water and ¢ is the velocity potential at z = 0.

Using (5.6) the square velocity can now be written as in (5.9).

2
# = v+ (5) (58)
= PO+ PN+ 2eVe I+ (3) 69)

where V = (—5%, 5%).

Assuming small variations in the seabed topography (mild slopes), EhT < 1,
where L™ is a typical length of the seabed topography, and 1st order wave theory,
-I,—f— & 1, Egin can be approximated to (5.10).

B = fA -;-p((Vgo)zA(kh)+gozB(kh))dA (5.10)

where
AR = i(usin?hk;‘kh) farhlil) (5.11)
B(kh) = 2(1—5%’%3)1;&@(%) (5.12)

The wave elevation 7 is approximated by the linearised Bernoulli equation in
(5.13).

7 = —;-goi , forz =10 (5:18)
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Having approximated v and n Hamiltons principle, as in (5.2), can be modified
to (5.14).

At
5/ (A(Vw)z + By — étpf) ¢ = 0 (5.14)
0

Thus the Lagrange function has been modified to (5.15).

1
g = A(W)2+sz—§sof (5.15)

(5.15) is seen to depend only on ¢ and its derivatives.

From calculus of variation it is known, that (5.14) is fulfilled if G is a solution
to the corresponding Euler equation in (5.16).

g 0 0
Cp = 52(Gen) = 3G = 5:(Gp) = 0 (516

Inserting G in (5.16) leads to (5.17), which is a time-dependent mild-slope equa-
tion.

5, 5, 1
By — 5 (Ags) — 3—y(Asoy) tovn = 0 (5.17)

(o4 may be expressed by the linearised Bernoulli equation in (5.13). Hence (5.17)
may be written as in (5.18).

o} 0
m + 'E)—E(A(Pm) 2p %(A‘Py) =Bp = 0 (5.18)

The equations are valid for irregular waves, if the wavenumber k is calculated

for the carrier frequency f. and |f — f.| is small, i.e. the wave energy spectrum is
narrow. If the spectrum is broad, it can be divided into several bands each being
modelled with a representative carrier frequency, as also suggested in e.g. Suh,
Lee, and Park (1997). Quantitative measures of how narrow the spectrum need
be has not been found.
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5.2.2 Numerical Scheme

Equations (5.13) and (5.18) are the governing differential equations and may be
rewritten as

@ = —g7 (5.19)
m = Bp— Asps — Aper — Aypy — Apyy (5.20)

These differential equations may be discretized by calculatling p for each timestep
n, i.e. ¢”, and 7 in the middle of two timesteps, i.e. n™*z.

Thus nzj% can be determined from 7"~ % and ", as in (5.22).

T]n+% _ nnf%
T . (R - .
At = ""‘IJ(P’-,J
Aiy1j —Aicry P15 — Pietg
2A1 2Azx
P — 2055 + P
(Az)?
_Ai,j+1 —Aij ' PEspr = Phjt
2Ay 2Ay
_ 4, =1 = 2P P (5.21)
7 (Ay)?

—Ai

n+% _ ﬂ“é *
Mg = Mg T Bigei;

—0.25(A% ; — Af_ ) (Pl — 91,4)

— AL (R = 200+ ol )

—0.25(A; j41 — A5 j—1) (@0 11 — Phi-1)

— A7 (PR — 2085 + PLian) (5.22)

where
A Ai’jAt _ Ai,jAt
MOT e T g

when Az = Ay (5.23)

New values of ¢ can then be determined from ™tz and ¢, as in (5.26).
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TL+1 11
nty o Loy 1% i
hy = g(‘Pt)m X e (5.25)
s
it = @l —gAtn (5.26)

5.2.3 Boundary Conditions

In order to provide the mild-slope model with information about the domain
on which it should operate, the domain need be defined mathematically. The
domain is discretized into a number of boxes in the horizontal plane. The boxes
may be defined as being one of the following types.

e Impermeable box.
e Fully permeable box.
¢ Partially permeable box.

¢ Wave generation box.

The impermeable box is used to symbolise a fixed boundary like a structure or
land. A fully permeable box is simply water, and a partially permeable box is
used to describe an absorbing boundary such as a porous structure. Partially
permeable boxes are also combined in layers, so-called sponge layers, to provide
partial absorption of waves. Finally wave generation boxes, usually combined as
aline, are used to generate incident waves. Depth of water must be specified in

all boxes.

In sponge layers a reduction coeflicient, p, must be assigned to each box. This is
described in Brorsen and Helm-Petersen (1998) and will not be addressed further

here.

Figure 5.1 shows the principles in constructing a domain for a numerical model.
Notice, that the domain need to be much larger than the area of interest, in
order to generate waves and absorb seawards travelling waves.
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Solid boundary

Structure

Wave generation line

Sponge layers

Figure 5.1: Numerical model domain in principles.

5.2.4 Wave Generation

The problems in synthetic reproduction of waves have been acknowledged for
decades. In a numerical 3D model most problems can be avoided by an infinite
fine discretisation of frequency and direction. This is, however, not applicable as
it will imply an infinite large number of wave components, which is practically
inconvenient and unnecessary.

In the present simulations a single summation wave generation model has been
applied. Hence each wave component has a unique frequency, whereas several
wave components are travelling in the same direction. This can be expressed as

in (5.27).

L M
iz, 1,8 = Z Z im COS(Wimt — kim (2 €08 By + ysinbn) + dim) (5.27)
=1 m=1
where
Wim = 20 fim (5.28)

= 20(M( —1) + M)AS + 2% fmin (5.29)
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aim = /259 (fum)H (fim, 6m) MAFAS (5.30)
Om = (m—1)A8 = Omaq (5.31)

Sp(f) and H(f,0) are the wave energy spectrum and the directional spreading
function respectively.

The waves are being generated in the numerical model by forcing the eleva-
tion along a gridline, referred to as the wave generation line. The elevation at
the generation line, may be determined by considering the necessary change of
volumes. For this purpose the definitions in Figure 5.2 are introduced.

r—= ) i IS A A i A R S
Vi__T_i__f,_i___i__i-_L__i__J
[

Y

Figure 5.2: Definition of parameters.

Similar to (5.27) a wave component can be expressed as follows.

nr = asin(kz’ —wt + ) (5.32)
= asin(kcosfz* + ksinfz™ — wt + ) (5.33)

Assuming the wave does not change shape, the flow is then given by

¢ = onr (5.34)

which must be calibrated in order to achieve the correct amplitude for waves

with f # f. L.

Hence

¢ = q'cosb (5.35)

In order to account for the wave travelling opposite the actual wave direction,
the volume must be doubled.

g = 2¢" =2q cost = 2cncosb (5.36)

IIn a more recent paper, Lee and Suh (1998), this problem has been solved by considering
energy transport rather than mass transport.
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A box with dimensions Az* x Ay* must during the timestep At be added a
volume of AnAz*Ay*, that is,

AnAz*Ay* = gAy*At = 2enrcos8Ay* At (5.87)
o OAL
Ap = ﬂ%‘iﬁ-——— (5.38)

Inserting the surface elevation 7; into (5.38) will then give the actual change in
the elevation within the considered box.

5.3 Model Set-Up

5.3.1 In General

The set-up of the models correspond roughly to the set-up of the physical expe-
riments with caissons, described earlier in Section 3.4. The model domain has,
however, been reduced in order to reduce processing time.

A number of 5 principal model set-up have been applied in the simulations to be
considered in this chapter. These will be referred to as model-1 to 5. Further the
structure in model-2 is modelled either as a full, high or low reflective structure,
and in model-3 to 5 the structure is modelled either as full or low reflective.
These variations are indicated by adding a f, h or 1 to the model name. Thus a
total number of 10 model set-up have been applied.

All models are based on a grid size of 0.125 x 0.125m, and have a width of 208
elements, i.e. a width of 26m. The depth of water is 0.61m.

In the following each principal model will be described by a graphical presen-
tation and relevant data. Variations with respect to the structure will also be

specified.

5.3.2 No Structure

Model-1, see Figure 5.3, only contains a rigid boundary and two large sponge
layers. The model does not contain any structure and is intended for testing the
characteristics of the incident waves. The two sponge layers in the model are
alike, and have a depth of 35 boxes.
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120 Boundar
po gei&yer
85
Water, 0.61m
38 Wave generation line
Spongelayer
1 104 208

Figure 5.3: Model-1. No structure.

5.3.3 Regular Structure

Model-2, see Figure 5.4, contains a rigid boundary, a large sponge layer, and a
structure (modelled as a rigid boundary). The structure is fully reflective and is
positioned along a grid line. Hence the face of the model will be regular. The
model is reduced in size, since the structure, having the full width of the model,
replaces one of the sponge layers. The large sponge layer is similar to the one
in the previous model, and has the only function of absorbing waves leaving the

model domain.

57 Boundary/Structure
Water, 0.61lm  -:: -
38 Wave generation ine

208
Figure 5.4: Model-2f. Regular structure, full reflection.

Variations of the structure are created by adding absorbing layers in front of
the structure. The high reflective structure, model-2h, is modelled by a 1 box
sponge layer, whereas the low reflective structure, model-2l, is modelled by a 3

box sponge layer.
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Land
1u=0.79
Land | n=0.87
©=0.91 | x=0.91
(a) High reflective structure (b) Low reflective structure

Figure 5.5: Variations of structure in model-2.

5.3.4 Irregular Structure

Model-3, 4 and 5 contain a rigid boundary, three sponge layers, and a structure.
The structure is either full or low reflective and is positioned oblique in an angle
of 9.5°(1:6), 18.4°(1:3) or 26.6°(1:2) respectively. Hence the face of the model
will be somewhat saw-tooth shaped. Model-4l is shown in Figure 5.6.

The two large sponge layers for the open boundaries are similar to the previous
ones, but an additional sponge layer has been placed along the left boundary to
absorb oblique waves reflected off the structure.

Boundar

120

85 L
. Sponge layers

Structure

38 F

J: 10 208

Figure 5.6: Model-4l. Irregular structure, low reflection.
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Land
u=0.86
| x=0.92
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©1=0.95

Figure 5.7: Model-3l. Irregular structure, low reflection.

Land
RIS n=0.86
s ©=0.92
1=0.95

(a) Model-41

RS

531

(b) Model-51

Figure 5.8: Irreqular structures, low reflection.

Land
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5.4 Wave Conditions

Experiments have been performed with the target specifications for the incident
waves as listed in Table 5.1. The wave conditions are similar to those used in
the physical experiments with caissons, described in Section 3.4. Main direction
and directional spreading of incident waves are specified in the test programme,
to appear in the following section.

Wave spectrum JONSWAP
Peak period, Tj 1.5s
Significant wave height, H; s 0.10m
Wave steepness Hgo/Lop 0.028
Wave steepness Hso/Lp 0.033
Type of spreading cos?s (=fm )

Table 5.1: Incident wave conditions.

5.5 Test Programme

Table 5.2 shows the test programme for preliminary simulations with the defini-
tions of directions as shown in Figure 5.9. :

reflected
waves

incident
waves

Figure 5.9: Definition of incident and reflected directions.
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rModeI 0nr s Label Test of 7
Model-1*  0° 15 01 Original spreading algorithm
p° 15 02 New spreading algorithm

19¢ 18 @3 Oblique incidence

Model-2* 0° 15 01 Full reflection
10° 15 02 Full reflection, oblique incidence

Table 5.2: Target wave conditions for preliminary simulations.

Table 5.3 shows the primary test programme. The main parameter, which has
been changed, is the incident main direction. For the structures which are aligned
obliquely in the model a larger range of directions can be considered. For the
regular structure, different variations of directional spreading have been included

in the test programme.

| Model 0.1 [deg.] s Label |
[ Model-2f 0,10,20,30 15 Test 5-8
0,10,20,30 60 Test 9-12
Model-2h 0,10,20,30 15  Test 23-26
Model-21 0,10,20,30 15  Test 30-33
0,10,20,30,40 200 Test 34-38
Model-3f 0,20 15 Test 7,10
Model-31 10,0,-10,-20,-30 15  Test 91-95
Model-4f 0 15  Test 8
Model-41 20,10,0,-10,-20,-30 15 Test 61-66
Model-5f 0 15 Test 9
Model-51  30,20,10,0,-10,-20,-30 15  Test 81-87

Table 5.3: List of target specifications.

5.6 Acquisition

During a simulation the mild-slope model will measure the variance in each box
symbolising water. Subsequently plots of the overall wave disturbance can be
presented. In order for the model to remain stable a sample frequency of 20H z

has been applied.

It is possible, in addition, to record elevation time series in specified points. Such
recordings will form the basis for the succeeding 3D reflection analysis. Elevation
time series have being recorded in an array corresponding to the array used in
the physical experiments with caissons, see Section 3.4. The array was a 5 x 2
array with a grid dimension of 0.5 x 0.5m. In the physical experiments the first
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row of gauges was placed 1.0m off the caissons. Figure 5.10 shows the variance
infront of a fully reflective structure, and gives an indication of the phase-locking
effect. More reliable results were obtained, if the first row of gauges was placed
in a distance of 1.25m off the structure.

0 0.5 1 1.5 2 25 3 3.5

Figure 5.10: Relative variance in front of a fully reflective structure. Wave
conditions: O, 1 = 0°, s = 15 (cos*?), depth=0.61m.

The elevation time series were recorded with a sample frequency of 10H 2 during
a simulation period of 18 minutes.

5.7 Analysis of Simulations

5.7.1 Wave Generation

For the purpose of verifying the numerical model’s capability to generate the
specified incident wave field a number of preliminary simulations were carried
out. This, in particular, concerns the following properties of the numerical model.

Spectral distribution of wave energy.
e Main direction of wave propagation.

Directional spreading of short-crested waves.

Ability of absorbing boundaries.

Based on the preliminary simulations minor modifications of the model were done
to improve the performance. This included adjustment of carrying frequency,
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wave generation, and directional spreading. The simulations to be presented
here are only those carried out using the modified version of the numerical model.
Target wave specifications for the simulations are seen in Table 5.2.

In the analysis of the simulations the BDM method, as described in Section 2.5,
has been applied. Results from the analysis are shown in Table 5.4. Comparing
the specified wave field and the estimated wave field a satisfactory agreement is
found. Hence it can be verified that the numerical model is capable of simulating
a specified wave field satisfactory.

Type #I|# Af Hsr Onmr og1
Hs m deg. deg.

Model-1¥ 1 |[a 0020 0.097 -08 175
b 0039 0100 -05 21.3

2 |fa 0020 0097 -0.1 164

b 0039 0097 -04 20.3

3 |a 0020 0096 86 159

Jlb 0039 0.098 7.8 19.5

Table 5.4: Results from preliminary simulations.

5.7.2 Reflection Performance
Regular Structure

The results based on the preliminary tests with reflection show that the model
is capable of modelling the reflection of short-crested waves with a head on main
direction. Results are seen in Table 5.5. The time series were analysed using
two different frequency resolutions, but no significant differences were obtained
in the results.

Type #|# Af Hsi Oms o091 6Omr osgr Cr
Hz m deg. deg. deg. deg. %

Model-2* 1 a 0.020 0.093 0.0 243 -1.0 245 100.2
b 0.039 0.094 -11 238 -0.5 246 1014

2 |l a 0020 0.091 9.1 240 9.0 231 102.3

b 0.039 0.093 7.8 233 99 235 1034

Table 5.5: Results from preliminary simulations.

A graphical presentation of the results from test Model-2*.1 is given in Fi-
gure 9.11.
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0.004
0.002

0.000 :
02 06 10 14

(a} Total spectral density

360 degreesI |
270 |
180
" b
0.2 0.6 1.0 1.4

(c) Incident main direction and spre-
ading

(b) Reflection performance

360 clegreesl

0.2 0.6 1.0 14

(d) Reflected main direction and
spreading '

Figure 5.11: Results of Model-2*.1. Abscissa is frequency in Hz. (Notice that
here directions are defined according to Figure 3.13b.)
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The overall reflection coefficients obtained during analysis of all tests with a
fully reflective structure are shown in Figure 5.12. The reflection is seen to be
independent of the incident main direction and also of the directional spreading.

No Sponge Layer

120

110

100

90

Reflection [%)]

80

70

60
0 10 20 30 40

Incident main direction [deg.]

Figure 5.12: Analysis of fully reflective structure.

For the partially reflective structures overall reflection coefficients are shown in
Figure 5.13. It is seen, that the reflection is decreasing with increased obliquity of
the incident waves. For the nearly long-crested waves, the reflection do, however,
peak at approximately 25° off the head on direction.

Irregular Structure

No significant difference between the reflection performance of the fully reflective
irregular and regular structures can be seen.

Overall reflection coeflicients of the partially reflective irregular structures are
shown in Figure 5.14 altogether. Increased irregularity of the structure is seen
to slightly lower the reflection of the structure. The effect of decreased reflection

with increased obliquity of incident waves is still clear.
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Sponge Layers (high) / (low)
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Incident main direction [deg.]

Figure 5.13: Analysis of partially reflective regular structures.
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Figure 5.14: Analysis of oblique partially reflective structures.
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5.7.3 Main Directions

For the full and high reflective regular structure the relation between main di-
rection of incident and reflected waves is very satisfactory, see Figure 5.15 and
Figure 5.16. That is, waves are reflected according to Snell’s law. For the more
oblique waves, the main direction of the generated incident waves do, however,

deviate slightly from the expected values.

Model-2f

50 =
e incident waves

o reflected waves

40

30 s = 60

20 £ =15
10

Estimate [deg.]

0

-10
-10 0 10 20 30 40 a0
Expected [deg.]

Figure 5.15: Comparison of main directions.

For the low reflective regular structure the effect is similar, but it appears more
confused, see Figure 5.17. In particular, for narrow spreaded waves the reflected
waves are bending more than they should, when they are being reflected.

For the irregular structures the relation between main directions for incident and
reflected waves also appears to be very satisfactory. For very oblique directions
larger deviation from expected values are found, but a proper relation between
incident and reflected waves remains. The results are shown if Figures 5.18, 5.19,

and 5.20.

The deviation from expected values are likely to be due to the generation of
incident waves, as the most oblique waves are being truncated.
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Model-2h
50 =
e incident waves
o reflected waves
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0
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Expected [deg.]
Figure 5.16: Comparison of main directions.
Model-21
50 s
e incident waves
o reflected waves
40
E 5 / %
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Figure 5.17: Comparison of main directions.
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Figure 5.18: Comparison of main directions.
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Figure 5.19: Comparison of main directions.
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Figure 5.20: Comparison of main directions.

5.7.4 Directional Spreading

Considering the generated (incident) waves the directional spreading appears to

be satisfactory and will not be discussed further.

The ratio between the directional spreading of incident and reflected waves are
shown in Table 5.6. For the full and high reflective structures the ratio is close to
unity, whereas it increases for low reflective and very irregular structures. The
highest value is obtained for the almost long-crested waves, but the high value
may be due to the method of analysis (i.e. the BDM method), since it is designed
for short-crested waves in particular.

Reference | Average Std. Dev. | Comments
Model-2f 1.00 0.03 s=15and s =60
Model-2h 1.05 0.03

Model-21 1.33 0.04 s == 15

Model-21 1.59 0.20 s = 200

Model-31 1.18 0.10

Model-41 1.24 0.16 §=15

Model-51 1.19 0.19

Table 5.6: Relative directional spreading, (0g,r/0s,1), and standard deviation.



Wave Disturbance
in Grenaa Harbour

6.1 Introduction

During previous chapters the reflection performance in long- and short-crested
waves of selected coastal structures has been considered in terms of physical
experiments, field measurements, and numerical modelling. In this chapter the
results of these consideration will be taken into account in an application of
a numerical model for estimating the overall wave disturbance in a selected
harbour. The numerical model to be used is the Mild-Slope model previously
used and described in Chapter 5.

The harbour to be taken as an example is Grenaa Harbour positioned on the
East coast of Jutland in Denmark. Physical experiments were carried out during
1991 by the Hydraulics and Coastal Engineering Laboratory, Aalborg University,
due to a planned extension of the harbour. Hence data were available prior
to the present work, enabling a valuable comparison of results from physical
experiments and the numerical simulations carried out during the present work
and described in this chapter.

The numerical simulations were performed with various reflection characteristics
for the involved structures. Thus it will be possible to assess which influence a

Tl
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correct modelling of reflection in the numerical model will have on the overall
wave disturbance, which will often be a design criterion.

In principle the reflection depends on a large number of parameters, describing
both the structure and the incident waves. Since it is not possible in the used
numerical model to vary the reflection coefficients during simulation, it is not pos-
sible to take any such parameters into account. Thus, a fully correct modelling
of reflection cannot be implemented. Despite of this, the term is used herein,
as it can be expected that the true reflection performance will result in a wave
disturbance somewhere within the range obtained from the applied reflection
conditions.

When defining the model domain the expected conditions at specific locations
may, however, be considered when determining the desired reflection coefficients.
This may involve an iterative procedure.

6.2 Description of the Harbour

Views of Grenaa Harbour during and after the extension are seen in Figures 6.1
and 6.2. After the extension the harbour consists of two rubble-mound breakwa-
ters forming the outer boundaries of the harbour. A detached rubble-mound
breakwater shelters the inner harbour.

The quay walls of the new harbour area, the central area seen in Figure 6.2, are
constructed as backfilled sheet pile walls.

The model domain considered in both the physical experiments and the nume-
rical model is outlined in Figure 6.3. The main area of interest prior to the
extension is the new harbour basin behind the northern breakwater. In order to
limit the model domains, the inner sections of the harbour have been omitted
in the analysis. This is believed to have only small effect on the estimated wave
disturbance. Some reflection do occur, as the applied sponge layer is only nearly

fully absorbing.
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Figure 6.1: Photo from Grenaa Harbour during construction of new northern
breakwater (C.G. Jensen).

Figure 6.2: Photo from Grenaa Harbour after construction of new morthern
harbour (C.G. Jensen).
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Figure 6.3: Domain of the model of Grenaa Harbour.
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6.3 Physical Experiments

Figure 6.4 shows the set-up of the physical model, which was constructed at
1:100 scale. Long-crested waves were generated from a direction of 60° azimuth,
with a significant wave height of H; = 2.7m and a peak period of 7, = 9.5s. A
JONSWAP wave energy spectrum with a peak enhancement factor of 3.3 was

applied.

Angular stones were used to model the quarry stones of the rubble mound break-
waters. The reflection of the rubble mounds was not measured. However, based
on later experiments carried out with the same type of stones, it appeared rea-
sonable to use reflection coefficients given by Equation (6.2).

During testing, surface elevations were measured in a 50x50m grid in the outer
part of the harbour, and results were stored as Hy,,-values (= 4o,).

A wave disturbance plot based on the physical experiments is shown in Figure 6.5.
During the experiments wave breaking was observed in the area around L3 and

L9, cf. Figure 6.4.
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Figure 6.4: Bottom topography and harbour layout of physical model. Water
depths in metres. The distance between grid lines is 50m.



6.3. PHYSICAL EXPERIMENTS 7

Wave generator

Guide wal Guide wal

334 291 280846 276 201 235 1288 356 1273
2.24 213 260 (264 259 5/4:5 3.aJ 2.76

2_7J 215 i220\i253 inss izef iz 34 258

O T m o O m >
t _5\3 ¢ 3 e
&
o

{7 ofe i21a 216 249 2% fh03 a1y 24 260

(240 i2.21 i229 i227]i312(i2.80 295 i273

99 [2.60 |

J E.Q(Q}G 2\5 2.1@/1.73 wL \3.03 i3.36 m fz.sa
7 25 25 / l \7 1
231 J255 1283 [1.96 (155 h.8d [2)75 438N (418 250

20 / 3.0
2.J2| 1.7{ \42 75\2.;6 ia82] i35 ?2.34___

06 {260

56 1236 (212 i21p|'321 i306 i§.18 i2s52

 rr
o
3,
@
o
&
M?m"’
o U1
o}
n
b

0.37 1039 DME/0/a7 070 (112 11
~ 0.4/
}& 0.33 50.3_ ;
0.3 0.4

030 i0.24 J0.34

\li e

o
o
v
~J
o
~
@
=}
[=-]
~
o
~
o

X < CcC 4 v I O W 0 =z

Figure 6.5: Wave disturbance. Physical model. Wave heights (H,,,) and con-
tour levels in metres.
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6.4 Numerical Simulations

6.4.1 Reflection Coefficients

When initializing the model domain for the numerical model, it is necessary to
have an idea about the amount of reflection which will take place at the various
structures/boundaries. As mentioned earlier this may be based on published
results of previous measurements or theoretical considerations. Information on
reflection is usually available for long-crested head-on waves, whereas less infor-
mation is available regarding reflection of oblique and short-crested waves.

Reflection of long-crested waves

Reflection from slopes armoured with stones, rocks or artificial blocks has tra-
ditionally been quantified as a function of the surf similarity parameter defined
here as

2

t
& = 9 where Sp = — (6.1)

V5p p

h

and « is the angle of the slope, s, is the wave steepness, H; is the significant
wave height, and L, is the wavelength calculated for the peak period.

A number of prediction formulae have been proposed for different structures
under various conditions. Postma (1989) analysed data for a rock armoured
slope from van der Meer (1988), and Allsop and Channell (1989). The results
are cited in CUR, (1995). Postma arrived at the following relations respectively.

Cr = 0.148)™ with o¢g =0.055 (van der Meer) (6.2)

Cr = 0.125™ with og, =0.060 (Allsop et al.) (6.3)

where Cg is defined as the ratio of the reflected wave height to the incident wave
height, i.e. Cr = Hg/H, and o¢, is the standard deviation of Cg.

Considering that more prediction formulae may exist, it is clear, that the choice
of prediction formula is not straight forward.

Also considering the uncertainty in predicting the parameters included in the
Equations (6.2) and (6.3) emphasizes the overall uncertainty in predicting the
reflection coefficient for a certain structure. As an example the variation of the
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Figure 6.6: Ezample of variation in reflection coefficient, Cr +oc,. Tp, = 9.5s
and h = 3.5m.

reflection coefficient with respect to significant wave height is shown in Figure 6.6
for Equation (6.2).

Reflection of oblique and short-crested waves

Information on the reflection of oblique and short-crested waves from rubble
mound structures have been presented by e.g. Benoit and Teisson (1994). The
results, based on physical scale measurements with irregular long-crested waves,
reveal an almost constant level of reflection coefficient for waves deviating up to
20-25 degrees from the normal to the structure. At 45 degrees off the normal
the reflection has its maximum and hereafter decreases to a lower level. The
maximum difference in reflection coefficient is approximately 0.15.

In Helm-Petersen and Frigaard (1996) the reflection of an upright perforated
structure has been measured for irregular long- and short-crested waves with
oblique incidence. The reflection was found to have a maximum for head-on
waves, and then decreased with increased obliquity of the incident waves. This

is shown in Figure 3.15.

Any published results on the effect of the degree of short-crestedness of the waves
on the reflection performance for rubble mounds have not been found. However,
it has been proposed that porous structures are likely to increase the directional
spreading of the reflected waves relative to the incident waves, see e.g. Isaacson,
Papps, and Mansard (1996) or Helm-Petersen and Frigaard (1996).

6.4.2 Model Domain

According to Postma (1989) reflection coefficients estimated by Equation (6.2)
have a standard deviation of approximately 0.06. This standard deviation applies
in cases, where the incident wave field is well known. It is possible, but in practice
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probably not worth the effort, to estimate the size of the incident wave height
near all the boundaries inside a harbour. In most cases the incident wave height
will be lower than Hy,, = 40, but not always. If the local value of H,, is used
to estimate the local reflection coefficient, this leads to an additional uncertainty.
It is therefore proposed, that an overall uncertainty of £0.10 applies to reflection
coefficients calculated from e.g. Equation (6.2), but it should be emphasized that
this figure is only a guess.

Three combinations of reflection performance have been investigated, represen-
ting the most probable value, a reduced value and an increased value, which
represents the range of uncertainty. The combinations are shown in the table in
Figure 6.7.

To distinguish the various breakwaters (or part of) reference numbers have been
allocated as shown in Figure 6.8.

Wave generation line
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Figure 6.7: Combinations of re- Figure 6.8: References to breakwa-

flection coefficients. ters (or part of ).

The choice of reflection coefficients are based on Equation (6.2). Considering,
for example, the leeward side of the northern breakwater yields the following
reflection coefficient, when a wave height of H; = 0.5m is assumed:

0.5

~ = 5.2 6.4
% /0.5m/54.2m (64)
Cr =~ 014.52%7 = 047 (6.5)

This value is valid for long-crested head-on waves. Benoit and Teisson (1994)
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show that for rubble mounds, the reflection will increase to a maximum at ap-
proximately 45 degrees off the head-on direction.

The partially reflective structures are all modelled by a sponge layer, which is
one grid deep (u =0.91), corresponding to the sketch in Figure 5.5(a).

The bottom topography and harbour layout of the numerical model correspond
to the physical model, except that the above mentioned part of the inner harbour
has not been included in the numerical model. Due to very low wave heights in
the inner harbour, wave energy radiated from the inner harbour is considered
insignificant justifying the modification. Hence, reducing the model domain by
using an almost fully absorbing sponge layer instead reduces computational time

significantly.

6.4.3 Results

The results of the numerical simulations may be given in terms of contour plots
showing the wave disturbance in the horizontal plane, see Figures 6.9, 6.10, and

6.11.
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Figure 6.9: Wave disturbance. Numerical model, low reflection. Only part of
the model domain is shown. Wave heights (Hp,,) in metres.
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6.5 Comparison of Results

In the present study results from physical experiments have been used to verify
the numerical model. Hereafter the numerical model has been used to estimate
the level of wave disturbance inside the harbour for three degrees of reflection
from the rubble mound structures. Thus, the discussion will first concern the
verification of the numerical model, and then the effect that the change of wave
reflection has on the wave disturbance in the outer basin.

As the physical experiments include the approach channel, reaching some 300
metres seawards, the numerical model had to include this area too. This was in
order to provide similar refraction of the waves. Looking at Figure 6.5, 6.10, and
6.12 a reasonable agreement is found for the area outside the entrance.

It is seen from Figure 6.12 that along this line (line L, cf. Figure 6.4) there is
almost no difference in wave activity for different levels of reflection. However,
this is because the waves are not being reflected back towards the considered

reference line.

max Cr
= medium Cr

O Physical model

0 + . 4 :
0 100 200 300 400 500

distance from NW-breakwater

Figure 6.12: Wave disturbance. Cross-section in approach channel (line L).

From Figures 6.5, 6.10, and 6.12 it is also seen that due to refraction, large
gradients in the wave height are present in sections perpendicular to the approach
channel. In all 3 numerical simulations the wave height in the approach channel
is approximately 0.3-0.5 metres higher (20-30%) than observed in the physical
model. This is probably due to differences in the refraction in the physical and
numerical model. The difference can be caused by the assumption of a mild bed
slope in the numerical model, different bathymetry of the approach channel in
the numerical and physical model or nonlinear effects not described by the linear
model. The result is some overestimation of the wave heights inside the harbour
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in the numerical model. However, Figure 6.13 shows that the effect is largest
near the harbour entrance. Figure 6.13 also shows, that the overestimation of the
wave height near the entrance is not caused by a bad estimation of the reflection
coefficient along section V, cf. Figure 6.8, as changes in reflection coefficient
only has a local effect close to the breakwater. It was also tried to increase the
dissipation of energy due to wave breaking in the numerical model, but only very
local effects outside the approach channel were seen.

All in all, it is assessed that, even though the numerical model is assuming mild
bed slopes and small values of H/h, the wave disturbance is modelled with an

acceptable accuracy.

Inside the harbour the major changes can be seen in Figure 6.13 and 6.14,
showing cross-sections in the wave field.

max Cr
e medium Cr
------ min Cr
O  Physical model

0 100 200 300 400 500
distance from quay-wall (m)

Figure 6.13: Wave disturbance. Cross-section in entrance basin (line P).

The wave disturbance in the entire outer basin is seen to depend much on the
actual level of reflection from the breakwater (section II, cf. Figure 6.8). Along
the quay-wall the average wave height was found to be 0.68m, 0.78m, and 0.98m
corresponding to minimum, medium, and maximum reflection conditions, re-
spectively. Similar changes in the wave height were seen in most of the outer
basin. In the rest of the modelled area changes in reflection level only cause very
local changes of the wave field.

Note that the 9 peaks in the wave height along the quay-wall, as seen in Fi-
gure 6.14, are due to the 9 major steps present in the discretized wall boundary,

see Figure 6.10.
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Figure 6.14: Wave disturbance. Cross-section along quay-wall.

6.6 Conclusions

The main result of the present study concerns the influence of reflection on the
overall wave disturbance in a selected harbour.

The reflection from the leeward side of the rubble mound breakwater enclosing
the outer basin of the harbour (section II, cf. Figure 6.8) could, based on CUR
(1995), be predicted to Cr = 0.47 with a standard deviation of o¢, = 0.06.
This standard deviation only covers the uncertainty of the actual prediction
formula in case of head on waves. In numerical modelling sponge layers can
be designed to model partial reflection of oblique waves from structures with
vertical front with good accuracy, if the incident wave field is known. For rubble
mound breakwaters, however, the local increase in reflection coefficient for waves
with an incident angle of 45 degrees off the normal cannot be described with the
sponge layer technique. In order to get an overall estimate of the effect from
all uncertainties in the modelling of the reflection, numerical simulations were
carried out with reflection coefficients varying within the range +£0.10 around the
value found according to Postma (1989). For the actual harbour it was found
that changing the reflection coefficient from minimum to maximum resulted in
an increase in the average wave disturbance along the quay-wall from 0.7m to

1.0m.

Furthermore, comparisons of results from physical scale experiments and nume-
rical simulations show that irregular waves can be modelled reasonable accu-
rately with a numerical model based on the linear, time dependent mild-slope
equation even in case of moderate non-linear waves and a bathymetry creating
considerable gradients in the wave height due to refraction. Notice, however,
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that the non-linear transformation of energy at frequencies near f, to sub- and
super-harmonics cannot be described by this linear model. This also applies to
forced long waves, which may cause harbour seiching, see e.g. discussion in Kirby,
Lee, and Rasmussen (1992). Finally, it should be mentioned that a numerical
model as applied here is very robust and therefore easy to use in practice.



Summary and
Conclusions

Summary

The motivation for the present study has been to improve the reliability in the
application of numerical wave propagation models as a tool for assessing the
wave disturbance in harbours. This will be valuable in the future as, once de-
veloped, numerical models will be a relatively inexpensive design approach. In
the introduction of the thesis this is discussed further and the attention is di-
rected towards the modelling of wave reflection. The immediate problems in
modelling the wave reflection is discussed, and it is found that the reflection of
short-crested waves should be investigated further. Hereafter a general intro-
duction to numerical wave propagation models is given, and the scope of the
thesis is outlined.

Following the introduction, methods for estimation of wave reflection coefficients
are presented. Starting with the traditional 2D methods some more sophisticated
3D methods are presented. This concerns the Maximum Likelihood Method and
the Bayesian Directional Wave Spectrum Estimation Method for estimation of
directional wave spectra. The latter method is described in more detail, as it
has been the main method used throughout the study.

89
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A number of physical model tests have been carried out and analysed with the
purpose of assessing the 3D reflection performance of the considered structures.
A vertical face porous structure and a caisson with plain and perforated front
were investigated, and surface elevation measurements were analysed with the
BDM method. Results were presented mainly as overall reflection coefficients as
function of incident main directions.

A large number of field measurements (140) have been made available from the
School of Civil and Structural Engineering, Plymouth, UK. By deployment of
the School’s wave recording system sub-surface pressures have been recorded
in an array of gauges mounted on the seabed in front of a breakwater. The
data have been analysed with the BDM method, and results on overall reflection
coefficients have been presented.

The theory behind the numerical wave propagation model used in this study is
presented briefly. The model is based on the mild-slope equation derived using
Hamiltons variational principle. The model can be applied for short-crested wa-
ves with a narrow wave energy spectrum. Discretization of the governing equa-
tions are presented along with the procedure of generating random directional
waves according to the double summation principle. More than 40 simulations
were carried out for a number of structures (boundaries) involving various inci-
dent main directions, directional spreading, and discretization of the structure
fronts. The simulations are analysed using the BDM method, and the results

are presented.

The thesis ends its main part with a chapter concerning an application of the
applied numerical wave propagation model. A harbour for which physical scale
measurements was already available were selected and three simulations were
carried out. Various boundary conditions were applied as an attempt to model
three levels of reflection for the structures involved. The variation of reflection
symbolises the uncertainty in predicting the actual reflection for the structures,
and also the uncertainty in the implementation of reflection in the numerical
model. The results of the simulations were compared and the main differences
were emphasised. For validation purposes the simulations were finally compared
with results obtained from the physical scale experiments.

Conclusions

Among the considered reflection analysis methods and directional wave spectrum
estimation methods, the BDM method has been preferred. The method is not
directly including reflection terms when fitting estimated spectral values to the
estimated values. In most cases, however, the method is capable of separating
a combined wave field. It is mainly when the reflected waves becomes relatively
small, that the method appears to neglect the presence of such. A performance
analysis have been carried out with synthesised directional wave data in order



91

to evaluate the capability of the method. The analysis showed, that overall
reflection coefficients could be estimated within a range of +0.1, which is con-
sidered sufficiently. In estimating overall incident and reflected main directions,
the accuracy depends on the difference between these directions. That is, when
the incident main direction becomes too oblique, the peaks of the corresponding
directional spreading function are no longer clearly separated, and problems arise
for the BDM method to accurately estimate the directions. In general main di-
rections can be estimated within a range of +5 degrees. It should be emphasised
that the performance of the BDM method depends strongly on the available
data, and in particular the number of spatially separated gauges.

Estimates of overall reflection coefficients have been obtained based on phy-
sical scale measurements. Three structures have been considered. For the
vertical face porous structure overall reflection coefficients were estimated in
the range 0.6 < Cr < 0.8, the reflection decreasing with the peak frequency
(0.9Hz < fp < 1.1Hz). The influence of incident main direction was not clearly
revealed due to the limited number of tests. Thus it can only be concluded,
that no difference were observed within the range of incident main directions
(0° < 8ar, < 30°) considered. The caisson structure with plain vertical front
was subjected to a more comprehensive test programme. The overall reflection
coefficient was estimated to 0.95 with only little deviation. No influence of in-
cident main direction, ranging from 0° to 40°, was observed. For the caisson
structure with perforated vertical front the overall reflection coefficients were
estimated to 0.5 for head on waves decreasing to 0.3 for an incident main di-
rection of 60° off the normal. Altogether the physical experiments indicates a
weak increase of the directional spreading of the reflected waves. This effect is

clearly larger for the porous/perforated structures.

The analysis of the field measurements concerning the Alderney Admiralty Bre-
akwater (crown wall on mound) resulted in an estimate of the overall reflection
coefficient of 0.9 (¢ = 0.12), based on approximately 100 recordings with a high
water level. The results were quite scattered, which is believed to be mainly
due to high tidal currents, and the possibility of wave refraction and diffraction
depending on incident directions. Further, the incident waves often seemed to
contain both a swell and locally generated wind waves. For a low water level
the breakwater may be considered as a rubble mound structure, as the water
level does not reach the crown wall significantly. For this structure reflection
coefficients were estimated from 0.5 to 0.8. Plotted as a function of the surf
similarity parameter, the reflection appeared to follow the generally accepted
trend for such sloping structures. Due to the many uncertainties in the analysis,
such as slope angle, incident wave conditions and diffraction, it has not been
tried to derive any dependency on incident directions or directional spreading.

The numerical simulations with various sponge layers aimed at clarifying the
behaviour of the numerical short-crested waves when approaching such bounda-
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ries. The sponge layer technique is in fact a way of establishing a fake structure,
which is believed to act in a way similar to the modelled structure, but it is a
trial and error process to determine the size and characteristics of a sponge layer.
Some aspects were, however, investigated for the general case. The amount of
reflection can as expected be controlled by altering the sponge layer coefficients.
What is more interesting is that the reflection for a partially reflective struc-
ture seems to decrease for oblique wave incidence. This agrees with the results
obtained for e.g. the caissons with perforated front.

With respect to main directions, the direction of reflected waves follows Snell’s
law very well. Small deviations may occur for a very oblique porous structure,
but the deviations are considered as insignificant.

Looking at the directional spreading of the reflected waves relative to the incident
waves, this ratio increases only for the partially reflective sponge layers. This
corresponds very well to the observations from the physical experiments.

It has been the main purpose of the present study to improve the reliability in
using numerical wave propagation models as a tool for estimating wave distur-
bance in harbours. The emphasis was directed towards the implementation of
reflection in a particular model. Generally the performance of sponge layers as
partially reflective structures appeared satisfactory, but for less simple structures
the approach may be unsatisfactory. The more the characteristics of the model-
led structure changes with the incident wave conditions, the less applicable the
sponge layer technique. By running three simulations with a selected harbour,
it has therefore been tried to evaluate the influence that changes in reflection
coefficients may have on the estimated wave disturbance. A low-, medium-, and
high-reflective model were established, where the difference in overall reflection
coefficients for the partially reflective structures were within a range of +0.1.
The wave disturbance were observed to vary from 0.7m to 1.0m for exposed
areas, which is an increase of almost 50%. Thus the problem is worthwhile to
consider. At present, however, there is still a significant need for improving pre-
diction formulae for reflection coefficients, both in the simple 2D case and in the
more general 3D case.

Lastly, it can be concluded that the numerical model compared very well with
physical measurements. Some deviations appeared, but recalling that the model
is based on the linear wave theory, this can be accepted.
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Literature Survey
on Wave Reflection

Wave data are referring to incident waves. s is denoting wave steepness.

A.1 Vertical Face Structures

Plain Structures

Source: Helm-Petersen (1994)

Data: Laboratory

Structure:  Plain vertical caissons

Wave data: H, = 0.14m; T, =15s; s=0.04 JRe [NZ
B, € [0°;40°] =
og : 0°, 15°, and 30° g

Reflection: Cgr =0.95; o0¢, =0.02 T T 77

g9



100 APPENDIX A. LITERATURE SURVEY ON WAVE REFLECTION
Source: Kondo, Akama, and Isobe (1986)
Data: Field measurements
Structure:  Vertical sheet-pile wall
Wave data: Hg =N/A; f, € [0.34Hz2;0.44H z]
6, € [-20°;30°]; o0p:N/A
Reflection: Cgr =10.92; o¢, ~0.08 R
Source: Ohshimo, Kondo, and Sekimoto
(1988)
Data: Field measurements
Structure: ~ Composite type, (caisson on berm) tRC
Wave data: H, € [1.0m;~ 3.0m}; T, €[6s;85] |
0 =~ 0° op:N/A d 5o
Reflection: Cg = 0.86; oc, ~ 0.08 R
Source: Allsop, McBride, and Colombo (1994)
Data: Laboratory
Structure:  Plain vertical wall (caisson)
Wave data: H, € {0.1m;0.3m]; T, =N/A; 06,=0° 09=0°
R./Hs € [0.4;3.7); sm: 0.02, 0.04, 0.06
Reflection: Cg € [0.85;0.90]; o0¢, =N/A

Cr=0.79+0.11%, R,/H, <10 else Cr=0.90

1:50

b g

—— 1.00 ’%ﬁ I
0.75 |
d 0.50
.25 r——p———
000 —- —~4—
1.0 20 3.0

R./H,
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m
Porous Structures

R e e e e e e e T T T, e e e e e e ey

Source: Helm-Petersen (1994)
Data: Laboratory
Structure: Perforated vertical caissons

Wave data: H, =0.14m; T, =1.5s; s=0.04
B € [0°;60°]
og : 0°, 15°, and 30°

Reflection: Cpg € [0.3;0.55]

Source: Allsop, Mc¢Bride, and Colombo {1994)
Data: Laboratory
Structure: =~ Wave screen/perforated caisson, porosity=20%
Wave data: H; € [0.1m;0.3m]; T, =N/A; 6,=0° op=0°
B/ Ls € [0.07;0.33]
Reflection:  Cr = sin (ke(Buw/Ls — kz)?) + ky
Single screen:
k. = 15.9,k, = 0.23, k, = 0.280 (dy, = t,)
ke = 13.6,ky = 0.22, k, = 0.315 (d; = 2t,)
Double screen:
ke = 13.1,k, = 0.25, k, = 0.265 (d = t,)
ks = 13.1, %, =025, k,; = 0.275 (dj = 24;)

e 1.00 QR
. Rey 1] 0.75 5
- ! 0.50 < <
0.25 S==
0.00

77;’//////[///,7//7//////}7///////////////7/;

00 01 02 03 04
By/Ls




102 APPENDIX A. LITERATURE SURVEY ON WAVE REFLECTION

Source: Helm-Petersen and Frigaard (1996)
Data: Laboratory
Structure:  Vertical porous structures

Wave data: H, = 0.04m or 0.06m
Tp € [0.95;1.3s], s € {0.02;0.05]
B € [0°;30°);  op : 25°
Reflection: Cg € [0.6;0.8]

A.2 Sloping Structures

For sloping structures the following expression, Seelig (1983), has often been
used to fit measured data.
at?

Smooth Slopes

1.00 B
Source: Seelig (1983) 0.7 p

Pl
Data: .

0.25 |
Structure:  Smooth slope 0.00 £
Wave data: 2D case 0.0 50 10.0 15.0
Reflection: Eqn. (A.1) with a =1.0, b=5.5 3

Rubble Mounds

Source: Seelig (1983)
Data:

Structure:  Rubble mound (dolos or rock)
Wave data: 2D case 4
Reflection: Eqn. (A.1) witha =0.6, b =6.6 £
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Source: Benoit and Teisson (1994)
Data: Laboratory
Structure:  Rubble mound (3:4, 2:3, 1:2)
Wave data: H; € [0.03m;0.09m); T, =1.3s
8m €0°,60°; op:0°
d=0.4m
Reflection:  For normal incidence the results by Seelig (1983) applies.
For oblique incidence the reflection is lowest for 15° off the
normal and maximum for 45° off the normal.
Results presented in graphs.
Source: Davidson et al. (1994)
Data: Field measurements
Structure:  Rock island breakwater, slope 1:1.1
Wave data: Hg > 0.05m
Reflection:  Egn. (A.1) with
da= 0:65, b= 25for d; > 3.25m
a = 0.60, b =35 for 2.6m < d; < 3.25m
a=0.64, b =80 for d; < 2.5m
tets %‘é 1.00 ‘QR
i 7 950 0.75 T
d §0005 0.50 ——=—F——
, 095095 0.25 |-~
1550 A o E |

0.0 10.0 20.0 30.0 40.0
£




104 APPENDIX A. LITERATURE SURVEY ON WAVE REFLECTION

Source: Allsop (1990)
Data: Laboratory
Structure:  Armoured slope
Wave data: 2D case; s, € [0.0043;0.52]
Reflection: Eqn. (A1), &n = _ B
H,/(%5=) '
Rock armour:
a=0.64, b=28.9 (two layer)
a=0.64, b=7.2 (one layer)
Large rock:
a =064, b=29.6 (two layer)
a =067 b=79 (one layer)
1.00 FR |
fig 2 0.75 ;J
. = ‘ 0.50 — e =
1:.5 Undserlayer |d 0.25 S = .
A, ////ang j/c/’;l/// 77 0'000 0//2 0 4.0 6.0 80 10 0
g

Source:
Data:
Structure:
Wave data:

Reflection:

Mansard (1991)

Laboratory

Berm breakwater, five types
2D case

s € [0.006;0.075]

Given in terms of graphs

Strong  dependence  of
steepness

1:3

1.5 7 |d

Wave iz e




The MLM Method

Incident and reflected wave components are defined as

fir = &, t] = z Z a;; cos(kqj 1z — wijt + @4 1) (B.1)
nr = nr(z,t) = ) Y Chaijcos(kij T — wit + ®i;5)  (B.2)

where
cos 0;;
kir = k g B.
el { sin(?,;j } ( 3)
cos 0;;
B = & . ;
3R { — siné; } (B4)
Further
‘I’z‘j,[ = (I'ij,R = (I’ij, since Aij = Zysinﬁz-j (B5)

where A;; is the phase difference between the incident and reflected wave com-
ponent.

Thus
n = M+ (B.6)
= Z Z(a«;j COS(kij,]m — wz-jt + ‘I’z‘j)
+Craij cos(kij rT — wijt + D;;)) (B.7)

105



106 APPENDIX B. THE MLM METHQOD

The cross-correlation function between 7, (¢) and 7, (t) is defined as

Ruy(t) = Enm(t)na.(t+71)] (B.8)

Further the cross-spectral density function is defined as the Fourier transform of
the cross-correlation function, i.e.

Spnale) = [ " exp(—iwr) Bl (t)1a(t + 7)ldr (B.9)

— 0O

Elnm (t)n.(t + 7)) =

E l:z Z (aij COS(kij,I(L‘m — wijt + (Pij) + Croij cos(ki; R — wijt + ‘I’;‘j))

j i

(B.10)

Z Z (aij cos(kij,rn — wij(t + 7) + ®ij) + Crasj cos(kij rTn — wij(t + 7) + @)

- LEYT

(B.11)

E{alln Qigjg COS(Kiy ), [Tm — wiyjit + Piyjy ) co8{kiyj;, 1 Tn — Wigjs (t+ 7) + Pigsy )] =

E[Cﬁaizh Qigjp €OS(Kiyjy 1 Tm — wiyji b+ Piyjy) Co8(Kigjp REn — Wigjy (t + T) + Pigia )] a7

E[CRai, j; Qiyj, €OS(Kiyj;, REm — Wiy ji t + Piyj; ) €05(Kigja,1Tn — Winjy (t + T) + igjp)] +
E[C2ai,j; 0iy55 c08(Kiy 1, RTm — Wiyjy b + Prysy ) c08(Kigin, BEn — Wigsy (t+T) + Pizjz )] }

Terms where 17 # i3 or j; # j2 will cancel out because of independency. Thus

Elnm ()t +7)] = ZZE aZ;] (B.12)

E[COS( i I Lm — wijt + (I’ij) COS(kiJ'JICCn — Wij (t + ’T) + (P”)] +
CrE[cos(kij1Zm — wijt + Bij) cos(kij rTn — wis(t + 7) + B45)] +
CRE[cos(kij,Ra:m 2= w.;ji + (I)U) COS(kfj)]:Bn — Wiy (t o= T) + @z;)] +
CgE[COS(kij,R.'Bm = wijt + (I’l'j) COS(k-L‘j,Rmn - Wij (t + T) + (I’tj)]}

Using cosu cosv = (cos(u + v) + cos{u — v))/2 leads to

E[nm(t)na(t + 7)) ZZ ~ElaZ){ (B.13)

=0

W —

rE‘[COS(kt'J',IiBm + kz‘j,jmn — Wij (Qt + T) = Q‘I)ijﬁ‘i'
Elcos(kij1Tm — kij 1% + wiiT)] +
=0

A

CR.,E[COS(kij,[mm + kij pTn — wii (2t +7) + 2®ij)r+
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CrE[cos(kij 1Tm — kij, RTn + wi;T)] +
=0

.

Cr TE[COS(kij,Rmm + kij 1Tn — wij(2t L o 2¢ijjj+
CrE[cos(kijrTm — kij1Tn + wiJ'T)] +
=10

012{ rE[COS(kij,R.'Bm + kij,Rmn - Wyj (Qt + T) + Q‘I’ijﬁ-i-
CﬁE[cos(kij,R:rm — k,;j‘Ril?n -+ wij'r)]}

= Y X 5Bl (B.14)

= U1 = u2
E[COS(kij,[.’Em s kz‘j,]:lin + wijT)] + CRE[COS(‘kij’Imm = kz‘j,Rmn -+ w,-j;)] +

= U4
.

:us
P

”~

CrE[cos(kij RTm — kij 1Tn + wigT)] + CEE[cos(kij REm — kij RTn + wiiT)]}

Use cosu = (exp(iu) + exp(—iu))/2. Then inserting into (9) yields
2 - 1 2 1
Smona(0) = [ explion 35 0151 (B.15)

(exp(iuy) + exp(—iu1)) + Cr(exp(iug) + exp(—iuz))
Cr(exp(iuz) + exp(—iuz)) + C2(exp(iug) + exp(—iug))}dr

Set v, = 4, —wy;T. Then

1 1
J OO% N
exp(ivy) f exp(—i(w — w;;)7)dT + exp(—ivy) / exp(—t(w + w;;)7)dT
Cr exp(ivy) [ exp(—i(w — wi;)7)dT + exp(—ivy) f exp(—i(w + w;;)T)dr
o0 o0
Cr exp(ivs) / exp(—i(w — wi;)7)dT + exp(—ivs) / exp(—i(w + w;;)7T)dr
C‘f exp(ivy) / exp(—t{w — wi;)7)dT + exp(—ivy) / exp(—i(w + w;;)7)d7}
Applying
271’0‘1-2)- = 271'E[a?j] = ST} (wij, Qij)AwiJ—/_\Gij (B17)
and
1 o0
— exp(—iwT)dr = §(w) (B.18)

2.0l M
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St ( Z Z Sp(wij, 035) Awi; A0 {

[exp( wl) + Crexp(ivy) + Crexp(ivs) + C2 exp(zu;)] 0(w ~ wij) +
[exp(—iv1) + Cr exp(—ivy) + Crexp(—ivs) + Chexpl(= 7,1)4)]
S(w + wij)} (B.19)

When w is assumed positive (one-sided spectra) é(w + w;;) will always be zero,
except for w = w;; = 0 in which case Sy(w,6) = 0. Hence

27 oo
Srem@)= [ [ 5,061 (B.20)
0 -0
[exp(iv1) + Crexp(iva) + Cr exp(ivs) + Cq exp(ivg))6(w — w') }dw'dd
And finally
2w
Spoma @ = Solw, 8) {exp(ivi) + Crexp(ive) + Cp exp(ivs)
0
+C% exp(ivs) } db (B.21)
where
v = Rgr0m— Kirts = k(zm —Tn) cosl + by ~ yu)sind
v = kijr®m —kijaen = k{@m —~ Tn)c0s8 + k{ynm + ys)sind
s = Ry p®m —Rii i@ = kom = on) 08l + kl=ym = y.)6inb

vg = kijpTm — ki pTn = k(T — Tn)cos0 + E(—ym + Y,) sind



The BDM Method

The prior probability distribution function given in (2.24) can be shown to cor-
respond to a multivariate Gaussian distribution. The distribution may be re—
written as shown below.

K 2 K
u
p(:c|u, 0—2) = ( 27‘_0) exp (_ﬁ Z(ﬂ;k_] — 2.’Ek + $k+1)2) (Cl)
k=1
v \¥ iz :
= = exp hicr_z'Dm, (C.2)
U o u?
_ L
= (\/ﬂg) exp( 52T Ma:) (C.3)
where
[ -2 1 0 0 1]
1 -2 1 0 0
0 1 -2 -~ 0 0
D = S L (C.4)
0 0 0 -2 1
1 0 0 I -2
M = DD [C.5)

In case the inverse of M does exist, it corresponds to the covariance matrix and
the distribution is said to be a nonsingular multivariate Gaussian distribution.
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110 APPENDIX C. THE BDM METHOD

If, however, M is singular but positive semidefinite, the distribution is said to
be a singular multivariate Gaussian distribution. Since det(M) is 0, the
matrix is singular, and the covariance matrix can not be calculated directly. The
distribution is still valid though, as the rank of D is less than its dimension (any
row is a linear combination of all remaining rows). See e.g. Tong (1990) or Larson
and Shubert (1979) for a more detailed mathematical description.

The parameter u is a so—called hyperparameter (or a nuisance parameter) and
provides the option of regulating the standard deviation, o /u. Physically this
is better understood by considering the distribution as a smoothing criteria, as
mentioned in section 2.5. Changing u to a lower value increases the standard
deviation, which for a given vector @ yields a higher probability. If instead the
probability is considered fixed, then the sum in (C.1) must be larger, which can
only be established for a less smooth distribution. Hence decreasing u relaxes

the smoothness criteria.
The Householder Method

The problem of optimizing (2.35) may be solved by using the Householder Met-
hod. The method is described in the following.

Jx) = |Az — B|?+ vu?|Dx|? (C.6)

Lo - {o. ]

The system of equations is overdetermined and may be solved in a least squares
sense.

(C.7)

How to obtain obtain (C.6) is described in Hashimoto and Kobune (1988) and
will not be presented here.

As (C.6) is invariant under orthogonal transformation it can be written as

_ o) AL ] B
- e )8

& i 2
B T A B &
"Q{U%D OM}{—I}

where Q is an orthogonal matrix having the dimension (M + K) x (M + K).

2

(C.8)

(C.9)

A B

Thus if Z = { ety

} and QT Z is transformed to an upper triangular
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matrix, say
[ Si1 S1.6 Siry1 ]
0 : . 3
Q"'z = | . Sk (C.10)
0 0  Skt1,x+1
O(m-1)x(k+1) i

then (C.8) reduces to

- - 2

S irr SR S1,K+1
J(x) = I -4 (C.11)
| O Sk,k | SK41,K+1
[ S11 0 Sik ] S1,K41 :
= z—9 + 8% 11,k41(C.12)
O Sk.x | SK,K+1

which can be solved by backsubstitution. The matrix Z has the dimensions
(M +K)x(K+1).

Q7 may be obtained by use of the Householder transformation method. Howe-
ver, only the matrix QT Z is needed within this application.
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Field Measurements

The following set of tables show some basic parameters calculated for the recor-
ded time series. Depths are average values at the deepest and highest positioned
gauges. Tide is the average linear trend in the time series. Estimates of Hp,,
(significant wave height based on myg, T, (mean period between zero crossing),
T, (mean period between crests), and € (spectral width parameter) are based on

spectral analysis, assuming

qu = 4\/7710 (Dl)
Tz = mg/mg (D2)
Tg = mg/m4 (D3)

2
g o= 41— —2 (D.4)
Mping

where m,, is the n-th spectral moment.

Hereafter follows a crude graphical presentation of the energy spectra averaged
for each recording. This is only to give some qualitative idea of the measured

waves in the frequency domain.

The last set of tables show the main results from the directional analysis.

113



114 APPENDIX D. FIELD MEASUREMENTS

Recording Depths Tide | Hn, T. Te £
m m m m s s
deod4r0.c17 | 15.63 17.16 —0.06 | 0.63 4.2 25 0.65
deodr0.c18 | 13.88 1550 —0.09 | 0.64 44 26 0.65
deodr0.c19 | 13.06 14.69 0.02 | 0.53 3.6 2.6 047
deodr0.c20 | 14.67 16.28 0.13 | 061 38 26 0.55
deo4r0.c21 | 15.65 17.27 —-0.04 | 08 5.2 2.7 0.73
deo4r0.c22 | 14.13 156.75 —0.10 | 1.02 5.1 3.0 0.66
deodr0.c23 | 13.11 14.74 0.01 0.77 42 29 0.51
deodr0.c24 | 14.64 16.25 0.14 | 087 44 29 0.57
deodr0.c25 | 15.69 1731 —-0.03 | 1.05 54 29 0.72
deo4r0.c26 | 14.06 15.67 -0.09 | 1.29 59 3.2 0.71
deodr0.c27 | 12.86 14.48 0.01 094 45 3.2 0.50
deodr0.c28 | 14.49 16.11 011 | 081 44 29 (.58
deo4r0.c29 | 16.10 17.73 0.01 | 0.68 41 26 0.59
deodrl.c21 | 17.29 18.90 0.05 | 086 4.1 25 0.63
deo4r1.c22 | 15.05 16.68 —0.25 | 059 33 2.5 042
deodrl.c23 | 11.90 13.53 —0.08 { 047 3.2 25 0.40
deodrl.c24 | 13.77 15.38 0.30 063 36 2.5 0.61
deo4rl.c25 | 17.32 18.93 002 | 1.11 47 27 0.67
deodrl.c26 | 15.13 16.75 —0.25 | 0.73 3.8 2.5 0.56
deodrl.c27 | 11.88 1350 —-0.08 | 0.52 3.5 2.5 0.50
deodrl.c28 | 13.89 15.50 034 | 0.74 3.9 26 0.57
deodrl.c29 | 17.68 19.29 0.05 | 149 57 28 0.75
deodr1.c30 | 15.36 1698 —0.24 | 156 6.5 2.8 0.81
deod4rl.c31 | 11.81 1343 -0.08 | 0.89 5.0 2.7 0.70
deo4r2.c00 | 13.66 15.28 030 | 1.29 49 3.0 0.62
deo4r2.c01 | 17.45 19.06 0.05 | 235 55 3.2 0.67
deod4r2.c02 | 15.18 16.80 —0.27 1.25 49 29 0.65
deo4r2.¢c03 | 11.76 13.38 —-0.07 | 0.81 4.7 26 0.69
deodr2.c04 | 13.83 15.45 033 | 1.04 46 2.7 0.64
deodr2.c05 | 17.90 19.51 0.05 | 277 5.5 3.5 0.60
deodr2.c06 | 15.45 17.07 —-0.28 | 2.23 54 3.2 0.64
deodr2.c07 | 11.80 1342 —-0.09 1.20 53 3.0 0.69
deo4r2.c08 | 13.64 15.25 0.34 156 51 3.1 0.63
deodr2.c09 | 17.53 19.14 0.03 267 58 34 0.66
deodr2.c10 | 15.30 16.92 —-0.29 | 182 54 3.2 0.65




Recording Depths Tide | Hmyg T T. £
m m m m s 8

deodr2.c11 | 11.90 13.562 —-0.09 | 1.28 5.8 3.2 0.70
deodr2.c12 | 13.81 15.42 030 | 1.39 5.1 32 0.62
deodr2.c13 | 17.58 19.20 0.06 | 3.04 6.1 36 0.65
deodr2.c14 | 15.33 1695 -0.24 | 133 55 3.1 0.68
deo4r2.c15 | 11.98 1360 -0.11 | 1.01 58 3.1 0.72
deodr2.c16 | 13.91 15.52 0.256 | 155 53 3.3 0.62
deodr2.c17 | 17.44 19.04 0.11 | 5.07 58 3.7 0.58
deodr2.c18 | 1523 16.84 —-0.22 | 293 55 34 0.62
deodr2.c19 | 12.08 13.65 -—0.09 | 1.82 5.7 3.2 0.68
deodr2.c20 | 13.98 15.54 027 | 207 54 33 0.63
deodr2.c21 | 17.43 19.00 0.03 ] 391 68 34 0.75
deo4r2.c22 | 15.23 16.81 —-0.22 | 1.67 55 3.0 0.69
deodr2.c23 | 11.98 1356 -—-0.06 | 1.06 58 2.7 0.78
deodr2.c24 | 13.76 15.34 024 | 136 56 3.1 0.70
deodr2.c25 | 17.29 18.87 004 | 245 68 34 0.75
deodr2.c26 | 15.561 17.09 —0.22 1.25 53 3.1 064
deo4r2.c27 | 12.71 1431 -0.09 | 1.07 54 28 0.73
deo4r2.c28 | 14.33 15.91 023 | 162 55 32 0.67
deodr2.c29 | 17.34 18.93 001} 299 57 33 068
deodr2.c30 | 156.22 1683 —0.22 | 1.86 57 3.1 0.69
deo4r2.c31 | 12.38 14.00 -0.08 [ 1.64 58 3.1 0.72
deod4r3.c00 | 14.03 15.65 013 | 21t 57 31 0570
deodr3.c01 | 16.96 18.60 0.00 { 3.20 6.1 3.5 0.67
deo4r3.c02 | 1524 16.89 -—-0.19 | 2.08 66 3.4 0.73
deo4r3.c03 | 13.13 1479 -—-0.04 | 1.39 6.0 3.0 0.75
deodr3.c04 | 14.89 16.55 0.21 | 209 6.1 32 0.72
deo4r3.c05 | 17.22 18.88 0.03 | 476 6.0 3.5 0.66
deodr3.c06 | 15.31 17.01 -0.19 | 229 6.0 33 0.71
deodr3.c07 | 12.77 14.47 001 161 61 30 075
deo4r3.c08 | 14.19 15.89 0.20 ; 162 55 31 070
deo4r3.c09 | 16.53 18.22 000 | 271 6.2 34 0.69
deo4r3.c10 | 15.11 16.81 -—-0.14 | 197 63 3.1 0.75
deo4r3.c11 | 13.27 1497 -0.03 | 1.09 52 29 0.69
deo4r3.c12 | 14.47 16.17 0.18 | 1.30 55 29 0.73
deo4r3.c13 | 16.58 18.27 003 | 167 63 29 0.79
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Recording Depths Tide | Hny, T. Te €

deod4r3.cl4 | 15.16 16.86 -—0.16 | 0.98 54 2.7 0.76
deod4r3.c15 | 13.18 1489 -0.04 | 084 55 2.6 0.78
deod4r3.c16 | 14.10 15.80 0.16 | 091 47 26 0.70
deo4r3.c17 | 16.04 17.74 -0.01 | 138 59 29 0.76
deo4r3.c18 | 1489 1659 -0.09 | 1.11 5.7 2.8 0.76
deodr3.c19 | 13.49 15.19 002 | 071 42 25 0.66
deodr3.c20 | 14.43 16.12 0.12 | 1.00 49 28 0.69
deod4r3.c21 | 16.12 17.81 0.02 | 206 5.3 3.3 0.62
deodr3.c22 | 1494 1664 -—0.12 | 143 50 3.1 0.63
deo4r3.c23 | 13.34 15.04 -0.03 | 1.16 53 3.1 0.67
deod4r3.c24 | 14.15 15.85 013 | 131 52 3.0 0.66
deo4r3.c25 | 15.87 17.57 0.04 | 203 5.2 33 061
deo4r3.c26 | 15.10 16.80 -0.10 | 1.36 5.0 3.1 0.61
deodr3.c27 | 13.77 1546 -0.05 | 1.12 52 29 0.69
deodr3.c28 | 14.22 1591 0.10 { 1.07 4.7 28 0.63
deodr3.c29 | 15.82 17.52 0.03 | 1.73 49 3.1 0.60
deodr3.c30 | 15.08 16.78 -—0.08 | 2.065 57 3.3 0.66
deodr3.c31 | 13.61 1530 -—-0.04 | 131 54 29 071
deodr4.c00 | 14.04 15.73 0.11 | 1.03 4.8 2.8 0.66
deodr4.c01 | 15.71 17.41 0.06 | 1.84 54 3.1 0.68
deodr4.c02 | 15.18 1688 -0.07 | 198 58 3.1 071
deodr4.c03 | 13.77 1546 -0.04 | 161 6.3 3.2 0.75
deodr4.c04 | 13.99 15.68 0.07 | 1.24 53 30 0.69
deod4rd.c05 | 15.66 17.36 0.07 { 1.55 54 3.0 0.69
deo4r4.c06 | 15.19 16.88 —0.10 | 1.90 6.2 3.1 0.75
deo4r4.c07 | 13.60 1530 -—-0.06 | 1.17 56 2.8 (.76
deodr4.c08 | 13.75 15.45 008 | 1.06 52 28 0.711
deodr4.c09 | 15.57 17.26 009 | 1.26 54 29 071
deodrd.cl0 } 1532 17.02 -0.08 | 136 56 3.0 0.72
deo4r4.cll | 1369 1539 -0.08 | 1.10 59 27 0.79
deodr4.c12 | 13.69 15.38 007 | 084 50 27 071
deodr4.c13 | 15.61 17.30 0.07 { 1.03 49 2.7 069
deodrd.cl4 | 1542 17.12 -0.09 | 1.28 51 2.9 0.68
deodr5.c06 | 15.70 1740 -0.13 | 1.21 6.1 2.9 0.78
deodr5.c07 | 13.03 14.74 -0.06 | 0.76 5.1 2.7 0.72




Recording Depths Tide | Hey T T €
m m m m s s

deo4r5.c08 | 13.23 14.93 0.15 { 0.51 3.8 26 0.53
deodr5.c09 | 16.31 17.99 013 | 0.83 48 2.7 0.69
deodr5.c10 | 15.74 1743 -0.14 ] 094 44 28 0.58
deodr5.c11 | 12.98 1468 —0.08 | 0.81 50 2.8 0.70
deodrb.c12 | 13.16 14.86 0.14 | 0.84 4.7 3.0 0.60
deodr5.c13 | 16.33 18.02 0.11 | 1.27 50 3.2 058
deodr5.c14 | 15.67 1737 -0.16 | 1.51 55 3.2 0.66
deodr5.c15 | 1294 1465 -0.09 | 1.06 55 3.0 0.71
deodr5.c16 | 13.56 15.26 017 | 1.22 57 33 067
deodr5.c17 | 16.83 18.52 0.13 | 223 56 33 065
deodr5.c18 | 15.78 1748 —0.17 | 1.82 59 34 0.67
deodr5.c19 | 12.97 14.67 -0.11 | 1.13 49 3.1 0.61
deodr5.c20 | 13.36 15.06 019 [ 1.20 50 3.0 063
deodr5.c21 | 16.59 18.28 009 | 248 5.7 34 0.64
deodrb5.c22 | 15.62 1732 -0.16 | 193 62 3.1 0.7
deodr5.c23 | 12.88 1459 -—-0.07 | 224 7.0 33 0.78
deodrb.c24 | 13.66 15.35 0.21 1.79 59 32 0.70
deodr5.c25 | 16.83 18.51 006 | 1.99 56 3.2 0.68
deo4r5.c26 | 1543 1712 —-0.18 | 198 6.1 34 0.69
deodr5.c27 | 12.55 1425 —0.09 | 1.20 5.1 3.0 0.66
deodr5.c28 | 13.36 15.06 0.21 | 1.35 4.7 29 0.62
deodr5.c29 | 16.61 18.30 008 | 186 52 32 0862
deo4r5.c30 | 15.28 16.98 —0.19 | 153 54 3.5 0.59
deo4r5.c31 | 12.65 14.25 —0.07 | 1.13 47 3.1 0.55
deo4r6.c00 | 13.80 15.50 023 | 1.20 44 3.0 0.55
deodr6.c01 | 16.92 18.61 0.05 | 1.50 50 29 0.66
deo4r6.c02 | 15.22 1692 -0.21 | 1.25 52 3.2 0.62
deodr7.c09 | 16.30 17.99 -0.01 | 1.22 46 3.1 0.55
deodr7.c10 | 1446 16.15 —-0.15 | 1.36 5.3 3.3 0.62
deodr7.c11 | 12.97 1467 —-0.01 | 096 48 2.8 0.65
deodr7.c12 | 14.49 16.18 018 | 0.94 47 28 0.65
deo4r7.c13 | 16.04 17.73 -0.03 | 1.78 5.2 3.3 0.61
deodr7.c14 | 1457 1626 —0.14 | 162 57 34 0.65
deodr7.c15 | 13.23 1493 -0.02 | 091 46 29 0.62
deodr7.c16 | 14.63 16.32 0.19 | 085 43 2.7 0.61
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0 04 0.2 0.3 0 0.1 0.2 0.3

0 0.1 0.2 0.3 0 0.1 0.2 0.3

Figure D.2: Row energy spectra.



Datafile Depth H.y Henm B Op Om,r Os.r C?l
m m m deg. deg. deg. deg.
deodr0.r17 16.0 | 0.525 0.349 | 2604 304 98.2 32.4 | 0.603
deodr0.r18 144 | 0.455 0.331 | 254.7 29.6 | 1044 30.5 | 0.733
deo4r(.r19 13.6 | 0.367 0.346 | 265.6 28.2 | 101.9 27.8 | 0.902
deodr0.r20 15.2 | 0.360 0.421 | 268.0 32.1 87.3 314 | 1.149
deo4r0.r21 16.2 | 0.533 0.455 | 255.9 26.9 94.0 30.1 | 0.886
deo4r(.r22 14.6 | 0.736 0.506 | 237.2 27.7 | 112.6 32.3 | 0.692
deodr(.r23 13.6 | 0.546 0.410 | 230.0 245 | 120.1 30.9 | 0.751
deo4r0.r24 15.1 | 0.478 0.576 | 232.2 32.2 | 114.7 32.8 | 1.192
deo4r0.r25 16.2 | 0.684 0.630 | 239.7 31.1 | 115.8 32.2 | 0.923
deo4r(.r26 146 | 0.810 0.595 | 234.2 243 | 111.8 32.7 | 0.715
deo4r0.r27 13.4 | 0.576 0.532 | 231.7 19.5 | 108.8 32.2 | 0.861
deodr0.r28 15.0 | 0.569 0.518 | 236.8 32.7 | 106.5 354 | 0.921
deo4r0.r29 16.6 | 0.463 0.536 | 253.2 29.2 | 103.8 29.9 | 1.096
deo4rl.r21 17.8 | 0.576 0.521 | 269.8 26.8 93.6 33.1 | 0.961
deodrl.122 15.6 | 0.337 0.468 | 281.0 27.5 83.3 28.0 | 1.293
deo4rl.r23 12.4 | 0.295 0.318 | 2624 29.7 96.8 30.3 | 1.113
deodrl.r24 14.3 | 0.379 0.400 | 255.5 226 93.1 23.6 | 0.952
deodrl.r25 17.8 { 0.599 0.605 | 277.0 21.8 82.9 228 | 0.947
deodrl.r26 156 | 0.393 0.527 | 271.8 286 773 27.3 | 1.232
deodrl.r27 12.4 | 0.358 0.334 | 260.2 26.6 | 105.3 28.4 | 0.856
deo4rl.r28 14.4 | 0.456 0.504 | 266.5 25.9 93.5 26.8 | 1.045
deodrl.r29 18.2 | 1.017 0.903 | 271.0 271 80.3 28.5 | 0.901
deo4r1.r30 15.9 | 0.859 0.754 | 270.2 239 86.5 27.3 | 0.914
deo4rl.r31 12.3 | 0.728 0.341 | 253.1 27.0 | 116.3 33.6 | 0.418
deo4r2.r00 14.2 | 0.908 0.862 | 272.1 28.9 84.2 264 | 0.979
deodr2.x01 18.0 | 1.551 1.500 | 272.3 224 826 27.0 | 1.014
deodr2.r02 15.7 | 0.900 0.827 | 271.6 30.6 85.7 30.0 | 0.931
deodr2.r03 12.3 | 0.627 0.385 | 253.8 27.6 | 106.6 33.5 | 0.560
deodr2.r04 14.3 | 0.757 0.645 | 2716 288 84.3 30.0 | 0.872
deo4r2.105 18.4 | 1.896 1.681 | 276.6 24.0 85.9 269 | 0.875
deo4r2.r06 16.0 | 1.802 1.405 | 265.8 28.6 86.7 30.9 | 0.799
deodr2.r07 12.3 | 0.9556 0.515 | 262.5 20.7 919 294 | 0.449
deodr2.r08 14.1 | 1.100 0.881 | 268.1 23.5 91.4 226 | 0.758
deo4dr2.109 18.0 | 1.647 1.647 | 269.4 30.5 76.0 23.4 | 1.066
deodr2.r10 158 | 1.209 1.183 | 271.2 294 80.2 30.3 | 0.994
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Datafile Depth | Hsy Hsr | Omi1 o851 | 6mir 08,2 Cr

deodr2.r1l 124 | 0.973 0476 | 260.2 21.2 | 102.1 31.8 | 0.549
deodr2.r12 14.3 | 1.023 0.929 | 274.2 25.0 83.5 23.1 | 0916
deo4r2.r13 181 | 1.909 1.008 | 272.8 25.6 829 23.7 | 0.986
deo4r2.r14 158 | 0.834 1.112 | 266.5 28.1 85.3 34.5 | 1.074
deo4r2.r15 125 | 0.773 0.538 | 259.5 25.0 | 107.9 33.0 | 0.527
deo4r2.r16 144 | 1.021 0.909 | 277.2 268 82.4 22.8 | 0.893
deodr2.r17 179 | 3.437 0.855 | 284.6 24.0 75.6  23.2 | 0.845
deo4r2.r18 15.7 | 1.940 1.140 | 269.4 28.1 87.6 243 | 1.035
deo4r2.r19 126 | 1.519 0.436 | 264.3 20.3 96.4 31.6 | 0.465
deo4r2.r20 144 | 1.407 0.868 | 271.9 226 85.6 21.5 { 0.937
deo4r2.r21 17.9 | 2.846 0.764 | 267.6 25.5 97.5 28.7 | 0.766
deodr2.r22 157 | 1.183 0.866 | 272.8 27.2 874 294 | 0.894
deo4r2.r23 125 | 0.788 0.478 | 255.1 25.6 | 107.4 29.0 | 0.512
deodr2.r24 14.3 | 1.008 0.925 | 267.8 30.0 90.7 27.8 | 0.862
deo4r2.r25 17.8 | 1.604 0.749 | 273.1 244 835 208 { 0.746
deo4r2.r26 16.0 | 0.851 0.924 | 274.1 289 784 29.1 | 0.885
deo4r2.r27 13.2 | 0.724 0.771 | 268.0 22.7 93.4 252 | 0.731
deo4r2.r28 14.8 | 1.200 0.921 | 273.0 25.7 86.8 253 | 0.888
deo4r2.r29 17.8 | 2.038 0.952 | 275.9 24.3 81.8 27.4 | 0.937
deo4r2.r30 15.7 | 1.283 1.135 | 275.0 27.1 85.2 25.8 { 0.957
deo4r2.r31 12.9 | 1.238 0.534 | 265.0 18.3 89.5 27.7 ) 0.519
deo4r3.r00 14.5 | 1.390 1.027 | 279.7 26.2 83.9 23.3 | 0.948
deo4r3.r01 17.5 | 2.255 0.926 | 273.3 222 79.9 26.1 | 0.898
deo4r3.r02 15.7 | 1.476 0.944 | 278.5 262 85.6 259 | 0.927
deo4r3.r03 13.6 | 0.927 0.788 | 268.2 16.9 89.9 21.1 | 0.871
deo4r3.r04 15.4 | 1.2556 1.219 | 275.3 203 85.0 183 | 1.133
deo4r3.r05 17.7 | 3.522 0.864 | 267.5 244 93.6 26.1 | 0.809
deodr3.r06 15.8 | 1.586 0.986 | 267.5 204 80.4 25.6 | 0.957
deo4r3.r07 13.3 | 1.211 0.615 | 262.4 21.6 | 102.6 25.9 | 0.597
deo4r3.r08 14.7 | 1.230 0.812 | 272.3 26.6 86.8 25.8 | 0.804
deo4r3.r09 i7.0 | 1.736 1.027 | 277.0 26.0 78.0 27.5 ) 0.974
deo4r3.r10 15.6 | 1.231 0973 | 266.1 30.3 88.1 28.5 | 0.946
deodr3.rll 13.8 | 0.809 0.737 | 257.1 284 923 298 | 0.727
deo4r3.r12 15.0 | 0.796 1.037 | 264.6 31.0 86.6 27.8 | 1.003
deo4r3.r13 17.1 | 1.236 0.867 | 271.3 26.3 81.6 27.5 | 0.849




Datafile Depth Hy ¢ H; r Om,y G Ok O8r Cr
m m m deg. deg. deg. deg.
deo4r3.r14 15.7 { 0.638 0.587 | 266.0 27.2 | 82.7 284 | 0.932
deodr3.r1b 13.7 | 0.546 0.356 | 266.0 27.5 | 107.0 30.2 | 0.662
deodr3.rl6 14.6 | 0.625 0.566 | 2745 27.7 81.2 25.7 | 0.927
deodr3.r17 16.6 | 0.863 0.890 | 276.7 25.6 | 71.6 27.3 | 1.077
deodr3.r18 154 | 0.696 0.629 | 270.6 250 } 83.5 24.6 | 0.977
deo4r3.r19 14.0 | 0.484 0.447 | 270.1 289 | 846 27.6 | 0.902
deo4r3.r20 15.0 | 0.674 0.636 | 280.0 28.0 | 83.2 28.4 | 0.959
deo4r3.r21 16.6 | 1.612 1.262 | 284.7 20.2 | 825 24.3 | 0.816
deo4r3.r22 15.5 | 0.993 0.894 | 267.5 30.8 | 86.2 29.3 | 0.934
deodr3.r23 13.9 | 0913 0.678 | 273.7 20.0 | 90.2 23.1 | 0.766
deo4r3.r24 14.7 | 0932 0.793 | 284.2 266 | 750 27.4 | 0.864
deodr3.x25 16.4 | 1452 1.082 | 2826 229 | 80.5 26.3 | 0.745
deo4r3.r26 15.6 | 1.086 0.828 | 2704 30.3 | 821 30.9 | 0.787
deodr3.r27 14.3 | 0.894 0.613 | 2729 20.8 | 89.7 248 | 0.704
deo4r3.r28 14.7 | 0.761 0.693 | 274.1 25.9 83.5 24.2 | 0.917
deo4r3.r29 16.3 | 1.212 1.070 | 285.7 25.0 | 71.3 24.2 | 0.915
deodr3.r30 156 | 1.348 1.164 | 2736 27.7 | 877 26.2 | 0.871
deo4r3.r31 14.1 | 1.012 0.755 | 2723 25.0 | 91.4 29.7 | 0.793
deo4r4.r00 146 | 0.724 0.571 | 280.2 27.7 | 844 257 | 0.804
deodr4.r01 16.2 | 1.354 1.059 | 284.9 21.3 81.1 27.0 | 0.789
deod4r4.r02 15.7 | 1.506 1.187 | 268.2 26.3 971 272 | 0.698
deo4r4.r03 14.3 | 1.062 0.826 | 2704 243 | 81.1 26.0 | 0.811
deodr4.r04 14.5 | 0.809 0.659 | 278.4 25.2 | 84.7 25.0 | 0.837
deodr4.r05 16.2 | 1.043 0.939 | 280.0 25.8 75.6 27.2 | 0.918
deo4r4.r06 15.7 | 1.344 1.344 | 272.0 239 | 845 223 | 1.038
deodr4.r07 14.1 | 0.780 0.680 | 274.7 225 | 839 22.8 | 0.738
deo4r4.r08 14.3 | 0.735 0.651 | 279.5 29.6 | 82.1 27.7 | 0.897
deodr4.r09 16.1 | 0.791 0.848 | 281.0 26.1 69.1 244 | 0.979
deodr4.r10 159 | 0.992 0.799 | 260.7 282 | 846 32.1 | 0.826
deodr4.rll 14.2 | 0.685 0.534 | 264.8 22.6 | 99.7 21.7 | 0.778
deodrd.r12 14.2 | 0.558 0.516 | 271.1 26.0 | 84.0 28.1 | 0.945
deodr4.r13 16.1 | 0.628 0.609 | 283.0 30.0 74.2 27.0 | 0.984
deodrd.rl4 16.0 | 0.943 0.834 | 269.6 33.0 74.5 31.5 | 0.918
deodr5.r06 16.2 | 0.718 0.547 | 262.0 30.7 | 98.0 334 | 0.781
deodr5.r07 13.6 | 0.526 0.364 | 252.7 28.1 { 105.2 33.3 | 0.628

121




122 APPENDIX D. FIELD MEASUREMENTS

Datafile Depth | Hsy Hsr | Omg o061 | Ompr 0oar Cr

deodr5.r08 13.8 | 0.306 0.371 | 275.5 28.8 86.8 26.3 | 1.248
deo4r5.r09 16.8 | 0.494 0.518 | 271.0 28.8 81.4 299 | 1.037
deodrb.r10 16.3 | 0.580 0.555 | 282.6 27.8 82.4 28.1 | 0.934
deo4r5.r1l 13.5 | 0.568 0.388 | 253.9 28.0 | 100.5 29.5 | 0.664
deodr5.ri2 13.7 | 0.543 0458 | 273.0 279 844 275 | 0.830
deo4rb.r13 16.9 | 0.826 0.905 | 284.6 234 73.3 25.4 | 1.151
deo4r5.r14 16.2 | 0.865 0.928 | 275.9 30.8 80.3 31.5 | 1.115
deodr5.r15 13.5 | 0.752 0.527 | 274.3 25.1 88.9 26.8 | 0.757
deodr5.r16 14.1 | 0.806 0.674 | 288.1 25.2 84.8 244 | 0.822
deo4rb.r17 174 | 1.597 1.437 | 278.6 22.8 80.4 28.5 | 0.914
deodr5.r18 16.3 | 1.236 1.223 | 269.4 25.0 75.5 2564 ) 1.013
deo4r5.r19 13.5 | 0.861 0.646 | 262.9 25.6 1.2 30.7 { 0.771
deo4r5.r20 139 | 0.951 0.681 | 273.5 26.1 85.9 278 | 0.735
deodrb.r21 17.1 | 1.737 1.424 | 279.0 23.0 73.6 26.7 | 0.817
deodr5.r22 16.2 | 1.300 1.175 | 270.9 27.8 79.8 29.0 | 1.025
deo4r5.r23 13.4 | 1.587 0924 | 263.0 21.0 97.5 27.7 | 0.542
deodrb.r24 14.2 | 1.250 1.019 | 272.9 2b.2 89.0 26.0 | 0.830
deodr5.r25 17.3 | 1.336 1372 | 268.0 25.5 80.7 24.1 | 1.061
deo4r5.r26 16.0 | 1.269 1.254 | 268.3 264 85.6 23.8 | 1.058
deodrb.r27 13.1 | 0.922 0.546 | 263.2 224 | 1009 31.3 | 0.567
deo4dr5.r28 13.9 | 1.047 0.772 | 275.0 25.7 85.4 29.4 | 0.756
deodr5.r29 17.1 | 1.312 1.276 | 273.5 248 871 287 | 1.021
deodr5.r30 15.8 | 1.103 0.907 | 263.5 28.7 85.7 28.5 | 0.848
deodr5.r31 13.1 | 0.899 0.528 | 265.0 23.5 96.3 30.0 | 0.565
deo4r6.r00 14.3 | 0.912 0.721 | 2785 29.9 82.1 30.1 | 0.740
deodr6.1r01 17.4 | 0.993 0976 | 271.8 30.8 73.6 30.4 | 1.028
deo4r6.r02 15.8 | 0.907 0.775 | 266.2 28.8 909 29.8 | 0.858
deo4r7.r09 16.8 { 0.910 0.745 | 274.7 29.2 75.8 29.5 | 0.827
deo4r7.r10 15.0 | 0.953 0.582 | 261.3 25.6 84.7 32.8 | 0.596
deo4r7.r11 13.5 | 0.671 0.544 | 278.9 223 84.1 25.1 | 0.817
deodr7.r12 15.0 | 0.646 0.529 | 281.1 26.0 81.8 26.8 | 0.815
deodr7.r13 16.6 | 1.291 1.028 | 276.0 26.8 788 27.3 | 0812
deo4r7.r14 15.1 | 1.076 0.904 | 273.4 27.0 84.3 27.0 | 0.856
deo4r7.rlb 13.8 | 0.661 0.482 | 268.2 189 82.8 223 | 0.741
deo4r7.r16 15.2 | 0.604 0.523 | 273.3 28.1 79.6 294 | 0.868




Simulations

The following tables show the results from the directional analysis of the simu-
lations described in Chapter 5.

For comparison the following variables are introduced.

Ar = 90° -0, = O, r — 270° (El)
Apy = $0°=8,4 (E.2)
Apr = 6Ompr—270° (E.3)

Ap denotes the difference between main directions and the normal to the struc-
ture according to target values. Apg s and Ag g denote the same difference
according to estimated values for incident and reflected waves respectively.
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Model Target [°) Estimated [°]
Test | B Pomm Ar | Omr Agr Omnr AgRr

2f 5 90 270 0] 905 -05 270.2 0.2
6 80 280 10 | 80.5 9.5 279.6 9.6
7 70 200 20 | 73.3 16.7 286.7 16.7
8 60 300 30| 689 21.1 289.8 19.8
o[ 90 270 0|91 -01 2700 00|
10 80 280 10| 79.9 101 279.5 9.5
11 70 200 20| 70.3 19.7 289.2 19.2
12 60 300 30| 63.7 263 2964 26.4

2h 23 90 270 0| 900 0.0 270.8 0.8
24 80 280 10 | 82.5 7.5 2778 7.8
25 70 200 20 { 73.4 16.6 286.9 16.9
26 60 300 30 66.5 23.5 290.8 ZO.SJ

21 30 90 270 0| 89.7 0.3 270.1 0.1
31 80 280 10 | 80.5 9.5 276.9 6.9
32 70 290 20 | 72.6 17.4 285.2 15.2
33 60 300 30| 63.3 26.7 293.2 232
34 90 270 01901 -01 2742 4.2
35 80 280 10 | 80.3 9.7 286.2 16.2
36 70 200 20! 781 11.9 2955 25.5
37 60 300 30| 69.6 204 297.2 o972
38 50 310 40| 641 259 309.1 39.1

Table E.1: Model-2f/h/I.



Model Target [°] Estimated [°]
Test Qm’[ Gm,R AT Qm,_[ AE,] Om.R AE,R
31 15| 89.5 2705 051 914 -—-14 2822 12.2
16 | 99.5 260.5 -9.5 | 101.3 -11.3 272.0 2.0
17 { 109.5 250.5 -19.5 | 110.3 -21.3 2584 —11.6
18 | 1195 2405 -29.5 | 1178 -27.8 251.9 -—18.1
19 | 129.5 230.56 —-39.5 | 1259 -359 2445 -25.5
41 20 | 88.4 271.6 16 | 90.7 -0.7 291.2 21.2
21 984 261.6 -8.4 | 100.7 -10.7 276.1 6.1
22 | 1084 2516 —184 | 109.5 -19.5 2564 -—13.6
23 | 1184 241.6 —-284 | 1183 -283 253.8 -16.2
24 | 1284 2316 —-384 | 1263 -36.3 2382 -31.8
25 | 1384 2216 —484 | 1340 —~44.0 2259 —44.1
ol 26 | 86.6 2734 34| 876 2.4 2891 19.9
27 ] 966 263.4 —-66 | 976 —-7.6 2735 3.5
28 | 1066 2534 —16.6 | 1076 -17.6 255.8 —14.2
29 1 1166 2434 -26.6 | 116.7 -26.7 2345 -35.5
30 | 1266 2334 -—-36.6 | 125.0 -35.0 209.3 —60.7
31 11366 2234 —466 ) 1329 -429 2115 -—585
32 | 146.6 2134 —56.6 | 139.7 -496 2034 —66.6

Table E.2: Model-3I, -4l, -5l.
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Performance Analysis
of the BDM Method

F.1 Introduction

F.1.1 Purpose

In order to evaluate the ability of the BDM method, Hashimoto et. al. 1988,
when applied to reflected shortcrested waves, some numerical simulations have
been carried out. This note presents the estimates of the directional wave spectra
and reflection coefficients, which have been obtained by use of the BDM method.
The results are presented as graphs showing the estimated reflection coefficients
together with the estimated main directions and directional spreading of the
incident and reflected waves respectively. The results are shown in the frequency
domain.

The method has been used to estimate the reflection from various caisson struc-
tures in a physical model, Helm-Petersen 1994. The results are believed to be
reliable in most cases. The numerical simulations presented here also aim at an
evaluation of the reliability of these results.
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F.1.2 The BDM Method

The BDM method is used for the estimation of directional wave spectra. Sub-
sequently it may be used for estimating the reflection from coastal structures
exposed to short-crested waves. This implies that the ranges of directions, where
incident and reflected waves may occur respectively, are known.

The BDM method, in the present implementation, does not account for the
reflected waves directly. That is, the distance from the measurering points to
the reflecting structure is not assumed known. This is an advantage in cases,
where the reflection points is not a unique well defined line, which is only the
case for a non perforated vertical wall type of structure.

F.2 Test Conditions

In general the simulation parameters correspond to the configuration in the
’Caisson Investigations’, Helm-Petersen (1994).

F.2.1 Numerical Simulation of Waves

A white-noise filtering method has been used for numerical generation of wave-
fields. The filter length was 245 elements. Incident waves were generated in 40
directions in the range [180°; 360°], cf. Figure F.1. Timeseries, with a duration
of 12 minutes were generated with a sampling frequency of 5H 2.

F.2.2 Wave Parameters and Test Set—Up

The JONSWAP wave spectrum (v = 3.3) and the Mitsuyasu directional sprea-
ding function were used in the simulations. The depth of water was 0.61m. The
wave elevations were simulated in a 5x2 array of wave gauges. The mutually
distances were 0.5m, and the distance to the reflection line was 1.0m, except
when something else is stated. The following two tables show the main direction
and spreading of the simulated waves and the reflection coeflicient applied in the
various tests.
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F.3 Analysis

F.3.1 Spectral Analysis

Test series 1.

1.0m

Test series 2.

direction
of travel

Figure F.1: Set-up of wave gauges.

Label | vy Omr s Cr Label g Bumr § Cg
Testl | 270° 90° 7 0.0 Testlx 270° 90° 29 0.0
Test2 | 270° 90° 7 0.4 Test3x 270 90° 29 09
Testd | 270° 90° 7 0.9 Testdx1l | 230° 130° 3 04
Test4 | 250° 110° 7 0.4 Testdx2* | 230° 130° 7 04
Testd | 250° 110° 7 0.9 Test5x3t | 230° 130° 7 04
Test6 | 230° 130° 7 0.4 * denotes alternative wave gauge array
Test7 | 210° 150° 7 0.9 I denotes spatial errors in input

The BDM method is based on a spectral analysis of the measured wave elevation
timeseries. The spectral estimates are derived by use of Fast Fourier Transfor-
mation. The timeseries are divided into subseries, which have been tapered over
10% in each end using the cosine-squared function. The subseries contain 256
elements, which result in 14 subseries. The loss in variance due to tapering are
regained by proper amplification of the timeseries. Overlapping of subseries has

not been applied.

Only frequencies containing more variance than 5% of the maximum variance
were analysed. The directional spreading functions were discretized into 36 in-
tervals causing a directional resolution of 10°.

F.3.2 Results

Table F.1 shows the results from the directional analysis.
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Label HSI HsR CR Gm,_r gg,I gm,R 06,R
Test1 0.131 0.036 0.25 2694 226 873 353
Test2 0.132 0.067 0.51 2699 22.7 881 289
Test3 0.136 0.125 092 2704 238 89.0 24.7
Test4 0.131 0.065 049 2546 231 1103 303
Testd 0.134 0.123 0.93 2544 25.1 106.2 255
Test6 0.127 0.066 0.52 239.7 23.7 1293 325
Test7 0.128 0.124 0.97 2247 242 138.7 24.2
Testlx | 0.137 0.008 0.02 2698 114 841 36.1
Test3x | 0.144 0.128 0.89 269.8 156 908 173
Testbx1 | 0.125 0.076 0.60 241.8 31.8 131.6 35.5
Testbx2 | 0.127 0.070 0.55 241.2 24.5 122.1 346
Test5x3 | 0.128 0.066 0.52 239.0 24.0 1278 33.8

Table F.1: Results of analysis with BDM.
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F.4 Evaluation

The BDM method has been applied to numerically generated reflected shortcre-
sted waves. The tests conditions were adapted from the ’Catsson Investigations’.
Only test concerning a non perforated vertical wall were performed in order to
reduce the amount of tests. The vertical wall type of structure was chosen, since
simulation of reflection from such a structure is relatively simple and close to
reality. A possible influence of the wave steepness (Hyg/Lgp = 0.04) on the
reflection was ignored.

Considering the difficulties in estimating reflection from a structure exposed to
shortcrested waves, the ability of the BDM method is reasonable. The estimated
reflection coeflicient as a function of frequency is contaminated with some scatter,
but the total weighted reflection coefficients is estimated quite well, although
always slightly higher than the target value. Main directions of both incident
and reflected waves are estimated within a range of £10° (5° in most cases).
The directional spreading is also estimated close to the target values, but some
fluctuations do occur, which is reflected in the scatter of the estimated reflection
coefficients. This consideration encourages to perform some averaging of the
reflection coefficients, which has not been done in the presented results.
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Additional conditions subjected to analysis.

¢ Number of gauges and type of array.
The number of gauges are important to the performance of the BDM met-

hod. This is believed mainly to be due to the inhomogeneous conditions
occuring in front of the reflecting structure due to phase locking. Simu-
lations have been performed with a varied number of gauges and various
types of arrays. These are not presented within this note, but the number
of gauges is found to be more important than the type of array. If only a
few gauges are available the type of array should be chosen carefully.

e Duration of timeseries.
The duration of the tests are relatively short. A few tests have been per-

formed having twice the duration. The influence on the results were negli-
gible, indicating that the duration beyond a certain limit (here approx. 500
waves) has only little influence on the results.

e Sample frequency.
The sample frequency should be high enough, in order to achieve a Nyquist
frequency higher than the highest frequency having any significant wave
energy in the wave energy spectrum. A higher sample frequency does not

improve the results.
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