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Bayesian analysis of Markov point processes

Kasper K. Berthelsen and Jesper Mgller

Abstract

Recently Moller, Pettitt, Berthelsen and Reeves [17] introduced a
new MCMC methodology for drawing samples from a posterior distri-
bution when the likelihood function is only specified up to a normal-
ising constant. We illustrate the method in the setting of Bayesian
inference for Markov point processes; more specifically we consider a
likelihood function given by a Strauss point process with priors im-
posed on the unknown parameters. The method relies on introducing
an auxiliary variable specified by a normalised density which approx-
imates the likelihood well. For the Strauss point process we use a
partially ordered Markov point process as the auxiliary variable. As
the method requires simulation from the “unknown” likelihood, per-
fect simulation algorithms for spatial point processes become useful.

Keywords: Bayesian inference; Markov chain Monte Carlo; Markov point
process; Partially ordered Markov point process; Perfect simulation; Spatial
point process; Strauss process.

1 Introduction

Markov point processes [16, 19, 14] are models for point processes with in-
teracting points, and they constitute one of the most important classes of
spatial point process models. The basic problem with parametric inference
for such point processes is the presence of a normalising constant which can-
not be evaluated explicitly, cf. Chapter 9 in [19]. So far most work on para-
metric inference for Markov point processes have concentrated on parameter
estimation based on maximum pseudo likelihood estimation [1, 5, 13] or ap-
proximate maximum likelihood estimation using Markov chain Monte Carlo
(MCMC) algorithms [9, 10, 18, 19]. Apart from a few papers [3, 12], very
little has been done on Bayesian inference for Markov point processes.



In this paper we consider the problem of simulating from a posterior density

m(0ly) o< ()7 (y]0) (1)

when the likelihood
T(yl0) = qo(y)/ Zo (2)

is given by an unnormalised density gq(y) with an unknown normalising con-
stant (or partition function) Zy. By “unknown”, we mean that Z, is not
available analytically and/or that exact computation is not feasible. Indeed
this is the case when (2) is a likelihood function for a parametric family of
Markov point process models, cf. [16, 19].

For example, consider a Strauss process defined on a region S C R? of area
|S| € (0,00). This has a density

1
m(y|f) = Zﬁ"(y)vs’*(y) (3)

with respect to u, which denotes a homogeneous Poisson point process on S
with intensity one. Further, y is a point configuration, i.e. a finite subset of
S; 6 = (06,7, R), with # > 0 (known as the chemical activity in statistical
physics), 0 < v < 1 (the interaction parameter), and R > 0 (the interaction
range); n(y) is the cardinality of y; and

sry)= Y 1ln—¢| <R

{€n}Cy:E#n

is the number of pairs of points in y within a distance R from each other.
Figure 1 shows a realisation y of a Strauss point process, where sg(y) is given
by the number of pairs of overlapping discs with diameter R/2 and centred
at the points in y. For v = 1, we obtain a homogeneous Poisson process
on S with intensity 5. For v < 1, typical realisations look more regular
than in the case v = 1. This is due to inhibition between the points, and
the inhibition gets stronger as v decreases or R increases. The normalising
constant is unknown when v < 1, since

Zy =e Sl 4 o718 Zﬁn/ h ‘/VSR({yl’”"y"}) dyy -+ - dy,
n=1 s o

where the n-fold integrals are unknown, cf. [14].

It is not straightforward to generate samples from (1) by MCMC algorithms:
Consider a Metropolis-Hastings algorithm, see e.g. [20]. If # is the current
state of the chain generated by the algorithm, and if a proposal 8’ with density
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Figure 1: Realisation of a Strauss point process on the unit square, with
(8,7, R) = (100,0.5,0.05), and generated by perfect simulation algorithm
(dominated CFTP, see[15]). Circles centred at points have radii 0.025.

p(6']0) is generated, then €' is accepted as the new state with probability
a(0'|0) = min{1, H(¢'|0)}, and otherwise we retain 6. Here

_ x(@ly)p(0]6)

H10) = Gpe)

is the Hastings ratio. By (2),

@ )pl8) | 2
HO0) = = ) asly)p(010) / Z @)

is unknown, since it depends on the ratio of unknown normalising constants

ZGI/ZG.

Because of their intractability, earlier Bayesian work on Markov point pro-
cesses attempted to avoid algorithms involving unknown normalising con-
stants. An example in connection to spatial point processes is Heikkinen
and Penttinen [12], who instead of estimating the entire posterior distribu-
tion, focused on finding the maximum a posteriori estimate for the interaction
function in a Bayesian model where the likelihood function is given by a pair-
wise interaction point processes (like the Strauss process) and its normalising
constant is unknown. Recently, Berthelsen and Mgller [3] performed a more
detailed Bayesian MCMC analysis, using path sampling [8] or, as it is known
in statistical physics, thermodynamic integration, for estimating the ratio of
normalising constants.




Section 2 considers the approach introduced by Mgller et al. [17] which
avoids approximations of (ratios of) normalising constants such as those dis-
cussed above. Their approach consists in introducing an auxiliary variable x
into a Metropolis-Hastings algorithm for (6, z) so that ratios of normalising
constants no longer appear but the posterior distribution for 6 is retained.
Access to algorithms for making perfect (or exact) simulations [2, 11, 15, 19]
from (2) is an important ingredient as explained later. Section 3 applies this
approach to a Bayesian analysis of a Strauss process. This section has ear-
lier been published as a part of the research report [17]. Finally, Section 4
contains some concluding remarks.

2 Auxiliary variable method

Consider the general setting (1) when Zy in (2) is unknown. The method
described in this section applies for Markov point process models as well
as many other statistical models with an unknown normalising constant, cf.
[17].

We introduce an auxiliary variable x defined on the same space as the state
space of y. Assume that = has a normalised conditional density f(z|6,y), so
that the joint density of (0, z,y) is given by

(0,2, y) = f(x|0,y)m(y|0)m(6).

The posterior density with 7(y|f) given by (2),

(0, x|y) oc f(x|0,y)m(0)qe(y)/ Zo

still involves the unknown Zj.

A Metropolis-Hastings algorithm for drawing from 7(6, z|y) has a Hasting
ratio given by

(0,2 |y)p(0, x|0', x')

(0, z|y)p(0', '|0, x)

[0, y)m(6")qo (y)p(6, |6, x')/Ze'
f(2]0,y)m(0)ae(y)p(0', 27|60, 2) | Z

where p(¢,2'|0, x) is the proposal density for (6, 2’). The proposal density
can be factorised as

H(0', 2|0, )

p(0', 210, z) = p(2'10',0,x)p(0'|0, x) (5)



and the choice of proposal distribution is arbitrary from the point of view of
the equilibrium distribution of the chain of #-values. Hence we may take the
proposal density for the auxiliary variable 2’ to be the same as the likelihood,
but depending on &', rather than 6,

p(@'16",0,z) = p(2'|6") = qo (") / Zo- (6)
Then
S@N0 y)m (") g0 (y)qo(x)p(0]0", 27) 7
f (@10, y)m(0)qo(y)qo (2 )p(0'160, ) -
does not depend on Zy /Zy, and the marginalisation over x of the equilibrium
distribution 7 (0, z|y), gives the desired distribution 7(f|y). In contrast to (4)
we now have a much simpler problem of finding the ratio of the distributions
of the proposed and current auxiliary variable, f(2'|0',y)/ f(x|0,y), the other
factors in (7) presenting no difficulty in evaluation.

H,2'|0,z) =

Henceforth, for simplicity, we assume that

p(6'16, ) = p(¢']0) (8)
does not depend on z. For simulation from the proposal density (5) we
suppose that it is straightforward to make simulations from p(#’'|f) but not
necessarily from p(z'|0', 0, x); for p(z'|0’, 0, x) given by (6) appropriate perfect
simulation algorithms [2, 11, 15, 19] are used to avoid convergence questions
of straightforward MCMC algorithms.

A critical design issue for the algorithm is to choose an appropriate auxil-
iary density f(z|0,y) and proposal density p(¢’|0) so that the algorithm has
good mixing and convergence properties. Assume for the moment that Zj
is known and the algorithm based on (4) has good mixing properties. If we
let f(x|0,y) = qo(x)/Zy, then by (8), (7) reduces to (4), and so the mixing
and convergence properties of the two Metropolis-Hastings algorithms using
(4) and (7) are the same. Furthermore, recommendations on how to tune
Metropolis-Hastings algorithms to obtain optimal acceptance probabilities
may exist in the case of (4). This suggests that the auxiliary distribution
should approximate the distribution given by gy,

[ (@0, y) ~ qo(x)/ Zs. (9)
It is interesting to notice that if equality holds in (9), then the states from
the chain for the auxiliary variable x can be interpreted as posterior predic-
tions. Choices where (9) are satisfied will be discussed in the following. One
particular choice is

f(=10,y) = a3(y)/ Zs, (10)
where 6 is fixed. This choice is expected to work well if the posterior distri-
bution is concentrated around 6.



3 The Strauss process

The Strauss process (3) is an example of a so-called locally stable point pro-
cess, and in fact most Markov point processes used in applications are locally
stable [9, 19]. Locally stable point processes can be simulated perfectly by
an extension of the Propp-Wilson CFTP algorithm, called dominated CFTP,
see [15]. Maximum likelihood and maximum pseudo likelihood estimation for
the Strauss process is well established [1, 3, 5, 9, 10, 13, 18, 19].

3.1 Specification of auxiliary point processes

In Section 3.2 we consider results for three different kinds of auxiliary vari-
ables (referred to as auxiliary point processes) with densities f = fi, f2, f3
with respect to p. In the sequel, for simplicity, we fix R, though our method
extends to the case of varying interaction radius, but at the expense of further
calculations.

The simplest choice of an auxiliary point process is a homogeneous Poisson
point process on S. We let its intensity be given by the MLE n(y)/|S| based
on the data y. This auxiliary point process has density

fi(@]0,y) = 57D (n(y) /|)", (11)

see e.g. [19]. We refer to (11) as the fixed Poisson process.

The second choice takes the interaction into account. Its density is given by

fo(16,y) oc 3" (2)5°") (12)

where (3,%) is the MLE based on y and approximated by MCMC methods
(for details, see Section 3 in [3]). We refer to (12) as the fixed Strauss process
and to (/3,7%) as the MCMC MLE.

The densities f; and f; do not depend on the parameters 3 and v, and
they are both of the type (10). The third choice we consider takes both
interaction and parameters into account, but not the data y. Its density is
more complicated to present, but it is straightforward to make a simulation
in a sequential way: Choose a subdivision C;, ¢ = 1,...,m of S into, say,
square cells C; of equal size. The simulation is then done in a single sweep,
where the cells are visited once in some order. Each visit to a cell involves
updating the point configuration within the cell in a way that only depends
on the point configuration within the cells already visited.

Specifically, let I = {1,...,m} be the index set for the subdivision and for
each ¢ € I let X; be a point process on C;. Furthermore, we introduce a

6



permutation p : [ +— I of I; we shall later let p be random but for the
moment we condition on p. Then, let X,;) be a homogeneous Poisson point
process on C,,1) with intensity #; and for i = 2,...,m, conditional on X,y =
T, Xpi-1) = Ti—1, let X, ;) be a homogeneous Poisson point process on
C,) with intensity &;, where x; may depend on zy,...,2;_; (which is the
case below). Then X = U, X; is a point process which is an example of a
so-called partially ordered Markov model (POMM).

POMMs were introduced by Cressie and Davidson [6] who applied POMMSs
in the analysis of grey scaled digital images. POMMSs have the attractive
properties that their normalising constants are known (and equal one), and
that they can model some degree of interaction. Cressie, Zhu, Baddeley and
Nair [7] consider what they call directed Markov point processes (DMPP) as
limits of POMM point processes. Such processes are similar to our POMM
point process X.

When specifying k;, ¢ € I we want to approximate a Strauss point process.
To do so we introduce the following concepts and notation. To each cell
C;, © € I we associate a reference point §; € C;. Two cells C; and Cj,
i # j, are said to be neighbour cells if [|§; — &;|| < Rp, where Rp > 0 is
the POMM interaction range (to be specified below). Further, for a given
point configuration x C S, let n;(x) = n(x N Cy)) denote the number of
points in cell Cyy, and let s, pp(@) = 3cr oy (@)Ll — ol < R
be the number of points in the cells C,;), j < 7, which are neighbours to
Cogiy (setting s1.r, ,(z) = 0). Note that we have suppressed the dependence

on {C;:i €1} and { :i € I} in the notation. Setting k; = 5P’V}?RP”J($) we
have that X is a POMM point process with density

fo(x|Bp, vp, Rp, p) = exp ( — By Z ‘Cp(i)‘fy}s;,zap,p(w))ﬁz(m) ,Y;z(m)szﬁp,p(m)
iel iel

(13)
with respect to pu.
Cressie et al. [7] use a Strauss like DMPP which obviously suffers from direc-
tional effects (incidentally this does not show up in the examples they con-
sider). In order to eliminate directional effects in our POMM point process we
consider p as a random variable uniformly distributed over all permutations
of I independent of (,y). Moreover, we assume that = given (6,y, p) has
density f3 as specified below. Letting p be a random variable requires a slight
modification of the auxiliary variable method: each Metropolis-Hastings up-
date consists in first proposing new values of § and p and then conditional
on these proposals proposing a new value of x. Using a uniform proposal
p' the Hastings ratio (7) is modified by replacing f(2'|¢/,y)/f(x|0,y) with



f3(&'0', ', y)/ f3(x|0, p,y) when (0, z, p) is the current state of the chain and
0', ', p') is the proposal; for further details, see Appendix A.
p

It remains to specify f3 and (8p,vp, Rp) in terms of § = (3,7, R). Let
(Bp, e, Rp) = g(0) = (91(0), 92(0), g3(0)) where g : (0, 00) x (0, 1] x (0, 00) —

(0,00) x (0,1] x (0,00) is a function specified as follows. Conditional on
(0, p,y), the POMM auxiliary point process has density
(2|0, p,y) = fr(xlg(0), p). (14)

When specifying g we note that for point configurations = (except for a null
set with respect to a homogeneous Poisson process), D, ; i rp,0(7) tends to
Srp(z) as m — oo. This motivates setting g3(6) = R when the cell size is
small compared to R. We would like that

(91(0), 92(0)) = E[argmax(ﬁj)fp(y|ﬁ~’ ¥ R, p)] (15)

where Y is a Strauss process with parameter § = (3,7, R) and p is uniformly
distributed and independent of Y. As this expectation is unknown to us,
it is approximated as explained in Appendix B. In Table 1, Section 3.2, we
refer to (15) as the “MLE”. For comparison, we also consider the identity
mapping ¢(f) = 6 in Section 3.2, where we in Table 1 refer to this case as
the “identity”.

3.2 Results for the auxiliary variable method

In our simulation study, the data y is given by the perfect simulation in
Figure 1, where S = [0,1]%, 8 = 100, v = 0.5, R = 0.05, n(y) = 75, and
sr(y) = 10. For the MCMC MLE, we obtained § = 108 and 4 = 0.4. A
priori we assume that R = 0.05 is known and 3 and v are independent and
uniformly distributed on (0, 150] and (0, 1], respectively; perfect simulations
for § > 150 can be slow [2, 3]. For the POMM point process we divide S
into m = N? square cells of side length 1/N. Below we consider the values
N = 50, 100, 200, or in comparison with R = 0.05, 1/N = 0.02, 0.01, 0.005.
Further details on the auxiliary variable method can be found in Appendix
A.

The results are summarised in Table 1 for the different auxiliary processes,
and in the POMM case, for different choices of N, the function ¢ in (14),
and proposal distributions. Experiments with the algorithm for the fixed
Poisson and Strauss and the POMM processes with smaller values of N
showed that trace plots of n(z) and sg(z) (not shown here) may exhibit
seemingly satisfactory mixing properties for several million updates and then
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Aux.proc. g Prop o3 | Prop o, | MACP | Extr | ¢ | ¢,
Fixed Poisson 2 0.05 0.128 | 0.151]0.88 0.53
POMM (N=100) | identity 2 0.05 | 0.171 |0.127]0.86 | 0.54
POMM (N=200) | identity 2 0.05 | 0.213 |0.064|0.85(0.47
POMM (N=50) | MLE 2 0.05 | 0.246 |0.055|0.85|0.46
Fixed Strauss 2 0.05 | 0.393 |0.031]0.79]0.46
POMM (N=100) | MLE 4 0.1 0.298 10.030|0.52|0.21
POMM (N=200) | MLE 4 0.1 0.366 {0.014]0.41(0.14
POMM (N=100) | MLE 2 0.05 | 0.321 |0.013]0.79]0.38
POMM (N=200) | MLE 2 0.05 | 0.406 |0.002|0.75]0.33

Table 1: Empirical results: For each auxiliary process considered, one million
updates were generated. “Aux.Proc.” is the type of auxiliary process used;
g is the type of mapping used for each POMM point process (see the end of
Section 3.1); “Prop o5” and “Prop o,” are the proposal standard deviations
for § and v; “MAcP” is the mean acceptance probability; “Extr” is the
fraction of acceptance ratios below exp(—10); cg and ¢, are the lag 100
autocorrelation for 5 and 7.

get stuck — sometimes for more than 100,000 updates. Therefore we consider
the fraction of acceptance probabilities below exp(—10) as an indicator for
the mixing properties of the chain. Table 1 also shows the mean acceptance
probability and the lag 100 autocorrelation of 3 and 7.

The different cases of auxiliary processes in Table 1 are ordered by the values
of “Extr” (the fraction of extremely low acceptance probabilities). Seemingly
the results for the autocorrelations depend predominantly on the choice of
proposal standard deviations for # and . Using the POMM point process
with N = 200 and g = MLE appears to give the best mixing. Figure 2 shows
the marginal and joint posterior distributions for # and v when using the
POMM process with N = 200, g = MLE, and proposal standard deviations
for § and 7 equal to 2 and 0.05. From Figure 2 it can be seen that the
MCMC MLE (%, 3) = (0.4, 108) is not far from the approximative posterior
mode obtained by simulation. This is of course to be expected since we have
a uniform prior for (7, 3). The marginal posterior modes are close to the
posterior mode, since the posterior has nearly elliptical contours.

Despite a seemingly fair number of points in the data, Figure 2 shows a
rather large degree of posterior uncertainty about § and . The posterior
distribution of 3 suggests that the upper bound of 150 on 3 should be slightly
increased, however we do not expect that increasing this bound would affect
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Figure 2: Empirical marginal posterior distributions of § (left plot) and
v (centre plot) generated using a POMM auxiliary process with N = 200
and ¢ = MLE. Empirical joint posterior distribution of ((,~) (right plot)
where “.” denotes the approximate posterior mode and “+” denotes the
approximate MLE.

the overall picture.

In conclusion, to obtain a significant improvement by using a POMM auxil-
iary process with ¢ = MLE compared to using a fixed Strauss process, a cell
side length less than about R/10 is needed. Computer times show that using
the POMM with N = 100 are not much slower than using the fixed Strauss
process. For N = 200 the POMM takes twice as long as for N = 100.

4 Concluding remarks

The technique used in this paper adds significantly to the ability of simulation-
based Bayesian inference for Markov point processes, which previously have
been subject to one or another approximate analysis. By using the auxil-
iary variable method presented here in conjunction with perfect sampling,
we remove the need for estimating ratios of normalising constants.

We have demonstrated that a workable auxiliary variable distribution has the
attribute of closely matching the unnormalised likelihood, while not requiring
the computation of a normalising constant. Perhaps the most important
consequence of this is that the proposal for the auxiliary variable is then
very similar to its full conditional density, which we expect to promote good
mixing. For the simulation study in Section 3 a POMM is a more appropriate
choice of auxiliary variable than an auxiliary variable density based on the
unnormalised likelihood evaluated at the MLE.

To the best of our knowledge, prior specification for Markov point processes
has so far not been discussed much in the literature (however, see [12] and
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[3]). Here we have chosen uniform priors to keep things simple as our main
purpose is to illustrate the auxiliary variable method for Markov point pro-
cesses. Choosing another prior, our choice of proposal density p(6'|#) may be
different, but otherwise the method is the same.

In [4] we use the auxiliary variable method for a semi-parametric inhomoge-
neous Markov point process, using again a POMM auxiliary point process.

Appendix A

We now give details for the auxiliary variable method considered in Sec-
tions 3.1 and 3.2.

Consider first the Metropolis-Hastings algorithm for (0, z) updates using ei-
ther a fixed Poisson or a fixed Strauss auxiliary variable distribution, see (11)
and (12). Recall that 8 = (3,7, R) where R = 0.05 is fixed. As initial values
we choose 0§ = (n(y), 1,0.05) and z is a realisation of a Poisson point process
on S = [0,1]? with intensity n(y). Then, if (6, ) comprises the current state
of the Metropolis-Hastings algorithm with 6 = ((,~, R), the next state is
generated as follows with f in step 3 replaced by either f; (fixed Poisson
case) or fo (fixed Strauss case).

1. Draw proposals 4’ and +' from independent normal distributions with
means [ and 7.

2. Generate a realisation x’ from a Strauss process specified by 6 =
(8,7, R) and using dominated CFTP.

3. With probability

min{l, 100 < 8/ < 150,0 < 7/ < 1]x
(ﬁ/)n(y) (7/)83,(31) F(2'|y,0) Bn(x),ysR(m) }
7) \3) o) e

set 0 = 0’ and = = 2/, otherwise do nothing.

The standard deviations of the normal distributions in step 1 can be adjusted
to give the best mixing of the chain.

Consider next using a POMM auxiliary process. Then an extra auxiliary
variable, the random permutation p, and an additional step is required in
the update above. If the current state consists of (3,7), p, and z, then
steps 1 and 2 above are followed by

11



3. Generate a uniform random permutation p'.

4. With probability

min{l,l[O < B <150,0 <+ < 1]x

(g)n(y) (I/)SR(ZI) fg(:c’\y,(‘)’,p’) ﬁn(x),YsR(a;) }
s fs(xly, 0,p) prm@)yrsn(@)

7
set (0, p,z) = (0, p,2"), otherwise do nothing.

Here f3 is given by (14).

Appendix B

When the mapping g in Sections 3.1 and 3.2 is not the identity, it is specified
as follows.

Based on the range of the empirical posterior distributions in the fixed
Strauss case (not shown here) we define a grid G = {50,52,...,150} x
{0.1,0.2,...,1.0} x {0.05}. For each grid point § = (8,7, R) € G, using
dominated CFTP, we generate 10 independent realisations (I, ... 210 of
a Strauss point process with parameter 6 together with the generation of 10
independent random permutations p(*), ..., p1% For 6 € G, g(#) is given by

10
1 o
(91(0), 92(60)) = 5 > avgmax s 5) fp(V|5,7, B, p),
=1

and g3(¢) = R. For (8,7,0.05) ¢ G, we set g(3,7,0.05) = g(B, 7, 0.05) where
(6,%,0.05) € G is the grid point closest to (3,7, 0.05).

Figure 3 shows ¢1(0,v, R) — 3 and ¢2(0,v, R) — v for a range of 5 and 7
values when N = 200. Results for N = 50 and N = 100 are almost identical
to those for N = 200. In cases of strong interaction, i.e. for combinations
of low values of v and high values of (3, the parameters Sp = ¢1(53,7, R)
and vp = ¢2(8,7, R) in the POMM process are much smaller than § and
v in the Strauss process. This is explained by the fact that the interaction
in the POMM auxiliary process is weaker than in the Strauss process when

(Bp,vp, Rp) = (8,7, R).

12
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Figure 3: Plot of difference between ¢(#) and 0 for 0 € G: ¢:(5,v,R) — 8
(left) and go(5,7, R) — 7 (right).
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