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Preface 

The present thesis consists of selected parts of the work performed by the author on 
stochastic dynamics and reliability theory of dynamically excited structures primarily 
during the period 1986-1996. Since this work in parts has been done in cooperation 
with colleagues at the Aalborg University and abroad it is mandatory for me to use 
this opportunity to render my thanks to all of them for their kind encouragements, 
inspiration and hospitality during visits. Especially, I want to express my gratitude to 
Professor, Dr.-ing. habil. Radoslaw Iwankiewicz, Technical University of Wrodaw, with 
whom I have been working with the development of the theory of dynamics of structures 
exposed to random pulses since 1988. The cooperation has been a great fun from the first 
day and has influenced the work significantly. Of equally great importance was a visit 
I paid to Professor Ahmet S. <;akmak, Princeton University in the autumn semester of 
1990, which initiated a cooperation on stochastic dynamics, earthquake engineering and 
damage assessment, including mutual visits by Ph.D. students from Aalborg University 
and Princeton University. One of these students was H.U. Koyliioglu, who was visiting 
me for one year in 1992-93. Since his graduation I have continued to work together with 
Ugur, on various subjects within stochastic dynamics with emphasis on response and 
reliability of uncertain structures. At Aalborg University I want to thank my colleagues 
Professor Palle Thoft-Christensen and Associate Professor John Dalsgard S0rensen, who 
t.ogether with myself form the research group on stochastic mechanics and reliability at 
Aalborg University. Palle employed me in my present position in 1986, and introduced 
me to several of my international contacts including Professor Iwankiewicz and Professor 
<;akmak. 

The thesis has been written as a coherent text, based on a number of papers. This has 
necessitated rewriting of larger parts of the underlaying papers. The layout and editing 
of my messy notes and enclosures was managed with masterful skill of secretary Solveig 
Hesselvang. The modest English was corrected and improved by senior secretary Kirsten 
Aakjrer and the drawings were prepared by technician Norma Hornung. My gratitude 
is rendered to all of them. 

Aalborg, September 20, 1997 

S0ren R.K. Nielsen 
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1. INTRODUCTION 
Let {X(t), t E [to, oo[}, X(t): n-+ Rm be an m-dimensional stochastic vector process 
made up by some response quantities of a structural system subjected to external (i.e. 
non-parametric) dynamic loads applied during the interval [to , oo[. Typically, {X(t), t E 
[t, oo[} is made up by a combination of stresses and displacement components at a 
number m of critical material points throughout the structure, in which the structural 
reliability is controlled. 

In principle all material points in a continuous medium must be checked. Hence, the 
dimension m of the response process {X(t), t E [to , oo[} is infinite for any continuous 
medium. However, at any numerical application a discretization to a finite number 
n of degrees-of-freedom becomes mandatory. All m response quantities controlling the 
reliability can then be expressed as then selected degrees-of-freedom, and the reliability 
problem can be mapped into the n-dimensional sample space of the system degrees-of­
freedom. Hence, the reliability problem can always be formulated so that m is equal 
ton . However, if from an engineering judgement it can be decided that the structural 
reliability can be checked with sufficient accuracy in a few hot-spots m, where m < n, 
it can be advantageous to formulate the reliability problem directly in the sample space 
of these responses . Both formulations will be applied in the thesis. 

The dynamic loads, initial values as well as the mathematical models applied for deriving 
the responses are generally assumed to be uncertain and will be modelled stochastically. 
However, modelling uncertainty will only be attributed to imperfect knowledge of the 
structural parameters such as mass, damping and stiffness parameters. Hence, it is 
assumed that if these parameters are property calibrated, the selected mathematical 
dynamic model provides a perfect causal relationship between the loads and the response 
of the structure to these loads. The uncertainty due to imperfectly known distributed 
or discrete system parameters is modelled by means of random fields and stochastic 
variables. 

The thesis deals partly with the stochastic response problem, i.e. the determination 
of the stochastic properties of the process {X(t), t E [to, oo[} measuring the response 
of the structure, and partly with the solution of the related reliability problem, i.e. 
the determination of the probability that the structure is able to sustain the dynamic 
loads in a prescribed time interval [to, t], with due consideration to possible uncertain 
structural parameters and initial values. The contents are primarily a compilation of 
some 39 papers specified in the list of references on response and reliability analysis of 
dynamically excited systems, which have been published by the author alone or together 
with my good friends during the years 1980-82 and 1986-1994. As is the case with a 
deterministic vibration analysis, any stochastic vibration analysis has no engineering 
interest in itself. In any case, the result of the stochastic analysis must be incorporated 
in a reliability measure from which decisions can be made on the acceptance or decline 
of a certain structural draft proposal or of a partly damaged existing building, which 
has been exposed to excessive dynamic loads. 

Generally, throughout the outline, calligraphic letters signify sets in a sigma-algebra 
generated on the space n. The range of these sets in the sample space of X (t), deter-
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mined by the mapping X(t) : n --+ Rm, are designated by capital letters. It is then 
assumed that the sample space of X(t) at any time t can be separated in two disjoint 
sets, specifying safe and failure conditions of the structure at the time t. The surface 
8St of the safe set St is considered to be a part of the failure set, Si. The event of safe 
operation at the timet is given by St ={wEn I X(t,w) ESt}· 
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2. INTEGRAL EQUATION M~THODS 

2.1 Introduction to integral equation methods 

C]t ,t+t!.t] signifies the events of one in- or out-crossing from the safe domain in the 
interval ]t, t + ~t]. Correspondingly, C11,t+t~.t] and c1-;-,t+t!.t] signify the event of one 
out-crossing from the safe domain and one in-crossing into the safe domain during the 
interval ]t, t + ~t] . The event of measure 0 that a crossing takes place at the timet, is 
designated Ct. Correspondingly, the events of an out-crossing from the safe domain or 
an in-crossing into the safe domain at the time t are designated et or c;- ) respectively. 
It is assumed that the process and the failure surface are sufficiently regular so that the 
following relation holds for the probability of C]t , t+t~.t] 

(2- 1) 

The applied order notation means that O(g(t)) ~ A I g( t ) I, A being a positive constant. 
The density function ft : [to, oo[---+ R+ is termed the first order crossing rate. Due to 
the regularity properties of the process and the failure surface, fi(t) may alternatively 
be interpreted as the expected number of out-crossings per unit of time. Next, consider 
the non-overlap intervals ]t1, t1 + ~t1], ... , ]tn, tn + ~tn] . It is then assumed that the 
probability of the event CJt 1 ,t 1 +t~.td n · · · nCJtn,tn+t~.tn] can be written 

(2 - 2) 

where ~trnax = max(~t1, ... , ~tn) · fn(tl , ... , tn) is termed the nth order crossing 
rate. From (2-2) it follows that fn(tt , ... , tn) fulfils the symmetry property 

(2- 3) 

where a 1, ... , an is an arbitrary permutation of 1, ... , n. If the crossing events 
C] t 1 ,t 1 +t~.t !], ... , C]tn,tn+tl.tn] are mutually independent, it then follows from (2-1) and 
(2-2) that 

n 

fn(tl, ··· , tn) =IT ft(tj) (2 -4) 
j=I 

Occasionally, crossings of sample curves on condition of some event £will be considered . 
As an example one may have £ = St 0 , corresponding to the event of being in the safe 
domain at the time t0 . The probability of the event CJt 1 ,t 1 + t~.t d n · · · n C]tn,tn+t~.tn ] on 
condition of£ can then be written 
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(2- 5) 

fn(t1, .. . , tn I £) is termed the nth order crossing rate on condition of £. Next , se­
quences of out- and in-crossings will be considered. Depending on the sequence of 
crossings , the corresponding nth order crossing rates are defined as follows 

(2 -6) 

J;t- .. ·+(tl , t2, ... , tn I £) is the nth order crossing rate with an out-crossing at the 
time t 1 , an in-crossing at the time t 2 , ... , and an out-crossing at the time tn . In the 
applied notation, the sequence of out- and in-crossings is indicated by superscripts "+" 
and " - ", taking place at the corresponding sequential instants of times, as specified 
explicitly in the argument list. Because of (2-3) it will be assumed in the following that 
t 1 < t2 < · · · < tn. Especially, crossings on condition of et and et- will be considered. 
The conditioning on these events is everywhere interpreted in the horizontal window 
sense of Kac and Slepian (1959). As an example one has the relations 

f -- .. ·-+(t t t t) 
! -- .. ·-et t t I e+) = n+l 1, 2, ... , n , 

n 1, 2, · · · , n t Jt ( t) (2 - 7) 

(2 - 8) 

Correspondingly, the probability of the joint event c 1t,t1
+t.tt] n e172

,
12

+t.t
2
J n · · · n 

c]t ,tn+t.tn] n £ defines an nth order crossing rate denoted J;t- "+(tl , t2, ... , tn i £), 
where 

!+- .. ·+et t t n 1,2, ... , n ; (2 - 9) 

Let £10 ~ St0 be the event that a subset of initial values X( t0 ) of the process belongs to 
the safe domain Sto· Further, let t']to ,t] = nrE]to,t] ST . We are interested in the prob­
ability rate of the first-passage out-crossings of samples originating in £10 • Two kinds 
of first -passage problems will be addressed. In the so-called stochastic start problem 
initial values beyond St 0 may exist. In this case we define t't0 = S 10 . The other case 
considered is the so-called deterministic start problem , where almost all sample curves 
of the process are assumed to initiate from a single point in the safe domain at the time 
t0 , i.e. P(£10 ) = 1. The event that a first-passage out-crossing from the safe domain 

takes place in the time interval ]t , t + .6t] is designated :Fj~~~+t.t]' The event of measure 0 
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that a first-passage out-crossing takes place at the timet is correspondingly designated 

:FP). The following relation is assumed to hold for the prob ability of J]~~~+Llt] 

(2- 10) 

fr
1 
(t I Eta) indicates the probability density function of the elapsed random first -passage 

time interval T1 , until a first out-crossing takes place at the time t 0 + T1 • This quantity, 
which is designated the first-passage time probability density function , can then be 
defined by the following conditional out-crossing rate at the t ime t 

(2- 11) 

The first-passage time probability distribution function is defined from 

t 

Fr1 ( t I Eto) = j fr1 ( T I Eto) dr (2- 12) 
to 

Fr
1 

( t I Eto) signifies the probability of failure (at least one out-crossing) in the interval 
]to, t] on condition of the event of being in the safe domain at the time t0 , Eta. The 
unconditional probability of failure in the interval [to, t] can then be written 

(2- 13) 

In the stochastic start problem 1 - P( Et0 ) represents the probability of instantaneous 
failure at the time t0 , i.e. the probability that the system initiates from the unsafe 
domain. The event that one out-crossing from the safe domain takes place in the time 
interval ]t, t + ~t] on condition of the event E[to ,t] = nrE(to,t] Sr, corresponding to 

survival of the system up to and including the time t, is designated 'Hft1,~+Llt] · The 

following relation is assumed to hold for the probability of Hjt1,~+Llt] 

(2- 14) 

hr
1 

( t I Et
0

) is termed the hazard rate for the first out-crossing. This is related to the 
first-passage probability density function as follows 

(2- 15) 

Then, 

(2 - 16) 
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Hence, (2-13) can be written 

P,([t0 , t]) = 1- P(£1,) cxp (- j hr, ( r I£,,) dr) (2- 17) 

L"t signifies the interval length spent in the safe domain after an in-crossing to the safe 
domain at the timet. Correspondingly, Lt signifies the interval length spent in the safe 
domain before an out-crossing at the time t. The probability density functions of L"t 
and Lt fulfil 

(2- 18) 

(2- 19) 

Hence, we have the relation 

(2 - 20) 

ut- signifies the elapsed time interval until the next out-crossing after an out-crossing 
from the safe domain at the time t. Correspondingly, ut signifies the time interval 
between an out-crossing at the time t and the previous out-crossing. The probability 
density functions of ut- and ut on condition of £to fulfil 

fu,- (ll £to) = J:f+( t, t + l ; {exactly one in-crossing in Jt, t + 1[} 1 fto) 
Jt(t I fto) 

fu+(1 l fto) = J:f+(t -1, t; {exactly one in-crossing in ]t -1, t[} 1 ft 0 ) 

' Jt(t I fto) 

leading to the relation 

(2 - 21) 

(2 - 22) 

(2- 23) 

Among the first-passage out-crossings in the interval ]t, t + ~t[ , we shall next draw 
attention to the subset of sample curves, which have additional out-crossings at the 
instants of times t1 < · · · < in later than the time t. The corresponding first-passage 
probability density function at the timet on condition of later joint out-crossings at the 
times tl < ... < tn is designated !Tl ( t I fto n et n ... n et), to < t < tl < ... < tn. 
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Similarly, we introduce the probability density function of Li on condition of prior joint 
in-crossings to the safe domain at the times t1 < t2 < · · · < tn before the last in-crossing 
at the time t-1, which is designated htUI c;;n· · ·nCt,), to< t1 < · · · < tn < t-1 < t, 
and the probability density function of U/ on condition of ft 0 and on condition of prior 
out-crossings from the safe domain at the times t1 < t2 < · · · < tn before the last 
out-crossing at the timet- l, which is designated futUI Eta net n ... n C?J, to < 
t1 < · · · < tn < t- l < t . 

The event that the process makes its nth out-crossing in the time interval ]t, t + ~t] 
on condition of ft 0 is designated .7J~7J+L::.t)' The following relation is assumed for the 

probability of .1]~7/+L::.tJ 

(2- 24) 

fr" ( t I fto) indicates the probability density function of the elapsed random nth-passage 
time interval Tn. 

Let E1~:~t) signify the event that at least n out-crossings from the safe domain take place 
during the interval ]to, t] on condition of sample curves originating from Sto. Obviously, 

P(£1~:~t)) = P(Tn > t) = 1- Frn(t I Eta). The event that one out-crossing from the 

safe domain takes place in the interval ]t, t + ~t] on condition of £1~:~t] is designated 

'Hft~1+t:..t]' for which the following probability is assumed 

hr,.. ( t I fto) signifies the hazard rate for the nth out-crossing event. Obviously, 

P(t:1~:~t+t:..tJ) = ( 1 - P('Hft~1+t:..t])) P( £1~:~t]) + P('Hf;,;:lt1 )P(t:1~:~t)) => 

1 - Frn ( t + ~t I ft 0 ) = ( 1 - hrn ( t I Eto) ~t) ( 1 - Frn ( t I fto)) + 

hr,.._ 1 (t I fto)~t( 1- Frn_ 1 (t I ft 0 )) => 

d 
dtFTn (t I fto) =fr ... (t I fto) = 

(2 - 25) 

hrn (t I £to) ( l-Frn (t I fto)) -hrn_ 1 (t I Eto) ( 1-Frn-t (t I Eto)), n = 2, 3, ... (2-26) 

where Fr" ( t I ft 0 ) indicates the nth-passage time distribution function. The solution 
of (2-26) can be written recursively as follows 
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(
1+ j exp(j hr. ( u il',,)du )hr._, ( r 11',,) ( 1- Fr._, (r[ l't,) )ar) , n = 2, 3, . .. (2-27) 

to to 

(2-27) reduces to (2-16) for n = 1, defining Fr0 (t I ft 0 ) = 1. 

Let {N(t), t E]to, oo[}, {N+(t), t E]to, oo[} and {N-(t), t E]to, oo[} be regular counting processes, where 
N(t), N+(t) and N-(t) indicate, respectively, the random number of crossings, out-crossings and in­
crossings in the interval ]to, t] on condition of some event f . These counting processes then have the con­
ditional product densities In ( t1 , t2, ... , tn I £), J;t+ .. + Ct1 , t2, . .. , tn I £) and /;; - .. . - (tt, t2, . . . , tn I 
£) . From the regularity assumptions it follows that 

(2 - 28) 

where CiN(t) = N(t +tit) - N(t) signifies the increment of the counting process during the interval 
]t, t +.At]. At the indicated formulas for the first- and nth passage probabilities then follows the theory 
of point processes, Srinivasan (1974), Nielsen and lwankiewicz (1996). 

to 

Fig. 2-1: First-passage at the timet and sample curves with last in-crossing to the safe 
domain at the time t 1 and out-crossing at the time t . 

The following identity can be stated, see fig. 2-1 . 

t 

fr1 (t I ft 0 )P(£t0 ) = fi(t)- jfL- (t- ti)f!(ti)dtl 
tl 

(2 - 29) 

to 

The last term on the right-hand side of (2-29) withdraws from f i (t ) the out-crossing 
rate of sample curves with their last in-crossing to the safe domain at the time t 1 E)t0 , t [, 

____________ .......................... . 
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leaving the out-crossing rate ft(t ; £ [to ,t[), which is equal to the left-hand side of (2-29). 
This kind of reasoning will be widely used in the following. From (2-20) it then follows 

that 

( 

t ) Jt(t) 
Jr, (t I 1',,) = P(l',,) 1 - [ ht(t- t.) dt, (2 - 30) 

Assume that {X(t), t E [to,oo)} is a stationary vector process, and that the safe domain 
is time-invariant. Further, consider the stochastic start problem, i .e. £to = Sto. Li 
and Li are then independent of t, and will be identically distributed as the random 
variable L with the probability distribution function FL(l) . Further, f{(t ) = Jt and 
P(St) become time-constant . (2-30) then reduces to 

where 

(2-32) follows from an integration of (2-31) over the interval ]to, oo[, and using 
limt-+oo Fr1 ( t I Sto) = 1. 

x(t ) 

to 

(2- 31) 

(2 - 32) 

Fig. 2-2: First-passage at the time t and sample curve with last out-crossing from the 
safe domain at the times t1 and t on condition of Et0 • 

Next, the following identity can be stated, see fig. 2-2. 

t 

fr1 (t I Eto) = fi(t I Eto)- J fut-_, (t- t1 I Eto)fi(ti I Eto) dt1 (2 - 33) 
to 
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The last term on the right-hand side of (2-·3.3) withdraws from Jt(t I £10 ) all previous 
out-crossings conditioned on £10 in the interval ]to, t[. Using (2-23) the following relation 
can then be derived, similar to (2-30), Nielsen and S(llrensen (1988) 

!r, (t It:,,) = Ji(t It:,,) ( 1- j fu,+(t- t, It:,,) dt,) (2- 34) 

(2-30) and (2-34) expresses fr1 (t I Et0 ) in terms of the probability density functions of 
Lt and U/. As will be shown in succeeding sections 2.3 and 2.4, (2-29) and (2-33) turn 
out to be connected with inclusion-exclusion expansions of fr

1 
( t I £t

0
) in unconditioned 

and conditioned crossing rates, respectively. 

A relation similar to (2-31) was first derived by Slepian (1962), considering the probability that a zero 
mean stationary process remains non-negative in a certain interval. With applications to mechanical 
reliability problems, (2-31) was rediscovered independently by Cook (1964) and Rice (1964 ,1966). Con­
cerning Cook's work, see also Crandall et al. (1966). The non-stationary equivalent (2-30) was originally 
derived by Nielsen and S~~Srensen (1988) for stochastic start problems of non-stationary processes or time­
varying safe domains, based on a proof different from the one applied here. The present formulation 
provides a further generalization to non-stochastic start problems. (2-31) may be used for estimation 
of fr1 (t I St 0 ) by simulation. Assuming sufficient ergodicity, FL(I) is estimated from a single sample. 
Robust estimates of h 1 ( t I St 0 ) can then be determined, when h 1 (0 I St0 ) = 1/ E [L] = Jt / P(S

10
) is 

either estimated from the simulated sample of interval lengths, Cook (1964), Crandall et al. (1966), or 
is calculated analytically, Thoft-Christensen and Nielsen (1982), Nielsen and S~~Srensen (1988) , Nielsen 
(1990a). The latter approach provides exact values of fr1 (t I St 0 ) at initial first-passage times at the 
expense that the area below the estimated probability density curve may differ from 1. 
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2.2 Integral equations for the first-passage time probability density function 

s •• 

Fig. 2-3: Out-crossing of sample curves at the times t1, t2 and t on condition of Eta. 

The following Volterra integral equation may be formulated for the first-passage time 
probability density function, Nielsen (1980) 

t 

frl(t I fto) = f!(t I £to)- J f!(t I Eta nFill))frl(ti I Eta) dtl (2- 35) 

to 

Jt (t I fto n Ft\1)) indicates the out-crossing rate at the t ime t on condition of fto 
and on condition of a prior first-passage at the time t1 E]to, t [, see fig . 2-3. Jt (t I 
£10 n Fi:))fr1 (ti I £t0 ) represents the joint probability density of a first-passage at the 
time t 1 and an out-crossing from St on condition of ft 0 , where to < t 1 < t. For this 
quantity the following identity holds 

(2- 36) 

From (2-35) and (2-36) the following relation is then obtained 

fr. (t I£,,)= ft(t 1 £,,) ( 1- j Jr. (t, 1 c, , n ci) dt,) (2- 37) 

Upon comparison of (2-34) and (2-37) it should be noticed that fu,+(t- t 1 I Et
0

) =j:. 

frl (ti I Eto net ). Only the integral of these quantities is equal. Jt (t I Eto nFill))frl (ti I 
Et0 ) fulfils the integral equation 
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it 

ti+(tl , t I &to)- j ti+(tt,t I &to n .rtc:))frt(t21 &to) dt2 , to< t1 < t (2- 38) 

to 

tt+(tt,t J £ton .rt1))frt(t2 I £t 0 ) signifies the joint probability density of a first­
passage at the time t 2 and out-crossings from St 1 and St on condition of £to, where 
t0 < t 2 < t 1 < t. For this quantity the following identity holds 

From (2-.35) , (2-38) and (2-39) it then follows that 

f rt ( t I &to) = rt ( t I &to ) -

/ fi +(t,,t I£,,) ( 1 - l h. (t, 1 c,, ne~ net) dt, ) dt1 

t t tt 

j tt+(t1 ,t I &to)dtl + j j t i +(t1 , t I &to n ;:g))frt( t21 £t0 ) dt2dt1 
to to to 

(2 - 40) 

(2 - 41) 

Next , an integral equation similar to (2-38) and a relation similar to (2-36) can be 
formulated for tt+(tt ,t 1 &ton .ri:))/r1 (t2 I &t0 ) , which is substituted into the right­
hand sides of (2-38) and (2-41). Continuation of this process until the n th term leads 
to the following results 

t 

fT1 ( t I &to) = f{ ( t I &to) - J Ji+ (ti , t ! &to) dt1 + · · · + 
to 

t it tn-2 

(-l)n-l J !··· J J;t "·+++(tn - 1,··· , t2 , t1,t I £to)· 
to to to 

( 1 - :rh. (tn I£,, ne;';:_, n ... n e~ ne~ net) dtn) dtn-1 ... dt,dt, (2 - 42) 

t 

frt (t I £to) = ff(t I £t 0 )-J f f+ (tl , t I £t0 ) dtt + · ··+ 
to 
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t t1 tn-2 

( -lt-l J J · · · J J;t .. ·+++(tn-1, · · · , i2, i1, t I £t0 ) dtn-1 · · · di2di1 + 
t0 to to 

t lt tn-1 

(-lt J J ... J jj""·+++(tn-J, ... ,t2,tl,tl£t0 n.1'~~))/T1 (tn l £t 0 )dtn .. ·dt2dtl (2 -43) 

to to to 

and 

tl 

J~(i I Eto nFt\1))frJti I Eto) = j:f+(t1,i I Eto) - J r:++(t2 ,it , i I Eto) di2 + ... + 
to 

t1 tn- 2 

( -lt J" · J J;t"-+++(tn-h · .. 'i2, it, t I ft 0 ) • 

to to 

(2 - 44) 

The following quantity is introduced 

{

J;t(tn, .. . , itlfto) ,j= O 

It:" "· h:n+j-l J;[ .. j..'/+-"+(tn+j , .. · , in+t, in, .. • , it I ft 0 ) din+j ·"din+ I , j ~ 1 

(2 - 45) 

From (2-42) and (2-44) the following formal expansion for the kernel f't(i I Eton Fi
1

1
)) 

of the integral equation (2-35) is obtained as n ~ oo 

tl 

J:f+(it,i I ft 0 )- J Jj++(t2,ii,i I £t 0 )di2 + ... 
f +(t I £ n F(l)) = --------=to=-----------

1 to t 1 t 1 

Jt(tl I f t0 )- J J:f+(t2,t1 I ft 0 )dt2 + · · · 
to 

00 

2:(-l)i FL(tl,t I ft 0 ) 

;=0 
00 (2 - 46) 
L ( - l)i Fi,j(t1 I ft 0 ) 

;=0 
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For the kernel in the integral equation (2-43) the formal expansion becomes 

tn 

J;[ji ·++ (tn 1 tn-1 1 · · · 1 t1 1 t I £to} - J J;[jl· .. ++ (tn+1 1 tn 1 tn -1 1 · · · 1 t1 1 t I £t0} dtn+1 + · · · 
to 

----------------------~----------------------------------= tn 

J:t(tn I £t 0 }- j f[+(tn+1 1 tn I l:t0 )dtn+1 + · · · 
to 

00 (2 - 47) 
2: ( -l)i Fl~j(tn I £t0 ) 

]=0 

The conditioned first-passage time probability density function frl ( tl I £to net)' to < 
t 1 < t on the right-hand side of (2-37) fulfils the integral equation, Nielsen (1990a) 

tt 

fT1 (t JI£ton ct) = Jt(t1 l £tonct)- j f1+(t1 l£tonr~;>nct)h1 (t21£t0 nCt)dt2(2 - 48) 
to 

where 

(2 - 49) 

t 2 

j:j·+(t2,tl I £to net)- J J:t++(t3,t2,t1 I £to n et ) dt3 + ·· · 
to 

t2 

t!Ct2 I £to net) - J Ji+(t3, t2 I £to net) dt3 + · · · 
t o 

t2 

rt++(t2, t1,t I £to)- J Jt++(t3,tz , t1 , t I £to) dt3 + · · · 
to 
t 2 

J:f+(tz, t I Eto )- J fi·+(t3, tz , t I £to) dt3 + · · · 
t o 

00 

I: ( - l)j F3~j(tz, t1 , t I £to) 
j = O 

00 

2:(-l )iF:t'j(tz , t I £t 0 ) 

(2 - 50) 

]=0 
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(2-50) is derived by a procedure identical to the one leading to (2-46). Further , (2-8) 
has been applied in (2-49) and (2-50). 

Similarly, frl (tn I fto n et_l n . .. net net), to< tn < tn-I < ... < t1 <tin (2-42) 
fulfils the integral equation 

fr1 (tn 1 fto n e;:_
1 
n ···net net) = Jt (tn I fto n e;:_ 1 n ···net net)-

tn J J{(tn 1 [ 10 n.F;~~~ net,_ 1 n· · ·ne~ net)h1 (tn+1 I Et 0 ne;:_ 1 n · ·· ne~ net) dtn+1 (:.1-51 ) 

to 

where 

(2- 52) 

The following formal expansions are obtained for the conditioned first-passage time 
probability density function and the kernel of the integral equation (2-51) 

ln+l 

J;t'1/"++ (tn+1, t,, ln-1, · · · , l1 , t I Eto) - J J,7'j/+ .. ·++ (tn+2, ln+1, ln, ln- 1, . .. , t1, l I Et0 ) dl2 + 
to 

ln+l 

/,7'j1"++(tn+1,tn - 1,··· ,t1,liEt0 )- J J,7'j2+ .. ++(tn+2,tn+1, tn- 1,··· , t1,t ! Et0 )dtn+2+· · · 
to 

00 

'L:(-1)iF:+2,j(in+I>tn,tn-b .. · ,t1,t I ft 0 ) 

j==O 
00 

'L:(-1)iF,t+I)in+1,tn-J, ... ,t},t I ft 0 ) 

j = O 

(2 -54) 

If an approximate solution can be obtained for (2-51 ), the remainder of the series ex­
pansion (2-42) of the first-passage time probability density function can be evaluated 
approximately. 

Next, the following identity can be stated for the nth-passage time probability density 
function, n ~ 2, Nielsen (1980) 

n - 1 t 

frn(t I fto) = fi(t I fto)- L frj (t I fto)-J Jt (t I fto n Ft\n))frn (tl I fto) dtl (2- 55) 
J=l to 
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The second term on the right-hand side o£-(2-55) withdraws from f~(t I £t
0

) the rate 
of out-crossings at the time t of sample curves which are less than an nth-passage. The 
last term withdraws the rate of out-crossings of sample curves which have had their 
nth-passage prior to the timet. 

By a sequential procedure for n = 2, 3, ... similar to the one applied to (2-35) the 
following expansions can be derived for frJt I £t0 ), and for the inhomogenity and 
kernel of the integral equation (2-55), Nielsen (1980) 

frn(t I £to)= . f ( -l)j-n+
1 ( n ~ l) Ft:j(t I £to) 

J=n-1 
(2- 56) 

n-1 oo 

f{(t I £t 0 ) - Lfri(t I £to) = Lfri(t I £to)= 
j=1 j=n 

. f ( -l)j-n+1 ( ~ = ~) F1~j(t I £t0 ) 

J=n-1 

(2 - 57) 

(2- 58) 

Consider a discrete index set T = { r1, .. . , r m}, to < r1 < · · · < Tm < t and let 
£r,' ... , Tm = nreT Sr. fr, ( t I £to) then fulfils the integral equation, Thoft-Christensen 
and Nielsen (1982) 

t 

fr,(t I £to)=fi(t;£r1 , . .. ,rm l£to)-j f{(t;£r,, .. ,rm l£ton.rt<:>)frJtii£t0 )dtl(2-59) 
to 

~~ (t; £rl , ... , Tm I £to) and~~ (t; £rl, .. . , Tm I £to n.rt\
1
)) signify the out-crossing rates at the 

timet of sample curves in the safe set at the times r1, ... , r m, respectively, on condition 
of £t

0 
and on condition of a first-passage at the time t1 E]to, t[. 

(2-59) is quite similar to (2-35). All previous integral equations can in the same way 
be formulated in out-crossing rates of sample curves which are in the safe set at times 
r 1 , ... , r m. In doing this all the indicated inclusion-exclusion series remain valid, if 
the quantity F;{)tn, .. . , t1 I £t0 ) in (2-42) is calculated based on the conditioned nth 
order the out-crossing rate f;{+";++·+(tn+j,··· , tn+I,tn , · ·· ,t1; £r1, ... ,rm I £t0). By a 
sui table choice of the intermediate instants of time r1 , ... , r m, this approach results in 
more accurate approximate solutions to the various integral equations, and in a more 
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rapid convergence of the vario~ inclusion-exclusion series. .Especially, th.e following 
expansions are valid for the solutwn and for the kernel of the mtegral equatwn (2-59) 

t 

!T,(t I &to)= r!(t;&r, , .. ,Tm I &to)- J Ji+(t1,t;£Tl, .. ,Tm I £to) dtl + ... 
to 

t t1 tn-2 

(-1t-1 J J ... J J;t"·+++(tn-l'"' ,t2,tl,t;£T!, .. ,Tm !£to} 
to to to 

( 1-7.'/r, (t. 1 f,, n C;';_, n · · · n c~ n c~ net) dt.) dtn-I · · · dt,dt 1 (2- 60) 

t, 

Jt+(tt,t;£T!, .. . ,Tm I £to)- I J:t++(t2,tllt;£T! , .. ,Tm [£to) dt2 + ·· · 
to 

(2- 61) 

From (2-15) and (2-45) the following formal expansion is obtained for the failure rate 

00 

2:(-1)iFi~it I £t 0 ) 

]=0 hT,(t I ft
0

) = __ t_oo _______ _ (2- 62) 
1- I _2:(-1)iFt~/t1 I ft 0 )dtl 

to J=O 

Expanding the nominator in (2-15) and applying the symmetry condition (2-3) , the 
following formal series may be obtained, Stratonovich (1963) 

(
1 + j fr. (t1 I f,,J dt1 + j j Jr. (t1 1 f,, )fr.( t, 1 f,, J at! at, + ... ) 

to to to 

t 

gt ( t I &to) - j Yt+ (t1, t I &to) dt1 + .. · + 
to 

t t1 tn-2 

( -1t-l J J · · · J Yt· .. +++(tn-1, · · · , t2, tl , t I ft 0 ) dtn-l · · · dt2dt1 · · · (2- 63) 

to to to 
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where 

gt++(t2,tbt I £t0 ) = Jt++(t2,t1,t I ft 0 )- 3{Ji+(t2,tl I fto)fi(t I ft 0 )},+ 

2fi(t2 I fto)fi(tl I fto)fi(t I £to) 

gt+++(t3,t2,t1,t I ft 0 ) = Jt+++(t3,t2,t1,t I ft 0 )-

4{ft++ ( i3, i2, t1 I fto) fi(t I fto)}, - 3{Ji+(t3, i2 I fto )J:i+(tl, t I ft 0 )}, + 

12{f:i+(tJ,t2 J &to)fi(tl I &to)fi(t I &to)L-

6fi(t3 I fto)fi(t2 I fto)fi(tl I fto)fl+(t I fto) 

(2-64) 

The· symbol { ·} s denotes a symmetry operator producing the arithmetric mean of all 
the terms similar to the one indicated, obtained by permuting all indicated instants of 
time. As an example, the following expression in (2-64) is evaluated as follows 

{ Jt+ (t2, t1 I &to )fi (t I &to)}, = ~ (!t+ (t2, t1 I &to )Ji (t I &to)+ 

Ji+(t2,t I fto)fi(tl I fto) + fi+(tl ,t I fto)fi"(t21 ft 0 )) (2 - 65) 

Finally, combining (2-15), (2-16) and (2-35) the following non-linear integral equation 
is derived for the hazard rate 

h (t I £ ) = ft ( t I £to) 
Tt to t 

exp (- J hr1 ( r I ft 0 ) dr) 
to 

j J,+(t I&,, n?,;>)exp (i hrJr I &,,)dr) hr1 (tl I &t0 )dtl 
to t1 

(2 - 66) 

Example 2-1: Approximate evaluations of inclusion-exclusion series 

A basic problem of the expansion (2-63) is that the series is divergent at truncation of any ord er as the 
length t - to of the excitation interval grows to infinity. Moreover, the functions gt· .. + ( tn-I , ... , t I £ 10 ) 

can hardly be calculated for the order n > 2 even for Gaussian processes. For this reason several 
approaches have been suggested to estimate the higher order functions in te rms of gt ( t I £ 10 ) and 
gt+(tt , t2 I £t0 ) , and further to evaluate the sum (2-63) based only on this information . In the so­
called method of non-approaching random points by Stratonovich (1963) (for a review of the method, 
see also Lin (1969, 1970)), the following assumption is applied for the higher order out-crossing rates 
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{R(tn-1,t) ... R(t1,t)}., n=3,4, ... (2- 67) 

where R(t1 , t) is defined by the expression 

(2 - 68) 

Because f 1+(t I Ct 0 ) as well as Ji+(tt, t2 I l:t 0 ) are positive, R(t1, t2 ) is bounded above by unity. 
Moreover, as I t2 - t1 I-+ oo the crossing at the times t1 and t2 becomes independent, so R(t1 , t2) --+ 0 
according to (2-4) . Stratonovich designated R(t1, t2) as the correlation coefficient of the point process 
made up by the crossing events. The symmetry operator in (2-66) contains n addends and has a quite 
similar interpretation to the one in {2-65) . As an example the interpretation for n = 4 reads 

{ R( t3 I t)R( t2 I t)R(tl , t)}. = ~ ( R( t3 I t)R( t2, t)R( tl It) 

R(t3, tl)R(t2, t!)R(t , tt) + R(t3, t2)R(t1 , t2)R(t, t2) + R(t2, t3)R(t1, t3)R(t , t3)) (2 - 69) 

Based on the assumption {2-67) the series (2-63) can then be approximately evaluated as follows 

(2- 70) 

where 

t 

S(t) = J R(r, t)f"t(r I Ct0 ) dr (2 - 71) 

to 

In case of independent out-crossings, R( r, t) = 0 => S(t) = 0. In this case (2-70) reduces to the 
well-known Poisson solution 

(2- 72) 

Unfortunately, it is difficult to rela te any physical interpreta tion to the assumptions inherent in (2-67) , 
which seems to have been selected primarily in order to be able to evaluate the infinite series (2-63) 
on closed form . As an example, (2-67) for n = 3 implies the following rather strange result for the 3rd 
order out-crossing rate as follows from (2-64) and (2-68) 

(2 - 73) 

where the symmetry operators are interpreted as indicated by (2-69). 

A somewhat similar approach was suggested by Roberts (1968) and Kimura et a l. (1987) for evaluating 
the infinite sum in (2-43) . Their assumption can be stated as follows 
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t I l1 
J fi +(tl, t I Gt 0 ) dt1 J J t;·++(t2,t1,t I Ct 0 )dt2dt1 
to 

)q (t) = -'--~------ to to 
t tl ~· ·· ~ 

! Jt(tl I Gt0 ) dt1 J JJt+(t2,t1l£t 0 )dt2dt1 
to to to 

t t1 tn-2 
J J- -- J J;t··-+++(tn-1 , ... , t2 , t1, t l£t 0 )dn-1 ··· dt2dt1 

t ~o~t~o----t~o--------------------------------------- ~ 
t t1 tn-2 

(2 - 74) 

J J- ·· J f;t.:_·i++(tn-} , ... , t2 , tll£t0 )dtn-l ··· dt2dtl 
to to to 

As seen from (2-4), (2-74) is fulfilled in case of independent crossings from the safe domain , where 
AI (t) = f((t I £, 0 ) . Inserting (2-74) into (2-43) provides 

t t lt 

/r1 (tl£t 0 ):::::f((tl£t0 )-Al(t)(jt((tll£to)dtl- J jtt+(t2 ,t1l £t0 dt2dt1+ ··· ) 

to to to 

t t 

Fr1 (tl£t0 )= jexp(- J Al(T)dT)f((tll£t0 ) dtl (2- 75) 

to 

where A1(t) is evaluated from f 1+(t I £, 0 ) and Ji+(tl , t2 I Gt0 ) as follows from the first statement of 
(2-74) . The method of Roberts and Kimura et al. can be generalized if out-crossing frequencies up to 
and including the order (no+ 1) is available. Then, the following quantity approximation is considered 

t tn 0 -1 

J J J;t"~+.t+ (tn 0 , ••. , t1 , t I Gt 0 )dtn 0 · · · dt1 
to to An

0 
(t) = _:___::... _____________ _ 

t tn 0 -1 

J- ·· J J;[~·-+(tn 0 , ... , t) l£t 0 )dtn 0 ··· dt1 
to to 

t tno-1 tno 

J-· · J J /;[0:;_-~ ·++(tno+l , tn 0 , ••• , tl ,tl£t0 )dtn0 +1 dtn0 ··· dtl 
to to to 

t tno-1 tno :: ... , n o = 2, 3, ... (2- 76) 

J- ·· J J f;t"
0
\i·+(tn0 +l , tno , ... , tll£t0 ) dtn0 +ldtn 0 ··· dt l 

to to to 

(2-43) can then be approximated as follows 

no no - 1 t 

/T1 (t)l£t 0 ):::::L)-l)jFl~j(tl£t0 )+An 0 (t) L(- l)j J F(:j(t1i£t 0 )dt1 

;=O ;=O to 

no =2, 3, . .. ::::> 
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t t 

FT1 (t I Et 0 ) = J exp (- J An0 (u) du} 

to tl 

(t,< -I); F;':;(r I c,,)- ~.,(r) t' (-I); l F;':;(u) I c,,) du) dr (2- 77) 

The generalization of {2-77) was neither considered by Roberts nor Kimura et al. 

Closure methods of the inclusion-exclusion series (2-63) for the hazard function and (2-42), (2-43) 
for the first-passage time probability density function becomes necessary because of the divergent 
terms at large excitation time intervals, and because only a rather limited number of terms can be 
evaluated. However, both of the indicated closure methods are based on weak assumptions and seem 
to be motivated primarily in order to be able to evaluate the series on closed form. Integral equation 
methods, based on a truncation of the infinite series of the numerator and denominator of the formal 
representation of the kernel function offer a more accurate and better motivated alternative. 

Next, it is assumed that {X(t), t E [to, oo[} and its time derivative {X(t), t E [to , oo[} 
form a Markov vector process 

[
X(t)] 

Z(t) = X(t) (2 - 78) 

As an example a non-linear and non-hysteretic single-degree-of-freedom system under 
external excitation is considered, determined by the stochastic differential equation 

dZ(t) = c(Z(t)) dt + d(t)dW(t) + e(t) dV(t), t E]to , oo[, Z(to) = Z0 (2 - 79) 

[X(t ) ] [ X(t) ] [ o ] [ o ] Z(t) = X(t) , c(Z(t)) = -u(X(t),X(t)) , d(t) = d(t ) , e(t) = e(t) (2-80) 

c(Z(t)) is the drift vector and d(Z(t)) and e(t) represent the diffusion vectors of 
the system. The component u(X(t),X(t)) in the drift vector indicates the restor­
ing force per unit mass of the oscillator. The generating sources {W(t), t E [to, oo[} 
and {V(t), t E [to , oo[} have independent increments, which are also independent of 
their initial values W(to) and V( to). {W(t), t E [to, oo[} is assumed to have sam­
ple curves, which are continuous with the probability 1. These restrictions confine 
{W(t) , t E [to, oo[} to be a Wienerprocess, Nielsen and lwankiewicz (1996). Because of 
the introduction of the diffusion function d(t) it can without restrictions be assumed that 
{W(t), t E [t0 , oo[} is a unit intensity Wienerprocess. {V(t), t E [to, oo[} have sample 
curves which are not continuous with probability 1. This confines {V(t), t E [t0 ,oo[} 
to the classes of compound Poisson processes or a stable Levy motions, Nielsen and 
lwankiewicz (1996). c(t) and d(t) signify deterministic modulation function of the gen­
erating stationary source processes {W(t), t E [to, oo[} and {V(t), t E [to, oo[}. A more 
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general formulation allows the diffusion vectors d(t) and e(t) to depend on the state 
vector Z(t) . Such problems appear in case of parametric excitation processes with in­
dependent increments. However, this is never the case for external excitations, which 
are the only excitations to be considered in this thesis. 

Further, if the initial conditions Z0 are deterministic or stochastically independent of 
{V(t) ,t E [t 0 ,oo[}, and {W(t),t E [t0 ,oo[} the response process {Z(t),t E [t0 ,oo[} 
then becomes a 2-dimensional Markov process. The joint transition probability density 
function of the Markov state vector from the state zf = [ xo, :i:o J at the time t0 to the 
state zT = [x, :i:J at timet > t0 is denoted q{z} (x, x, t I xo, xo, to) . 

In relation to the indicated 2-dimensional response process, first-passsage time failure is 
considered in relation to the safe domain St = {(x, :i:) I a(t) < x < b(t) 1\ -oo < x < oo }. 
If both barriers are restrictive the first-passage problem is referred to as a double barrier 
problem, whereas the case a(t) = -oo V b(t) = oo is denoted a single barrier problem. 

Below, a single barrier problem with constant upper barrier b is first considered. In 
this case f xr

1 
( b, :i:, t I £t0 ) dtdx indicates the joint probability of the first-passages in 

the time interval ]t, t + dt] at the barrier b with out-crossing velocities in the interval 
]x, :i:+d:i:] on condition of £t 0 • Using the Markov property the following integral equation 
can then be formulated for f r

1 
x ( b, x, t I £to) with an argumentation identical to the one 

leading to (2-35), Nielsen (1990b) 

t 00 

fxr
1
(b,x,t I ft 0 ) = xq{zJ(b,x,t I &t0 )- j j xq{zJ(b,x,t I b,x1,td · 

to 0 

(2 - 81) 

where 

(2- 82) 

f{x }{X} ( x, :i: , t) signifies the joint first order probability density function of the processes 

{X(t)}, {X(t)} at the timet , i.e. the joint probability density function of the stochastic 
variables X(t) and X(t). 

In case of non-Markov processes the relevant kernel in (2-81) is given by 
:i:q{z} (b, :i: , t I £ton £)to,tt[ n{x(ti) = b" X(tt) = :i:d ), where £]to,tt[ = nrE)Io,td Sr , 
indicating the rate of out-crossings at the time t on condition of a first-passage at the 
time t 1 with the out-crossing velocity :i:1. Due to the Markov property of the state 
vector process {Z(t), t E [t0 , oo[} the kemel reduces to the transition probability density 
function as shown in (2-81 ). The inner integral in (2-81) provides transition from all 
possible out-crossing velocities at the time t1 to out-crossings with velocity :i: at the 
timet . 

.. -.1~ 
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From the solution to (2-81) the first-passage time probability density function is given 
by 

00 

!r1(t I Eco) = j fxr1(b,x,t I Eco)dx (2 -83) 

0 

Inserting the right-hand side of (2-81) into the right-hand side of (2-83) and application 
of Rice's formula provide 

t 00 

frl(t I Cto) = rtCt I Eto)- J J Jt(t I b,xltt)fxrl(b,,xltl I Eto)dxldtl (2- 84) 

to 0 

f{(t I b,x1,ti) = j0

00 Xq{z}(b,x,t I b,x1,t1)dx is the first order out-crossing rate at the 
timet on condition of deterministic start in [X(t1 ),X(t1 )] = [b,x1], t 1 < t. The formu­
lation (2-84) should be preferred compared to (2-83) because the boundary condition 
/r1 (to I Ct0 ) = fi (to I Ct0 ) is exactly fulfilled. 

Using the Markov property the solution to (2-81) can be expressed in a Neumann-series 
of iterated kernels 

t 00 

j j xq{z}(b,x,t I b,xl,tt)xlq{z}(b,xt,tl I Et0 )dx1dt1 + · · · = 
to 0 

too 

xf{x}{x}(b, x, t I Eto)- J J xxd{x}{X} (b, x, t; b, X}' tl I Eto) dxl dtl + ... (2 - 85) 

to 0 

If (2-85) is inserted into (2-83) the formal inclusion-exclusion series (2-43) is obtained, 
using the generalization of the Rice formulas for joint conditioned crossing rates, Rice 
(1944). 

The main difference between the integral equations (2-35) and (2-81) is that the former 
applies also to non-Markov processes. However, in (2-35) the kernel is introduced as a 
new unknown function, which must be approximated in applications. This is not the 
case in the formulation (2-81 ), which provides an exact calculation procedure for the 
first-passage time probability density function for Markov vector processes. 

For the double barrier problem with time-varying lower and upper barriers a(t) and 
b(t), (2-81) is replaced with the coupled integral equations 
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t 00 

j j ( x - b( t)) q { z} ( b( t), x, t I b( t I) , x 1 , t 1) f x r, ( b( t 1 ) , x 1 , t 1 I Eta ) dx 1 dt 1 -

to b(tl) 

t a(td 

j j (x-b(t))q{z}(b(t),x,tla(tt),xt,t1)fxr,(a(tt),xt,t1 1£to)dx1dt1 (2-86) 
to -oo 

t a(t ,) 

j j (a( t) - x) q { z} (a( t), x, t I a( t t), x 1 , t 1 ) f x r, (a( t t), x 1, t 1 I Eto) dx 1 dt 1 -

to -oo 

t 00 

·j j (a(t)-x)q{z}(a(t),x,tlb(t1),x1,t1)fxr,(b(tt) ,xt,t11Eto)dx1dtt (2-87) 

to h(t 1 ) 

From the solution of (2-86) and (2-87) fr, (t I Et0 ) is then obtained from 

oo a( t) 

fr, (t I Et0 ) = j fxr, (b(t), x, t I Eto) dx + j fxr, (a(t), x, t I Eto) dx (2- 88) 

b( t) -oo 

Fig. 2-4: Out-crossings in the interval ]t, t + dt] through an area element dat of the 
failure surface Ost. 
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Next, consider a non-linear and a non-hysteretic ·dynamic system of n degrees-of-freedom. 
The state vector zT(t) = [X(t), X(t)] made up by the displacement and velocity re­
sponse is assumed to be a 2n-dimensional Markov vector with the transition probability 
density function q{z}(x, x , t I xo,xo ,to). 

The safe domain at the time t is given by St = { ( x , x) I x E St 1\ x E Rn} . The surface of 
the set St is denoted OSt. 8St then becomes a cylinder in R2n with OSt as the perimeter 

set . 

Consider an area element dat of OSt specified by the position vector b(t), and moving 
at the velocity b(t) relative to a fixed frame of reference. The velocity of a sample curve 
relative to the surface in direction of the outward directed unit normal vector n(b(t)) 
is given by 

Xn(b(t)) = nT(b(t))(X(t)- b(t)) (2- 89) 

fxr
1 
(b(t), x, t I ft 0 ) dat dxdt indicates the joint probability of first-passages in the time 

interval ]t, t + dt] at the surface area element dat at position b(t) with the out-crossing 
velocity vector in the volume dx centred at x on condition of Eta . Out-crossings in the 
time interval Jt, t + dt] take place if X(t) is placed in the volume element datXndt, see 
fig. 2-4. fxr

1 
(b(t), x, t I Eta) then fulfils the following integral equation 

t 

j nT (b(t)) (x- b(t)) j j q{z} (b(t) , x, t I b(t1 ), x1 , t1) 
to ast 1 At 1 

(2- 90) 

where 

(2- 91) 

(2-90) generalizes (2-81) in the same way as the Belyaev formula for the out-crossing 
rate of a vector stochastic process, Belyaev (1968), generalizes the Rice formula for 
the out-crossing rate of a scalar process. (2-90) defines the integral equations for all 
points b(t) of the surface OSt. In case of numerical solutions the failure surface 8s 1 

has to be divided into finite subdomains within each of which fxr
1 
(b(t), x, t I [t

0
) is 

considered constant as a function of b(t) . A closed system of integral equations for 
these quantities may then be obtained from (2-90). Hence, in contrast to (2-81) and 
(2-86), (2-87) no exact formulation of the problem is obtained in this case. The level 
of approximation depends on the roughness of the discretization of the failure surface. 



--
26 

Obviously, a finer discretization should be ~pplied where out-crossings are likely to 
occur. The first-passage time probability density function is next obtained from 

!r1 (t I Et0 ) = j j fxr
1 
(b(t),x,t I Eta) dxdat (2- 92) 

8s1 At 

Finally, it is assumed that the restoring force of the oscillator (2-79) is related with 
hysteresis. The equations of motion can then be written 

dZ(t) = c(Z(t))dt + d(t)dW(t) + e(t) dV(t) , t E [to, oo[, Z(t0 ) = Zo (2 - 93) 

Z(t) = [~~~~] , c(Z(t)) = [ -au(X(t),X&)))_ {1- a)Q(t)] 
Q(t) K(X(t), Q(t))X(t) 

(2- 94a) 

d(t); [ +] , e(t); [ +] (2- 94b) 

Q( t) is the hysteretic component of the restoring force, which is confined to the interval 
[-qy,qy] with probability 1, and a is the non-hysteretic fraction of the total restoring 
force. The 3rd equation in (2-93) represents the constitutive equation of this component. 
K(X(t), Q(t)) can be interpreted as a state dependent spring stiffness of the restoring 
force. This is a non-linear and a non-analytical function of the state variables. Ex­
pressions for this quantity have been given for various simple models of hysteresis such 
as the bilinear oscillator, Kaul and Penzien (1974), and the Bouc-Wen hysteresis, Wen 
(1976), see (3-49), (3-50), (3-51). 

(2-81), (2-82) and (2-83) are then replaced with 

J q{z}(b,i ,q,t I zo ,io, qo,to)f{z}(:co,io,qo, to)d:cod:i:odqo 
. St 0 

q{z} (b, :c , q, t I Ct0 ) = -------;;--------------­J f{Z} (zo,io, qo , to) d:c oiodqo 

(2- 95) 

(2- 96) 

(2- 97) 
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qy is the yield value of the hysteretic restoring force component. In case of a bilinear 
oscillator this value is attained with finite probability. Consequently, the transition 
probability density will have delta-spikes at Q(t) = -qy and Q(t) = qy. As seen 
(2-95) is a special case of (2-90) , where Ost = b x [-qy, qy]· The integral equations for 
more involved hysteretic systems are equally given by (2-90), when OSt indicates the set 
product of the safe domain of X(t) and the sample space of all hysteretic components. 

The integral equation (2-35) was first obtained by Bernard and Shipley (1972) and Shipley and Bernard 
(1972) dealing with single-degree-of-freedom systems under white noise excitation. The applied deriva­
tion relied on the Markov property of the state vector of this system. In the present notation they 
obtained the following expression for the kernel in the single barrier problem as follows from (2-84) and 
comparison with (2-35) 

(2- 98) 

It should be noted that Bernard and Shipley did not obtain any of the integral equations (2-81), (2-86), 
(2-87), (2-90), (2-95) or similar equations valid for Markov systems, but concentrated on specifying 

various approximations to ff(t I £,0 n.:F1(:)). 

Bernard and Shipley (1972) claimed that the separation of the integrand in (2-35) into a kernel function 
and a first-passage probability density function is unique for Markov systems. Nielsen (1980) demon­
strated the nature of (2-35) as a fundamental identity, not restricted to Markov processes, and derived 
from the integral equation the formal inclusion-exclusion series (2-43) and (2-46) for the first-passage 
probability density function and for the kernel in terms of joint conditioned out-crossing rates. In the 
same paper the integral equation (2-55) for the nth-passage probability density function was specified , 
along with the formal expansions (2-56) and (2-58) for this quantity and the associated kernel. The 
integral equations (2-48), (2-51) for the conditioned first-passage probability density function and the 
expansions for the associated kernels (2-50) , (2-54) were derived by Nielsen (1990a). 

The formulation (2-59) and the associated formal expansions (2-60) , (2-61) in conditioned crossing 
rates of samples in the safe domain at specified instants of time, J;t· .. +( tn, .. . , ft; lr1 , ... ,r,. I £10 ), were 
suggested by Thoft-Christensen and Nielsen (1982) . 

For a one-dimensional Markov process {Z(t), t E [to,oo[} in combination with a single barrier problem 
with time varying upper barrier b(t) , the first-passage time probability density function fulfils the 
integral equation 

,-
ht (t I Et0 ) = c{z}(b(t), t I lt 0 ) - J c{z}(b(t), t I b(tt ), t1 )h1 (tt I £10) dtt 

tt 
J c{z}(b(t), t I zo, to)f{x}(zo, to)dzo 

St 0 c{z}(b(t),t I lt0 ) = --=----=--------­J f{x}(zo , to)dzo 

(2- 99) 

(2- 100) 

c{z}(b(t), t I zo, to) is the probability current through the boundary b(t) at the timet on condition of 
a deterministic start at zo at the time to. Let D N ( z, t) be the derivative moment of Nth order of the 
process. Then, see e.g. Stratonovich (1963) 

~ ( _ 1)N-1 0N-l 

c{z}(b(t), tlzo , to)= L....J N! ozN_ 1 (DN(b(t) , t)q{z}(b(t) , tl zo,to)) (2- 101) 
N=l 
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q{ z} (z, t I zo, to) signifies the transition probability density function of the Markov process. For diffu­
sion processes the derivative moments above the second order vanish. This is not the case if the input 
noise to the system is a compound Poisson process. 

(2-99) has here been stated using the same argumentation as in (2-35). Alternatively, (2-99) was 
formally derived by Ricciardi et al. (1984) for the case of deterministic start based on an identity 
by Siegert (1951, eq. (2.12)). In their final result a factor 2 appears in front of both terms on the 
right-hand side of (2-99), originating from an interpretation of the integration limits different from the 
one indicated above. The system of integral equations (2-81), (2-86), (2-87), (2-90) , (2-95) for Markov 
systems was derived by Nielsen (1990b) . 

Example 2-2: Approximations for the kernel and the inhomogeneity of inte­
gral equations (2-35) and (2-41) and related bounding technique 

Consider a linear single-degree-of-freedom oscillator subjected a Gaussian white noise {l.V(t), t E)O, oo[} 

m(X + 2(woX + w~X) = W(t) t > 0 } (2 - 102) 
X(O) = Xo X(o) = Xo 

The time will be normalized with respect to the eigenperiod To = .:: . The boundary conditions will 
be normalized with respect to the stationary variance of the oscillator given by, e.g. Nielsen (1993) 

where So is the auto-spectral density function of the Gaussian white noise . 

The following 4 first-passage time problems will be analysed 

1. Symmetric double barrier deterministic start problem. 
Xo = X o = 0 , ( = 0.08 , b(t) = -a(t) = 2.5ux,o 

2 . Single barrier stochastic start problem. 
( = 0.01 , b(t) = 2.0ux ,o 

3. Single barrier deterministic start problem. 
X 0 = X o = 0 , ( = 0.08 , b(t) = 2.5ux ,o (1- i ~J . 

4. Symmetric double barrier deterministic start problem. 

Xo = X o = 0, ( = 0.08 , b(t) = -a(t) = 2.5ux,o (1 - t ~0 ) , t E (0, 7T0). 

The safe domains in the last 2 problems are shown in fig . 2-5. 

(2 - 103) 
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2.5ux.o 2.5Ux.o 

-2.5ux.0 

Fig. 2-5 : Time varying safe domains. 

The following approximation is used for the kernel of the integral equation {2-35), obtained by trun­
cating the numerator and denominator series of (2-46) to the first term 

! + (t I£ n y:<t>) !::: f:j·+(tt, t llo) (2- 104) 
1 o tt Jt(tt llo) 

The approximation for the first-passage time probability density function obtained by numerical inte­

gration of {2-35) with the kernel (2-104) is designated /~: ) (t I la) in the following. 

For the deterministic start problems the approximation {2-104) is always applied based on conditioned 
crossing rates evaluated from the joint pdf of [X(t), X(t)] conditioned on [X(O), X(O)J = [0, 0]. For the 
stochastic start problem the following approximations for the kernel and the inhomogeneity will also 
be considered 

! + (t ll n _r(l) l !::: J:j"+(t1' t) (2- 105) 
1 a lt ~ Jt(tt) 
+ I ) ft (t) 

/ 1 (t la !::: 4> (-b-) (2 - 106} 
ux ,o 

The approximation {2-104) is reasonable because both the numerator and the denominator are upper 
bounds as shown below, and thus counterbalance each other to some extent. At high barrier levels with 

independent crossing rates Jt(t llt 0 n.r~: )) ~ Jt(t) . As follows from {2-4) this limit is also attained 
asymptotically by the right-hand sides of {2-104) and {2-105). Hence, both of those approximations 
are asymptotically correct at high barrier levels. 

(2-105) was first suggested by Bernard and Shipley {1972) and Shipley and Bernard (1972). T he 
denominator in (2-106) was a modification due to Nielsen {1980) to insure the fulfilment of the boundary 

condition /r1 (0 I la) = ~\i~~ as seen from {2-30) . In comparison Bernard and Shipley applied the 

approximation Jt (t llo) ~ Jt ( t) . The approximation for the first-passage probability density fun ction 

obtained by numerical solution of (2-35) with {2-105), (2-106) is designated ~~~) (t I la) . 

The next approximation to the kernel is obtained by truncating the numerator and denominator series 
after 2 terms. Replacing conditional out-crossing rates by corresponding unconditional out-crossing as 
in {2-105) the following kernel approximation is obtained, Nielsen (1980) 

tl 

J:t+ ( ft , t) - J Jt++ {t2 , tt)dt2 

Jt ( t I la n :F~: )) ~ -----1-~-----­
Jt(tt) - J J:t+(t2 ,tt)dt2 

a 

{2- 107) 
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The approximation for the first-passage time probability density function obtained by numerical solution 

of (2-35) with (2-106), (2-107) is designated /~:)(t I l'o) . 

Finally, the integral equation (2-41) is considered. For the inhomogeneity and for the kernel the 
following approximations are applied, Nielsen (1980) 

(2- 108) 

(2- 109) 

The approximation obtained by numerical solution of (2-41) with (2-108), (2-109) is designated ~~~)(t I 
l'o). 

Since the integral on the right-hand side of (2-35) is non-negative, one has the following bounding for 
the first-passage time probability density function 

(2- 110) 

The right-hand side of (2-110) will be referred to as the 1st upper bound. 

The general technique for construction bounds follows from (2-42). Ignoring the non-negative integral 
within the brackets on the right-hand side succeeding upper and lower bounds are constructed depending 
on the sign of ( -1)n-l. The 1st lower bound and the 2nd upper bound become 

t 

h 1 (t I l'o) ~ R~1)(t) = f't(t I l'o)- j Jt+(tl, t I l'o)dt1 (2- 111) 

0 

t t lt 

h 1 (t I £o) ~ s~\t) = t't(t I l'o)- j tt+Ctl, t I £a)dt1 + j j rt++Ct2, t1, t ll'o)dt2dt1(2 -112) 

0 0 0 

Ignoring the non-negative integral within the brackets on the right-hand side of (2-30) the following 
upper bound is obtained 

< Jt(t) 
h 1 (t I l'o) _ P(l'a) 

(2-113) is an alternative to (2-110) but is expressed in the unconditioned out-crossing rate. 

(2- 113) 

The various approximate results for the first-passage time probability density function along with the 
indicated bounds have been shown in fig . 2-6 for problem 1 defined above. The results have been 

compared to the simulation results of Crandall et al. (1966) . Obviously, ti\)(t l l'o) is doing better in 

this case than the more involved approximations f~:)(t I l'o) and J!;!/(t ll'o) . Hence, the conclusion is 

that these approximations should be abandoned . The approximations f~:)(t I £0 ) and f~b)(t j£0 ) will 
both be further investigated in the following examples. 

1 
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Fig. 2-6: First-passage time probability density function. Deterministic start problem with symmetric 
constant double barriers. ( = 0.08, b(t) = -a(t) = 2.5ux,o- Nielsen (1980). 
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Fig. 2-7: 2nd-passage time probability density function. Deterministic start problem with symmetric 
constant double barriers. ( = 0.08, b(t) = - a(t) = 2.5ux,o- Nielsen (1980). 
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Upon inserting any approximation to /T1 (t I Co) into the right-hand side of (2-55) the 2nd-passage 
time probability density function can next be evaluated numerically. The kernel given by (2-58) is 
approximated as follows 

t 

J Jt++(t2, t1 , t I Co)dt2 

ft (t ICon ;r,;>) ~ -0 -
1
-------­

J Jt+(t2 , t1 I Co)dt2 
0 

t 

J Jt++ (t2, tt, t)dt2 
0 

t 

J Jt+ (t2' tt)dt2 
0 

(2- 114) 

The approximation to the 2nd-passage time probability density function obtained by numerical solution 

of (2-55) with the inhomogeneity Jt(t I Co)- Jt )(t I Co) and with the kernel approximation (2-114) is 

designated /;.}Ct I Co). 

From (2-55), (2-56) the following bounds can similarly be derived for the 2nd-passage time probability 
density funct ion, Nielsen (1980) 

I 

h2 (t1Co )~s¥/Ct)= JJt+(tt,tiCo)dtt (2 - 115) 

0 

. I I l1 

h 2 (t I Co) ?: RW(t) = J Ji+(tt, t I Co)dtt- 2 J J Jt++(t2, t1,t I Co)dt2dt1 (2- 116) 

0 0 0 

The obtained result along with the indicated bounds has been shown in fig. 2-7. 1~:) ( t I £ 10 ) will 
maybe start decreasing at later times than shown in the figure. 

Fig. 2-8 shows the results for the approximation J!;) (t I Co) for problem 2 along with associated 
bounds. The simulation results are obtained from ergodic sampling based on the identity (2-31). Fig. 
2-9 shows the first-passage time distribution function F~~) (t I Co) obtained from the approximation 

/~) ( t I Co) of fig. 2-8. 
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Fig. 2-8: First-passage time probability density function for a single barrier stochastic start problem. 
( = 0.01 , b(t) ::: 2 .0 er x,o . Nielsen (1980) 
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Fig. 2-9: First-passage time probability distribution function for a single barrier stochast ic start 
problem. ( = 0.01, b(t) := 2.00'X,O · Nielsen (1980). 
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Fig. 2-11: 2nd-passage time probability density function. Deterministic start problem with a single 
time-varying barrier. ( = 0.08 , b(t) = 2.5ux,o (1 - t;J. Nielsen (1980) . 

In fig . 2-10 the various approximations for the first-passage time probability density function are 

shown for problem 3 along with various bounds. It is noted that !5;/(t I &o) and ~~~)(t I &a) are almost 
identical as long as the first lower bound remains positive . 

Fig. 2-11 indicates the approximation /~:) (t I &o) to the 2nd-passage time probability density function . 

The probability of at least 2 failures in the interval [0, 5To] can be calculated as F~:)(5To I &o) = 

J
0

5
T

0 f~:>(t I &o)dt = 0.8788. 

In fig. 2-12 the approximation Ji:: )(t I Eo) is shown for problem 4 along with the 1s t upper and the 
1st lower bounds. T heoretically, the probability of failure in the interval [0, 7T0 ] is 1 in this case. 

T he considered approximation provides F~:) (7To I Go) = 1.0015. This accuracy can generally not be 

expected in case of longer excitation intervals under s tationary conditions (stationary excitation with 
constant barrier) . 
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Fig. 2-12 : First-passage time probability density function. Deterministic start problem with symmetric 
time varying double barriers. ( = 0.08, b(t) = -a(t) = 2.5ux,o ( 1 - t ~J , t E (0, 7Ta] . Nielsen 

(1980). 

For an oscillatory system with time-invariant safe domain subjected to stationary white noise excitation, 
the first passage time probability density function for both deterministic and stochastic start problems 
can be written as follows, Mark (1966) 

00 

Jrl (t I Eta)= L Cne->.n(t-to) (2- 117) 

n=l 

An signifies the nth eigenvalue of the Kolmogorov forward and backward operators with absorption 
on the entrance and the exit part of the failure surface fJS in the phase space, respectively. (2-117) is 
proved in section 3.2.2, cf. (3-146), to be generally valid for all Markov systems described by (2-80) , if 
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80), if only the structural system and the safe domain are time-invariant, and the increments of the 
generating sources dW(t) and dV(t) are stationa'ry. The structural system is time invariant if the 
drift vector and the diffusion vectors are not explicitly dependent on time, i.e. c(z(t), t) = c (z (t )) and 
d(Z(t), t) = d(Z(t)). The smallest eigenvalue, >.1 , is known as the limiting decay rate, corresponding to 
the asymptotic behaviour as follows from (2-117), /r

1 
(t I t't 0 ) oc cle- >.t(t-to). In case of independent 

out-crossings, >.1 = ft , cf. (2-72). As seen from fig. 2-6 and fig. 2-8 the simulation results are 

asymptotically parallel as t- to-+ oo to the approximations f~:)(t I t'o) and t5J/ (t I £0 ). This means 
that the limiting decay rate can be calculated relatively accurately from this approximation. This 
property has been observed in other applications to the integral equation method , where similar kernel 
approximations are applied as seen in the succeeding numerical example 2-4. 

a) 
0 . 14 ..... : . ........... ; .. .. . 

0 . 12 ......... ~. . . . . . . . . . . . ·.-.... - . . . . . . . : . . . 

0 . 1 ······· · ........ .. ····· ·· ················ ······· ········ ·· ··· ··· ···-. . . . . 

0 . 08 .... , . 

0 . 06 ... . . .. .. ···-

0.04 ........ ....... ... : .......... ... : ....... . ... :. 

b) 2rr-----r------r------r------r------r------r------r------r---, 

1 . 5 ... ·······<··············:-

. . 
.. , -······· ··· ····-· ·· ···· .. .... ... . . . 

0 . 5 

5 10 40 't/To 

Fig. 2-13: a) First-passage time probability density function . b) Decay rate coefficients. Simulation 
results based on 100000 out-crossings. Linear SDOF oscillator. Single barrier stochastic start problem. 
( = 0.01, b = 2.0crx,o-

The existence of a limiting decay rate has been demonstrated in fig. 2-13, where the first-passage time 
probability density function has been estimated from Monte-Carlo simulation based on (2-31) for a 
single barrier stochastic start problem with ( = 0.01 og b = 2.0ux,o· The length of the applied time 
series has been adjusted so totally 100000 intervals spent in the safe domain is used in the estimation 
of FL( T ) . Define the so-called decay rate coefficient a = >.tf ft. A running estimate, a( t), is next 
defined from the estimated values of fr1 (t I t'o) and the value 1 period ahead, f r

1 
(t +To 1 £0 ) 

assuming fr1 (t I t'o) = c1e->. 1 t. As seen from fig. 2-13b a stationary estimate a"" 0.2 is obtained for 
t > 1 OTo. At the estimation of /r1 ( t I t'o) no attempts were done to adjust the simulation results to 
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the boundary value fT1 (0 I £o) = EtLl = P(~o) = 0.13849. The corresponding simulated values are 
/T1 (0 I £o) = 0.13966. 

Example 2-3: Bounding techniques related to the integral equation (2-59) 

Bounds similar to (2-110), (2-111) and (2-112) can with an identical argumentation be derived from 
(2-59) and (2-60). The 1st upper bound and the 1st lower bound to the first-passage probability density 
function based on these results become 

(2- 118) 

t 

h1 (t I Gto)?:. RW (t; Gr1···· ,Tm) = rt<t; £T1···· ,Tm I Gto )-J tt+ (tt 't; Gr1, ... ,Tm I Gto) dtt (2- 119) 

to 

(2-118) was originally stated by Shinozuka and Yang (1969) . Assuming the considered response prcr 
cesses to be sufficiently smooth the right-hand side of (2-118) forms a non-increasing sequence, and the 
right-hand side of (2-119) forms a non-decreasing sequence as the number m of the control points is 
increased. Hence, these sequences converge to specific limits as m-+ oo. Let Om = max(Ti+t - Tj). 
If Om -+ 0 as m -+ oo, it can further be shown that the sequences converge monotonously to the 
first-passage time probability density function, Thoft-Christensen and Nielsen (1982) 

s¥/(t;£r1, ... ,rm)!/T1(tl£t0 ) as Om-+0 (2- 120) 

R~!(t; Gr1, ... ,rm) i h1 (t I Gto) as Om-+ 0 (2- 121) 

For a fixed m the optimal upper and lower bounds can be found by the instants of time r 1 , ... , Tm 

which minimize the upper bound and maximize the lower bound. These improved bounds become, 
Thoft-Christensen and Nielsen (1982) 

(l)•c ) . s(l)( C" ) ST t, m = mtn T t; L-r1 , ••• ,rm 
1 to<r1<···<rm<t 1 

(2- 122) 

(2 - 123) 

If the first-passage time probability density function is a non-increasing function with time as is the case 
for the stochastic start problem with stationary response processes and a time-invariant safe domain, 
these bounds may be sharpened in the following way, Thoft-Christensen and Nielsen (1982) 

I ) (t) .. c ) (l)•c ) /r1 (t £,0 $ ST t, m = max ST it, m 
1 11 E[t,oo[ 1 

(2- 124) 

(2- 125) 

-
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Fig. 2-14: Upper bounds to the first-passage time probability density function . Single barrier stochastic 
start problem. m = 0, ( = 0.01 , b = 2.0 u x,o . Thoft-Christensen and Nielsen (1982). 

The linear single-degree-of-freedom system oscillator (2-102) is considered again. A single barrier first­
passage problem with stochastic start is considered. The damping ratio ' is ( = 0.01 and the barrier 
level is b = 2.0u x ,o . 

Fig. 2-14 shows the variation with the time of the first upper bounds s¥t (t , 0) and s¥t• (t , 0) as given 
by (2-122) and (2-124) for the case of no internal control points, i .e. m = 0. The first local minimum 
Jl+(tl I l"o)To = 0.045050 at the time t = t} = 0.92478 To is also the global minimum, so s¥t· (t, 0) 

follows J:t(t I f o) up tot= tl and is given by s¥t•(t,O) = Jt(tl I fo) fort> it . The indicated 
simulation result was obtained from ergodic sampling based on (2-31) with analytical calculation of 

j+ 
ErLJ = #c}o) to insure the correct boundary value of fr1 (0 I S 0). 

fr. (t I Eo)To 

0.16 

-----, 

0 .12 

0.08 

0 .04 

0 .000 

.r f? (t; Er, I £o)To, -R" = 0.061 

I I 
r /t (t ; Er, I Eo)To, -R" = 1.019 

I ! I 

r----, 

J~(t;£r1 l£o)To, -R-=2.016 

~· ~r--.~~h.r-< s~l•(t , 1)T0 (upper bound (2 -122)) 

per bound (2- 124)) r---..-. 

2 4 6 

\_s<ll••(t 1)T. ( T, _ , o up 

\._ SimulJtion 

8 
J tfTo 
10 

Fig. 2-15: Upper bounds to the first-passage time probability density function . Single barrier stochastic 
start problem. m = 1, ( = 0.01 , b = 2.0ux,o - Thoft-Christensen and Nielsen (1982) . 

• 
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.!l.. ..!.1. f"t(tl , lr1 llo)To 
To To 

0 .061 0.961 0.04050 

1.019 1.941 0 .03723 

2 .016 2 .939 0 .03712 

Table 2-1: Local minima of the 1st upper bound, m= 1. 

In fig. 2-15 the time-variation of the corresponding upper bounds s¥t (t, 1) and s¥ ) .. (t , 1) with 1 
control point is shown. Generally, the optimal position of this control time, T1 , is placed

1
0 .90T0 - 0 .92To 

prior to the variable time t . This is approximately the time needed to perform an eigenvibration in the 
safe domain from [x, i] = [b, OJ until some position on the exit boundary [b, i]. i > 0 is reached. For a 
corresponding symmetric double boundary problem TJ will be approximately 0.40To - 0.42T0 . In any 
case the search for an optimal position of TJ can be restricted to a very narrow interval, and it can be 
performed correspondingly fast . The local minima of j 1+(t; t:r1 I t:o) , attained at the instants of time 
t = t 1 , and the corresponding optimal positions of the control time r1 are shown in table 2-1. The 
local minima of s~~)· (t, 1) are decreasing up to and including the 3rd local minimum, so s¥t· (t. 1) is 
passing through these minima, and is constant to the right of the 3rd local minimum . 

fr1 (t I £o)To 

0.16 

F---. 

0 .12 

v-ft(t;£r1,r2 I £o)To, (¥.", R) = (0.046,0.09.1 ) 
1.039) 0 .08 

0.04 

0.00 
0 

lr Jt(t; £r1,r, I £o)To, ( ¥.-• R) = (0.975~ 
,r Ji(t ;£rt ,r, I £o)To , (¥., R) = (1. 

r-----.. 

2 

019, 2.028) 

v J{(t;£rt,r, I £o)To, (¥.", R) = (2.002, 3.021) 

I 

\_ Simuljtion 

4 6 B 

\_ sw••(t, 2)To (upper bound (2- 124)) 

tfTo 
10 

Fig. 2-16: Upper bounds to the first-passage time probability density function . Single barrier stochastic 
start problem. m= 2, ( = 0.01 , b = 2.0ux,0 . Thoft-Christensen and Nielsen (1982) . 

.!l.. .!L ..!.1. f"t(t1;lr 1 ,r2 llo)To To To To 

0 .046 0.091 0.978 0.03943 
0.975 1.039 1.937 0.03415 
1.019 2.028 2.950 0.03375 
2.002 3.021 3.942 0 .03320 

Table 2-2: Local 2-2: Local minima of the first upper bound, m = 2. 
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the boundary value /T1 (0 I &o) = eiLJ = P(~o) = 0.13849. The corresponding simulated values are 
h 1 (0 I &o) = 0.13966. 

Example 2-3: Bounding techniques related to the integral equation (2-59} 

Bounds similar to (2-110), (2-111) and (2-112) can with an identical argumentation be derived from 
(2-59) and (2-60). The 1st upper bound and the 1st lower bound to the first-passage probability density 
function based on these results become 

(2- 118) 

t 

h 1 (t I Ct0 )"?. RW (t; &r1 ,··· ,rm) = ft (t; &r1 ,··· ,rm I t't 0 )-j ti+(tt , t; &r1, ·· · ,rm I &t0 ) dt1 (2- 119) 

to 

(2-118) was originally stated by Shinozuka and Yang (1969). Assuming the considered response pro­
cesses to be sufficiently smooth the right-hand side of (2-118) forms a non-increasing sequence, and the 
right-hand side of (2-119) forms a non-decreasing sequence as the number m of the control points is 
increased. Hence, these sequences converge to specific limits as m -+ oo. Let 6m = max( Ti+t - r; ). 
If 6m -+ 0 as m -+ oo, it can further be shown that the sequences converge monotonously to the 
first-passage time probability density function, Thoft-Christensen and Nielsen (1982) 

(2- 120) 

(2- 121) 

For a fixed m the optimal upper and lower bounds can be found by the instants of time r 1 , · • . , Tm 

which minimize the upper bound and maximize the lower bound. These improved bounds become, 
Thoft-Christensen and Nielsen (1982) 

(1)•( ) . s<1>( eo ) ST t , m = mm T t; <-r1 , •.. ,rm 
1 to<rt<· ··<Tm<t 1 

(2- 122) 

(1)•( ) (1)( ) RT t, m = max RT t; &r1, . .. ,rm 
1 to<r1< ··· <rm<t 1 (2 - 123) 

If the first-passage time probability density function is a non-increasing function with time as is the case 
for the stochastic start problem with stationary response processes and a time-invariant safe domain, 
these bounds may be sharpened in the following way, Thoft-Christensen and Nielsen (1982) 

I ) (1) .. ( ) (1)•( ) fT1 (t &t0 $ ST t , m = max ST t1,m 1 t1 E[t,oo( 1 (2 - 124) 

( I ) (1) .. ( ) . (1)•( ) fT1 t &, 0 ~ RT t , m = mm RT t1, m 1 t1 E]t0,t) 1 (2 - 125) 
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Fig. 2-14 : Upper bounds to the first-passage time probability density function . Single barrier stochastic 
start problem. m= 0, ( = 0.01 , b = 2.0 crx,o . Thoft-Christensen and Nielsen (1982). 

The linear single-degree-of-freedom system oscillator (2-102) is considered again. A single barrier first­
passage problem with stochastic start is considered . The damping ratio' is ( = 0.01 and the barrier 
level is b = 2.0crx,o . 

Fig. 2-14 shows the variation with the time of the first upper bounds s¥t (t, 0) and s¥/** (t , 0) as given 
by (2-122) and (2-124) for the case of no internal control points, i .e. m = 0. The first local minimum 

Jl+(ti I t'o)To = 0.045050 at the time t = tl = 0.92478 To is also the global minimum, so s¥t· (t, 0) 

follows f((t I t"o) up tot = tl and is given by s~?** (t,O) = f((tl I t'o) fort> tl . The indicated 
simulation result was obtained from ergodic sampling based on (2-31) with analytical calculation of 

EfL] = P[to) to insure the correct boundary value of fr
1 

(0 I S0). 
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Fig. 2-15 : Upper bounds to the first-passage time probability density function. Single barrier s tochastic 
start problem. m = 1, ( = 0.01, b = 2.0 crx ,o. Thoft-Christensen and Nielsen (1982) . 
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.!l.. .!.L f{(t l,Cr1 jCo)To 
To To 

0.061 0 .961 0.04050 

1.019 1.941 0.03723 

2.016 2 .939 0.03712 

Table 2-1 : Local minima of the 1st upper bound, m= 1. 

In fig. 2-15 the time-variation of the corresponding upper bounds s~t (t, 1) and s~l .. (t, 1) with 1 
control point is shown. Generally, the optimal position of this control time, r1 , is placed

1
0.90T0 - 0.92To 

prior to the variable time t . This is approximately the time needed to perform an eigenvibration in the 
safe domain from [x,x] = [b, 0) until some position on the exit boundary [b, x], :i; > 0 is reached . For a 
corresponding symmetric double boundary problem Tt will be approximately 0.40To - 0.42T0 . In any 
case the search for an optimal position of r1 can be restricted to a very narrow interval , and it can be 
performed correspondingly fast . The local minima of J:{(t ; Cq I Co) , attained at the instants of time 
t = t 1 , and the corresponding optimal positions of the control time r 1 are shown in table 2-1. The 
local minima of s~t (t, 1) are decreasing up to and including the 3rd local minimum, so s~/·· (t, 1) is 
passing through these minima, and is constant to the right of the 3rd local minimum . 
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Fig. 2-16: Upper bounds to the first-passage time probability density function . Single barrier stochastic 
start problem. m= 2, ( = 0.01 , b = 2.0ux,o· Thoft-Christensen and Nielsen (1982) . 

.!l.. ~ .!.L f{(tt ;CT1 ,r2 I Co)To To To To 

0.046 0.091 0 .978 0.03943 
0.975 1.039 1.937 0 .03415 
1.019 2.028 2.950 0 .03375 
2.002 3.021 3.942 0.03320 

Table 2-2: Local 2-2: Local minima of the first upper bound, m = 2. 
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Fig. 2-16 shows the corresponding results with 2 control times T1 and T2. Agairi the optimal posit ion 
of the control times r 1 and T2 is placed at relatively narrow intervals explained by the dynamics of 
the osc illator, making the minimization of Jj+"(t ;t:r1 ,r2 I £o) relatively simple. The local minima of 

s¥/• (t , 2) , attained at the instants of time t = t2 , and the corresponding optimal posit ions of the 

control times TI and T2 are shown in table 2-2. The local minima of s¥/• (t , 2) are d ecreasing up to 

and inc luding the 4th local minimum, so s¥/••(t, 2) is passing through these minima, and is constant 
to the right of the 4th local minimum. 
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Fig. 2-17: Lower bounds to the first-passage time probability density function . Single barrier s tochastic 
start problem. m= 0, ( = 0 .01 , b = 2.0<Tx,o · Thoft-Christensen and Nielsen (1982) . 

.!..1.. R¥t (t1 , O)To T o 

1.500 0.03872 
2.888 0.00374 
3.892 - 0.03132 
4.893 - 0.07014 
5.893 - 0 .1110 

Table 2-3: Local maxima of the 1st lower bound, m = 0. 
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In fig. 2-17 the variation with the time of the first lower bounds R~t (i, 0) and R~t· (i, 0) as give n by 

(2-123) and (2-125) for the case of no internal control points is shown. The local maxima of R~/* (t , 0), 

attained at the instants of time t = it are shown in table 2-3. R~t· (i , 0) is passing through these 

maxima, and is constant to the left until its intersection with R~/* (t , 0), after which R~?·• (t, 0) 

follows R~t (t , 0) up to the previous local maximum . R~/** (t , 0) is only of interest as long as it 

remains positive. 

Fig. 2-18 shows the corresponding lower bounds R~t (i, 1) and R~t• (i, 1) with 1 control point. The 

local maxima of R~t (t, 1), attained at the instants of timet = it, and corresponding optimal posit ion 

of the control time Tt are shown in table 2-4. 
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Fig. 2-18: Lower bounds to the first-passage time probability density function . Single barrier stochastic 
start problem. m= 1, ( = 0.01 , b = 2.0ux,o · Thoft-Christensen and Nielsen (1982). 

.!1.. .!.1.. R~/'(tt,l)To To To 

1.50 1.50 0 .0387 
2.50 1.58 0 .0278 
3.89 2 .95 0.0202 
4 .89 3 .96 0.0132 
5.89 4.95 0.00530 

Table 2-4: Local maxima of the 1st lower bound, m= 1. 

The conclusion to be drawn from the numerical example is that the bounds (2-122) , (2-121) with opti­
mally selected control points are significantly sharper than the corresponding bounds without control 
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points. Further, the optimal position of the control points is confined to relatively narrow intervals 
determined by the dynamics of the system, and can hence be determined rather easily. 

In stationary start problems with constant safe domains¥/ (t, 0) attains a global minimum at the first 
local minimum, t1, as shown in fig . 2-13. This observation has motivated the following approximation 
to the first-passage time probability density function, Thoft-Christensen and Nielsen (1982) 

where 

a= Jt(tt I t:o) (1- jt' J+(u I[, )du) -1 
Jf(o I t:o) 1 o 

0 

t E [0, tl] 

t E]tl, oo[ 
(2-126) 

(2- 127) 

The decay rate coefficient a as given by (2-127) implies a normalization of (2-126) to unit probability 
mass. Since Jf(t I t:o) is an upper bound fort E [O,tl], (2-126) will effectively provide an upper 

bound to the failure probability. aff (0 I t:o) = a~:~~~ indicates an approximation to the limiting 
decay rate, )q. For narrow-banded response processes, a < 1, unless the barrier level is extremely 
low. · In this case the out-crossing events occur in clumps. ~ is a measure of the average number of 
out-crossings in a clump, which Lyon (1960, 1961) estimated as the ratio between the out-crossing rate 
of a narrow-banded process and the out-crossing rate of its envelope. 

In fig . 2-19 the variation of a with the barrier level b for four values of the damping ratio is shown . 
From this figure it is seen that the approximation (2-126) is most favourable , when the damping is low 
and the barrier level is moderate. For b = 2.0u x ,o and ( = 0.01 is found a ""' 0, 38, which is well above 
the simulation result a~ 0.2 indicated in fig . 2-136. This is another indication that (2-126) provides 
upper bounds for the failure probability. 

Consider a single barrier problem with the upper barrier b = x. The probability of failure in the interval 
[0, t] is denoted P1 ([0, t] ; x ) . From (2-13) it follows that 

P1 ([0, t]; x) = 1 - P(X(O) ~ x) + P(X(O) ~ x )FT1 (t; x I t:o) (2 - 128) 

where FT1 ( t ; x I Eo) is the probability of failure with the upper barrier b = x conditioned upon the event 
t:o . The probability distribution function of the maximum value Xmax = max X(r) then becomes 

TE[O,t) 

(2- 129) 

FT, (t; x I Eo) is calculated based on the approximation (2-126) . The so-called peak factor, i.e. the 
expected value of Xmax in units of the stationary standard deviation , ux ,o , is shown in fig. 2-20 for 
four values of the damping ratio as a function of the excitation time in units of the linear eigenperiod 
To. As a standard of reference the following well-known approximation for the peak factor of Gaussian 
response processes is also shown, Davenport (1964) 

~ 0.577216 
E[Xmax] = v~m~T) + ~ 

y2ln(r) 
r= 

To 

(2-130) provides an upper bound for the peak factor as seen from fig. 2-20. 

(2 - 130) 
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Fig. 2-19: Variation of the decay rate coefficient a as a function of the threshold level and the damping 
ratio. Thoft-Christensen and Nielsen (1982). 
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Fig. 2-20: Variation of the peak factor as a function of the excitation time and the damping ratio. 
Thoft-Christensen and Nielsen (1982). 

Example 2-4: Approximations for the kernel of the integral equations (2-48) 
and (2-51) 

If the conditioned first-passage time probability density function fTl ( tl I £,0 n et) is determined as 
solution to the integral equation (2-48), the unconditional first-passage time probability density function 
next follows from (2-37). In the present example approximate solutions to the integral equation {2-48) 
are obtained by truncating the series expansions of the numerator and the denominator of the kernel 
(2-50) to the first term, Nielsen (1990a) 

{2- 131) 

The integral equation is solved with the exact inhomogeneity (2-49). The resulting approximate first-
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passage time probability density function obtained from numerical solution of (2-48) and succeeding 

insertion into (2-37) is designated /~:) (t I et0 ) . As comparison the approximations /~:) ( t I et0 ) 

and J!;/ (t I et0 ) will also be indicated, obtained from numerical solution of (2-35) with the kernel 
approximation (2-104), (2-105) and (2-106). 

Generally, if the conditioned first-passage time probability density function !T(tn I eto n et,_l n ... n 
et;, net) is determined from (2-51)' the first-passage time probability density can be determined from 
(2-42). The following approximation can be used for the kernel of (2-51), cf. (2-54) 

! + (t I e nF(I) ne+ n ... ne+ ne+) ~ J;tt2+ .. ++ ( tn+I, tn, tn-1' . . . , tl, t I eta) (2 -132) 
1 n to tn+t t,._l t1 t j++ .. ·++(t t .. . t t 1 eo ) 

n+l n+1• n-1, , 1, '-'to 

(2 - 133) 

Similar to (2-105), (2-106) the following approximations in unconditioned out-crossing rates to the 
inhomogeneity (2-49) and the kernel (2-50) are considered 

(2 - 134) 

(2 - 135) 

Consistently, the conditioned out-crossing rate J:t (t ea) entering the right-hand side of (2-37) is 
approximated by (2-106). The approximation to the first-passage time probability density function 

thus obtained is denoted Ji(lu 1 ea). 

frt (t I ea)To 

0.16 ,---,.....-----,---,--r-----r--r-.---r--r--. 

Simulation, /~:J(t I £0 )To, !W(t I £o)To 

Fig. 2-21: First-passage time probability density function for single barrier stochastic start problem of 

an SDOF oscillator. ( = 0.01, b(t) = 2.0ux,a · f~:)(t I eo): Eq. (2-104). tf;/Ct I e0 ): Eqs . (2-105), 

(2-106). fi{l(t I ea): Eqs. (2-134), (2-135). ,_gl(t I ea) : Eq. (2-197) . Nielsen (1990a) . 
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Interval Simulation Jt>ct I £o)To f~)(t I £o)To 1g>(t I £o)To 
t (exact) 

To 

0- 1 0.13849 0·13849 0 ·13849 0·13849 
1- 2 0.03821 0 ·03822 0 ·03821 0·03821 
2- 3 0.03041 0 ·02507 0 ·03040 0·03041 
3- 4 0.02678 0 ·02124 0·02715 0 ·02817 
4-5 0.02453 0 ·01938 0·02527 0 ·02700 

Table 2-5: Stair levels of approximations to the first-passage time probability density fun ction of SDOF 
oscillator. 

The linear single degree-of-freedom oscillator (2-102) for a single barrier stochastic sta rt problem is con­
sidered again. The stationary auto-correlation coefficient function of the displacement process becomes, 
see e.g. Nielsen (1993) 

The damping ratio is ( = 0.01 and the barrier level is b(t) = 2.0crx,o· A:>(t I £o) as given by (2-104 ), 

fr(b)( t I £0 ) as given by (2-105), (2-106) and Jfjl(t I £o) have been shown in fig . 2-21 in comparison 
1 1 

to the simulation results obtained from ergodic sampling based on (2-31), and another approximation , 

J~9) (t I £o), related to the identity (2-30) , which wi ll be explained further in a succeeding example 
2-S. Also shown in the figure 2.21 is the result obtained from an assumption of independent out­
crossing events of the Hilbert transform based envelope definition of Cramer and Lead better (1966 ). 

As seen /~:>(t I £o), based on conditioned out-crossing rates, follows closely the simulation results up 

to the 2nd period , whereas the approximations Jf!/(t I £o) and /g>(t I £o) , based on unconditioned 
out-crossing rates, deviate considerably from the simulation result at the first downfall of the first­
passage time curve. This is so , because the uncondi t ioned out-crossing rates carry no memory of the 

initial conditions. Compared to Jf;/ ( t I £o), based on 2nd order unconditioned out-crossing rates , 

the approximation /g>(t I £o) based on 3rd order unconditioned out-crossing rates shows a rapid 

convergence to the simulation results. From figure 2.21 it is concluded that f~)(t I £0 ) is the best 
of the approximations shown . The numerical values of the stair levels (the horizontal parts) of the 
indicated first-passage time curves are shown in table 2-5. As proved in the succeeding example 2-5 
the simulat ion results are exact to the indica ted figures. 
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o .zoo~--~--~--,----.---.--~--~--~r---r-~ 

Simulation, J~"'>(t I £o)To, JSJ>(t I £o)To 
(b) I (/) 1 

fr
1 

(t I £o)To , fr
1 

(t I £o)To --1-----1 

Simulation, JSJ> (t I £o )To 

I-----Hr----1'1fd-of--Ji{> (t I £o )To _
1 

-----+------1 

Jf/.>(t I £o)To Ji{>(t I £o)To 
-~--~ 

Toro and Cornell 
(1986, eq. (64)) 

Simulation 

Ji{>(t I £o)To, Jk>(t I £o)To 

1-W (t I £o )To_; 
0 .000 ~-..~.._._-~_L-.._.J__..~__~_...J.__~-.....L-_1 tfTo 

0 2 4 6 8 10 

Fig. 2-22: First-passage time probability density function for a single barrier stochastic start problem 
of a 2 degree-of-freedom system. u3r

1 
= u3r

2 
= 0.5, (1 = (2 = 0.01, w1 = 2.011", w2 = 2.511", b(t ) = 

2.0ux,o- /~) (t I £o): Eq . {2-104). Jfi/ (t I £o): Eqs. (2-104), {2-105) . !,i{>(t I £0 ) : Eqs. (2-134), 

(2-135). f~)(t I £o): Eq. (2-197). Nielsen (1990a). 

Next, a slightly damped two-degree-of-freedom system subjected to stationary excitation of Gaussian 
white noise is considered. The auto-correlation coefficient function p x x ( r) of the displacement response 
process is assumed to be given by 

(2- 137) 

' i = 1, 2 

(2 - 138) 

The result (2-137) is achieved, if {X(t) , t E R} is obtained from a. modal analysis of a structure 
subjected to broad-banded Gaussian excitation, and only 2 modal coordinates are retained in the 
modal expansion. If the structure is slightly damped, so (; « 1, and the circular frequencies are well 
separated, the modal processes {X;(t), t E R} , i = 1, 2 can be assumed to be mutually independent. 
Moreover, the modal loading processes can be replaced by equivalent white noise processes with auto­
spectral densities equal to the auto-spectral density function of the modal loading processes evaluated 
at the circular eigenfrequencies, resulting in the modal auto-correlation coefficient functions (2-138) . 
T he circular eigenfrequencies can be considered well separated, if wl(1 + r(l) < w2(1- r(2), where 
r "' 2 - 3. For a. proof of these statements, see Nielsen (1993). 

In the example, u1-
1 
= u3r

2 
= 0.5, (1 = (2 = 0.01, w1 = 2.011", w2 = 2.51!" . Both modes contribute with 

equal shares to the displacement variance. The indicated damping ratios and circular eigenfrequencies, 
represent a limit point for considering the modal processes to be stochastically independent according to 
the indicated discussion . Again, a. single barrier stochastic start first-passage time problem is considered 
with the barrier level b(t) = 2.0ux,o . 

In figure 2-22 the approximations /~:) ( t I £o), l}./ ( t I £o), !.i{) ( t I £o) and /~) ( t I £o) are shown in 

comparison to the simulation results . l}./Ct I £o) and !,i{) (t I £o) are almost identical during the first 
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two periods of excitation. Being based on unconditioned out-crossing frequencies, these approximations 

deviate considerably from the simulation results and from f~) (t I eo) and ~~~)(t I eo) at the first 

downfall of the first-passage time curve as previously stated. The approximation tS:/ (t I e0 ) fluctuates 
somewhat about the simulation results, but reasonable results for the first-passage time probability 

distribution function can be expected. ti{>(t I eo) and t':J>(t I ea) , based on 3rd order joint crossing 
rates, give very good results compared with numerical slmulation. Also shown in fig. 2-22 is an 
approximate result of the Poisson type due to Toro and Cornell (1986), which has a Dirac delta spike 
of the intensity ~ 0 .34 at t = 0. The staircase character of the first-passage time probability density 
function is a consequence of the correlated crossing events at moderate to low safety levels. The delta 
spike is approximating the probability mass below the first few stair levels, and is hence a correction to 
the Poissonian assumption of independent out-crossings. The approximation is doing well in this case 
in predicting the limiting decay rate. 

Example 2-5: Single barrier stationary start first-passage time problem for 
single-degree-of-freedom oscillator subjected to Gaussian white noise or to 
Poisson driven trains of impulses 

A linear time-invariant SDOF system is considered subjected to stationary Gaussian white noise exci­
tation, or to a stationary compound Poisson process. 

In this case the restoring force u(X(t),X(t)) and the diffusion function d(t) in (2-80) can be written, 
cf. (2-102) 

u(X(t), X(t)) = 2(woX(t) + w~X(t) 

1 
d(t) =-

m 

(2- 139) 

(2- 140) 

The displacement and the velocity of the system on condition of the initial values z'{; = [X(to ), X(to )] = 
[.xo, :t0 ] at the time to can then be written 

t-

X(t) = c(t I z0 ,ta) + J h(t- tt)dV(tl) 

t+ 
0 

t-

X(t) = i:(t 1 z, t0 ) + j h(t- tt) dV(tt) 

t+ 
0 

c(t I zo, to)= (h(t- to)+ 2(woh(t- to)).xo + h(t- to)xo 

c(t I zo,ta) = -w5h(t- ta).xo + h(t- ta)xo 

t < 0 

(2 - 141) 

(2 - 142) 

(2- 143) 

(2 - 144) 

(2 - 145) 

h(t) and h(t) signify the impulse response functions of the displacement and the velocity. The functions 
c( t I zo , to) and c( t I zo, to) indicate the deterministic drift (the eigenvi brations) of the displacement 

------------------------------------
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and the velocity from the initial value zo at the time to . The stochastic integrals in (2-141) and (2-142) 
signify the responses from the excitation process {V(T) , T E [to, t[} . 

The joint characteristic function of X(t) and X(t) on condition of Z(to) = zo is denoted M{z} (lh , 02, t I 
xo ,xo , to) . ttmn[Z(t) I zo,to) = &(illt~:::;;112 )n lnM{z}(Ot , 02,t I xo , xo , to) le1 =112=o signifies the joint 

cumulant of the order m+ n of X(t) and X(t) . 

For the white noise case the increment of the excitation process is given by 

dV(t) = .../2n-Bo dW( t ) (2 - 146) 

{W(t), t E]t0 , oo[} is a unit intensity Wiener process, and So is the auto-spectral density function of the 
Gaussian white noise. Since the Wiener process is Gaussian, the response processes also becomes Gaus­
sian. The joint transition probability density function of the Markov state vector can then immediately 
be indicated as follows 

'f'2(6, 6 ; p[Z(t) I zo, to]) 
q{z}(x,x , t I xo,xo,to) = o-[X(t) I zo,to]o-[X(t) I zo,to] 

x - c( t I zo, to) 6 = --'---'--'---'-
CT[X(t) I zo , to] 

x - i:( t I zo , to) 6 = -.,..-, -'--~:...;_:..:.. 
u[X(t) I zo,to] 

t 

ttmn(Z(t ) I zo , to)= J hm(t- T)hn(t- T)27rSodT 

to 

(2 - 147) 

(2 - 148) 

m+n=2 (2 - 149) 

In this case, c(t I zo, to) and i:(t I zo, to) can be identified as the conditional mean value functions of 
the displacement and the velocity processes. o-[X(t) I zo , to], o-[X(t) I zo, to] and p[Z(t) I z 0 , t0 ] signify 
the conditioned standard deviations and conditioned correlation coefficient function of X(t) and X(t) 
as calculated from (2-149) . 'f'2(~t.6;p) is the joint probality density function of a bivariate normal 
stochastic variable with zero mean values, unit standard deviations and the correlation coefficient p . 

(2-147) was first obtained by Wang and Uhlenbeck (1945) based on direct integration of the associated 
Fokker-Planck equation. 

A stochastic start problem with a constant upper barrier b is considered. In this case the stationary 
displacement X(O) and the stationary velocity X(O) are stochastically independent. The conditional 
joint probality density function q{z}(b ,x , t 1 eo) as given by (2-82) then becomes 

b 

(b ' tl£)- 1 · / 'f'2(~ t, 6iP) 'f'(~)d 
q{z} ,:z: , o-4>(-b-) u[X(t)lzo,O)u[X(t)lzo,O] o-x,o :z: 

o-x,o _
00 

(2- 150) 

where o-x,o = limt-+oo o-[X(t) I zo, 0] , and <,P(x) and 4>(:z:) are the probability density function and 
the distribution function of a standardized normal variable. The integral in (2-150) can be evaluated 
analytically in terms of <,P( z) and 4>( :z;). 

The integral equation (2-81) was solved numerically, using a trapezoidal scheme with the time step 
length ~t1 = 0.025To and a Gaussian quadrature scheme with the velocity step length ~x1 = 0.15u X 

0
, 

where o-_x 0 = lim1_,. 00 u[X(t) I zo , O) is the stationary velocity standard deviation . The latter sche~e 
was also u'sed for the quadrature in (2-84) . The result has been shown as the full-line curve vT0 = oo in 
fig. 2-23 . The horizontal stair levels of the first-passage time probability density function are indicated 
in table 2-6 . As seen from table 2-5 the indicated figures coincide with those obtained from ergodic 
simulation based on (2-31) . 

··-~· 
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t/To 

Fig. 2-23: First-passage time probability density functions for white noise and Poisson driven pulses of 
an SDOF oscillator. Single barrier stochastic start problem ( = 0.01, b = 2.0 ux,o . Nielsen {1990b). 

Interval Exact solution 
_L h 1 (t I l'o)To 
To 

0-1 0.13849 
1-2 0.03821 
2-3 0.03041 
3-4 0.02678 
4-5 0.02453 

Table 2-6: Stair levels of first-passage probability density function. SDOF oscillator exposed to Gaus­
sian white noise. 

In case of compound Poisson excitation the increment of the excitation process in the interval Jt , t + dt] 
is given by 

oo N(t) 

dV(t)= j pM(dt,t,dp,p) = dtLPi6(t-ti) 

i=l -oo 

(2- 151) 

M( dt, t, dp, p) is a random measure specifying the number of impulses into the interval )p, p + dp] during 
the interval)t, t + dtJ, see (3-14), (3-17). The Stieltje integration is performed over the sample space 
of the pulse intensities Pj. {N(t) , t E]O,oo[} is a stationary Poisson counting process with the arrival 
r ate 11. Assuming that the moments E[Pn] of sufficiently high order n exist the conditioned mean 
values and the joint conditioned cumulants of the response process become, Lin (1967), Nielsen and 
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Iwankiewicz (1996) 

t 

~J[X(t) I zo, to]= c(t I zo, to)+ I h(t- T)v(T)E[Pjd"T (2- 152) 

to 

t 

~J[X(t) I Zo' to]= c(t I Zo, to)+ I h(t- 'T)v( "T)E[Pjd"T (2- 153) 

to 

t 

Kmn[Z(t) I Zo , to]= I hm(t- 'T)hn(t- "T)v(T)E[Pm+n]d'T , m+ n ~ 2 (2- 154) 

to 

The integrals in (2-152), (2-153), (2-154) can all be evaluated analytically in case of stationary impulse 
rates v. From (2-152), (2-153), (2-154) it is seen that the log-characteristic function of the t ransition 
probability density function is given by 

(2- 155) 

t 

S( iB1, iB2) = I v( "T) ( E[exp( Ph(t - 'T )iB1 + Ph(t - "T )iB2 )J - 1) d"T (2- 156) 

to 

The joint transition probability density function can then be obtained by a double inverse Fourier 
transformation 

-oo -oo 

00 00 

-
1

- I I exp(s(iBt, iB2)- (z- c)iBt - (z- c)io2)dBtdB2 
(211-)2 

-oo -oo 

(2- 157) 

(2-157) shows that the joint transition probability density depends on z, z, zo, zo through the differences 
z - c(t I zo , to) and z- c(t I zo , to). Unfortunately, (2-157) cannot be solved in closed form for any 
system of engineering interest. Alternatively, the solution may be represented by the following infinite 
Gram-Charlier type A series on Edgeworth form , Longuet-Higgins (1964) 

. . 't'2(6,6;p(Z(t) lzo, tol) ( ~ >.Id ( 
q{z} (z, z, t I zo , zo, to)= u[X(t) I Zo , to] u[X(t) I Zo' to] 1+ ~ k! /! Hkl e1 '6; p[Z(t) I zo, to]) + 

k+l=3 

(2- 158) 
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"mn [Z(t) I zo 1 to] 
~mn = u[X(t) I zo, to]m u[X(t) I zo, to]n 

(2- 159) 

(-l)m+n am+n 
Hmn(6,6;p) = (t c. ) acmacn <1'2(6,6;p) 

</'2 <,1 '<,2' p .. 1 "2 
{2- 160) 

Hmn(6,6;p) signifies the bivariate Hermite polynomial. Eqs. (2-158), (2-159), (2-160) are also valid 
for the general non-linear system {2-79) under Gaussian white noise or compound Poisson excitation, 
provided the joint cumulants of sufficiently high order can be calculated . In case of Gaussian responses 
one has ~mn = 0, m+ n ~ 3, and {2-158) reduce to (2-147). 

It can be shown that Amn -+ oo, m+ n ~ 2 as 11( t- to) -+ 0 , implying a prohibitively slow convergence 
of the series expansion at the transition time intervals for which v(t-to ) <t: 1. The indicated singularity 
can be circumvented by applying the expansion (3-xx) to the first order for the transitional joint pdf 

in combination with a Gram-Charlier series for the conditioned transitional joint pdf ql~} (x , x, t 1 

xo , :i;0 , to) . Although this approach is numerically robust it has not been pursued in the following 
numerical example, which is based on (2-158) with all series expansions truncated up to and including 
the joint 6th order cumulants. It should be noted that truncation of the series expansion (2-158) at 
any finite order, corresponding to a finite order polynomial expansion of the log-characteristic function , 
cannot be mathematically justified. Actually, the theorem of Marcienkiewicz (1939) states that either 
the log-characteristic function is a polynomial of the 2nd order corresponding to the Gaussian case, 
or joint cumulants of inifinite order exist . Hence, the justification totally relies on the quality of the 
obtained results. Similar obstacles arise in the application of cumulant neglect closure schemes in 
moment methods of Markov systems, see (3-193). 

In order to compare the results for the compound Poisson excitation to those of the Gaussian white 
noise excitation the intensities of the impulses are assumed to be zero-mean normally distributed , 
P"' N(O, u~), with the variance CT~ selected as follows 

IICT~ = 211-80 (2- 161) 

The basis for this is the well-known convergence of the compound Poisson process to a Gaussian white 
noise as 11-+ oo under the restriction of {2-161). 

The obtained numerical results have been shown as the dotted curves in fig. 2-23 for vT0 = 0.01, 0 .1, 
1.0, 10.0. The convergence to Gaussian white noise may be considered to be attained for vTo = 10.0, 
so the noticed deviation from the full-line curve (vTo = oo) can be attributed to the applied truncation 
of the Gram-Charlier series expansion. 

""' 
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6.00 

4 .00 

2 .00 

0 .00 

-4.00~-------r--~--,_------~r-----+-----~ 

t/To 
-6.00~Tn~rn+rnoTn~hornTr~TnnonoThnonnorn 

0.00 100.00 200.00 300.00 400.00 500.00 

Fig. 2-24: Realization of displacement process for an SDOF system subjected to compound Poisson 
excitation with low mean arrival rate. ( = 0.01 , vTo = 0.01, P"' N(O, u~). 

It is remarkable that the height of the first stair level is almost constant for vT0 >0.1, whereas the 

height is significantly smaller for vTo = 0.01. This suggests that the out-crossing events tend to 
become increasingly uncorrelated as vTo -+ 0 under the restriction of (2-161). The explanation of this 
effect can be given with reference to the realizations of the r esponse process in case of excitations with 
low mean arrival rate of impulses as shown in fig. 2-24 . As seen the eigenvibrations have diminished 
substantially at the arrival of the next impulse. 

Due to the stochastic independence of the pulse intensities, the eigenvibrations from adjacent impulses 
tend to become stochastically independent . Then, assume these eigenvibrations to be completely 
independent. The eigenvibrations x(t) = h(t - t1 )P, initiated by the last previous impulse P with 
arrival time t1, will then cross out from the safe domain, if h max I P I> b. hmax is the maximum value 
of the impulse response function in (2-145). This provides the following asymptotic solution for the 
first-passage time probability density function 

hmax = max h(t) = h(tma.x) 
t E[O,oo( 

tmax = 1 (j1=(2) r;--;; arctan b 
woy.L-~,-

(2- 162) 

(2- 163) 

(2- 164) 

(2 - 165) 
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where Fp(p) signifies the probability distribution function of P . Since the system and the safe domain 
are time-invariant, and the state vector Z(t) is a Markov vector, the first-passage probability density 
function can be represented by the expansion {2-117). A1 as given by {2-163) is an approximation 
to the 1st eigenvalue of the forward and the backward Kolmogorov operators (the Kolmogorov-Feller 
operators) of the first-passage time problem. The approximation (2-162) has been plotted in fig . 2-23 
as the lowest full-line curve. Since the indicated first-passage time curves for vTo = 0.01 are parallel, 
(2-163) turns out to be a good approximation to the limiting decay rate of the problem. In case of 
higher damping the approximation will be even better, because a faster decay of eigenvibrations then 
takes place, and the assumption of mutually stochastic independence of such eigenvibrations then is 
better fulfilled. 

In case the diffusion function d(t) in {2-80) is a constant the approximation (2-162) can be extended to 
the general non-linear system (2-79) exposed to compound Poisson excitation. In this case the quantity 
hm&x , entering the expression (2-163) for the limiting decay rate, is alternatively defined by 

hm&X = max c(t I 0, 1, 0) 
tE(O,oo( 

(2- 166) 

where c(t I 0, 1, 0) is the displacement eigenvibration c{t I xo, i:o, to) with the initial value zf = 
[xo , i:0 ] = (0,1] at the time to = 0. 

In conclusion it has been demonstrated in example 2-5 that the integral equation (2-81 ) in combination 
with (2-84) may be used to obtain very accurate solutions for the first-passage time probability density 
function for simple linear systems exposed to Gaussian white noise. Approximate solutions can be 
obtained for similar non-linear systems exposed to white noise or to linear or non-linear systems exposed 
to compound Poisson excitation. 
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2.3 Integral equations for the probability density function of the time in­
terval spent in the safe domain 

x(t) 

St. 

t 

Fig. 2-25: Sample curves with in-crossings to the safe domain at the times t 1 and t2 
and out-crossings at the time t. 

ht(t- ti) = !I-(tl; t']tl,t[ I et) ' t']tl ,t[ = nrE]tl,t[Sr is the rate of in-crossings to 
the safe domain at the time t1 of the sample curves which do not leave the safe domain 
in the interval ]t1 , t[ on condition of an out-crossing at the time t, cf. (2-19). This 
characterizes h+(t- t 1 ) as a kind of first-passage time probability density function 

I 

backwards in time. The following integral equation may be formulated, Nielsen and 
S!llrensen (1988) 

t 

ht(t- ti) = !1 (t1 I et)- j !1- (t1 I e~ n t:1t2,t[ n et)ht(t- t2) dt2 (2- 167) 

tl 

where 

to < t1 < t (2- 168) 

The last term on the right-hand side of (2-167) withdraws from ft-(tt I et) the rate 
of in-crossings at the time t1 of the sample curves which have at least one further in­
crossing to the safe domain in the interval ]t1 , t [ on condition of an out-crossing at the 
timet. 

Define Ct2 ,t = e~ nr t'Jt2 ,t[Sr net. Lt2 ,t signifies the joint event of an in-crossing at 
the time t2 and an out-crossing at the timet of the sample curves which are in the safe 
domain in the interval]t2, t[. Further, ft-(tl I Lt2 ,t)ht (t- t2) = !2- ( tl' t2 ; E]t2 ,t[ I et) 
represents the second order rate of the in-crossings at the times t1 and t2 of the sample 
curves which do not leave the safe domain in the interval ]t2 , t[ on condition of an 
out-crossing at the time t. For this quantity the following identity holds 
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(2- 169) 

From (2-167) and (2-169) the following relation is then obtained 

(2- 170) 

t 

ft- (t1 I.Ct 2 ,t) fLt ( t-t2) = /2-- ( t1, t21et )-J !2-- ( t1, t2I.Ct3 ,t) fLt ( t-ta) dta (2-171) 
t2 

f2-- ( t1 , t2 I .Ct3 ,t) fLt (t-ta) signifies the 3rd order rate of the in-crossings to St
1

, S12 , S13 , 

t0 < t 1 < t 2 < t3 < t of the sample curves which do not leave the safe domain in the in­
terval Jt3 , t[ on condition of an out-crossing at the timet. For this quantity the following 
identity holds 

From (2-167), (2-171) and (2-172) the following identities are obtained 

(2 -173) 

t t t 

j f2-- (tt ,t2let)dt2+ j j J;-(tt,t2I.Cta ,t)fLt(t-t3)dt3dt2 (2 -174) 
tl tl t2 

Continuation of this process until the nth term leads to the result 

t 

ht(t- tt) = !1- (t1 1 et)- j !2- (t~, t2 1 et) dt2 + .. · + 
tl 

t t t 

(-1t-1 j j ... j J;:-- .. ·-(t})t2,t3, ... ,tn let)· 

t1 t2 tn-1 
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(1-i ht(t- tn+l I e,~ ne,~ ne~ n ···ne;:) dtn+l) dtn ·. ·dt,dt, (2- 175) 

and 

t 

f1(tti.Ct2,t)ht(t-t2)=!2-(tt,t2!Ct)- j J:;--(tt,t2,ta !Ci)dta+ .. ·+ 
t2 

t t 

(-lt-2 
/ ··· J J;;-- ···-(tt,i2,ta, ... ,in !Ct) · 
t2 tn -1 

(2- 176) 

From (2-7), (2-30) and (2-175), the following series is then obtained for the first-passage 
time probability density function, Nielsen and S~rensen (1988) 

t 

/r1 (t I Et 0 )P(Et0 ) = f((t)- j f2-+(t1, t) dt1 + · · · + 
to 

t t t 

(-It j !··· j J;;+1· .. - +(t!,t2, ... ,tn,t)· 
to t1 tn-1 

(2- 177) 

(2-42) and (2-177) are two exact inclusion-exclusion representations of the first-passage 
time probability density function. The main difference of these expansions is that 
(2-42) is in terms of conditioned crossing rates, whereas (2-177) is in terms of simpler 
unconditioned crossing rates. 

The following quantity is introduced, cf. (2-45) 

'j = 0 

, j~ l 

(2 - 178) 
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From (2-175) and (2-176) the following formal.expansion for the kernel f 1-(t1 I Lt
2
,t) of 

the integral equation (2-167) is obtained as n ~ oo, Nielsen and S(llrensen (1988) 

t 

fz-- (t1, tz I et)- J !3 ___ (t1, tz, t3 I et) dt3 + .. · 
!1 (t1 I .ch,t) = t~ 

/1- (t2 I et) - J !:;- (t2, ta I et) dt3 + · · · 
t2 

t 
/3--+(tl,t2,t)- J !4---+(tl,t2,t3,t)dt3 + ... 

t2 

t 

J:;+(tz, t)- J J;-+(tz, t3 , t) dt3 + · · · 
t2 

00 

E ( -1)i F2~i(t1 , tz, t) 
j=O 

00 
(2-179) 

;L: ( -l)i F1~i(t2 , t) 
)=0 

Upon truncating the series in the numerator and denominator of (2-179), approximate 
solution for the integral equation (2-167) can be obtained numerically. From (2-30) an 
approximate solution for the first-passage time probability density function is finally 
obtained. 

Analogous to (2-48) ht (t- t2 I et~) fulfils the integral equation, Nielsen (1990a) 

t 

ht(t-t2le~)=!I-(t21e~net)- j fl-(tz l e~n.Cta ,t)ht (t -t3 1 e~ ) dt3, 
t2 

(2 - 180) 

where 

f --+(t t t) 
! - (t I e-n e+) = 3 b z, 

1 2 it t J:;+(tl 't) (2-181) 

t 
J:;- (t2, t3 1 e~ net)- f !3 ___ (t2 , t3 , t4 1 e~ n et) dt4 + ... 

f! (t2 I e~n.Ct3 ,t) = t~ 
f!(t31 et~ net)- J J:;-(t3,t41 e~ net) dt4 + · · · 

ta 
t 

!4--+(t1,t2,t3 , t)- J /5----+(t1 ,tz, t3 , t4 ,t) dt4 + ·· · 
ta 

t 

13--+ctl, t3, t)- 1 14---+(tl, t3, t4, t) dt4 + .. . 
ta 
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00 

?,:: ( -1 )i F3~i( t 1 , tz, tJ, t) 
J=O 

00 (2- 182) 
L:(-1)iF2-i(t1 ,t3,t) 

j=O ' 

Similarly, ht (t- tn+l I et-; n ... net-:) in (2-175) fulfils the integral equation, Nielsen 
(1990a) 

fLt(t-tn+tiCt-;_n···nC;:) =ft-(tn+tle~n···nCt~ net)-

t 

J ft- (tn+l I e~ n ... ne;: n Ltn+2,t)fLt (t- tn+Z I e~ n ... n e;:) dtn+z, 
tn+l 

(2- 183) 

where 

(2- 184) 

00 

l:(-1)iF;+z,j(tl,··· ,tn,tn+t,tn+z,t) 
ft-(tn+I I e~ n . . . ne;: n£tn+2,t) = _J=_O-=oo=------------­

?,::(-1)iF;+l ,j(ti,· ·. ,tn,tn+2,t) 
)=0 

(2- 185) 

(2-183) is motivated in the same way as the integral equation (2-51). If an approximate 
solution to (2-183) can be obtained, the remainder of the series (2-177) can be evaluated 
approximately. 

fL-;
1 
(t-it) = f{(t; £Jt1 ,t[ I C~) is the rate of out-crossings from the safe domain at 

the time t of the sample curves which do not leave the safe domain in the interval 
)t 11 i[ on the condition of an in-crossing at the time it, cf. (2-18). From (2-11) it 
follows that h- ( i- it) and /r1 (t I ftJ are identically defined, except from the different 

t I 

conditionings. Analogous to (2-35), fL- (i- tt) then fulfils the integral equation 
't 

t 

h- (i- it) = Jt ( i I c~) - j Jt (i I c~ n .r;:)) h- (iz - tt) dtz 
1 ! 1 ! 

(2- 186) 
i t 
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where 

(2- 187) 

The following expansions for h- (t- t1) and for the kernel rt(t I et n .r?)) follow 
'l l 2 

immediately from (2-42), (2-43), (2-46) 

t 

fL- (t- t1) = rt(t 1 c;)- jti+(t2, t 1 c;) dt2 + · · · + 
'1 l 1 

tt 

t t2 tn-1 

( -1t-1 j j .. · j J;t .. ·+++(tn, ... , t3, t2, tIc;;-)· 

tt tt tt 

(1-l h~. (tn+l- tl I et n ... n c~ n c~ n Ct) dtn+l) din ... dt,dt, 

i1 < in+l < in < ln-1 < · · · < i3 < i2 < t (2- 188) 

t 

h- (t- tl) = rt(t 1 c;)- jti+(t2, t 1 c;)dt2 + · · · + 
lt 1 1 

t 1 

t t2 tn-1 

( -1)"-1 j j ... j J;t .. ·+++ (tn, ... , t3, t2, t 1 c;;-) dtn · .. dhdt2 + 
it it it 

t t2 tn 

C -l)n j j .. · j Jt· .. +++(tn, ... , t3, t2, tIc~~ n.rt~1 )h;-
1 

(tn+l -td dtn+l ... dt3dt2(2-189) 

t t t1 t1 

00 

I: ( -1)1 Fi,j(t2, t I Ct;) 

f +(t I c- n ;:,<1)) = _i=_o _____ _ 
1 t1 t2 00 

L:(-1)iF~j(t2 I Ct;) 
j=O 

(2- 190) 

F;t,j(tn+l, ... 't2 I et~) is given by (2-45) with Eto replaced by Ct;. 

From (2-3) follows that the integrand of the last term in (2-188) is symmetric in the 
indices tn-l, ... , i3, t2. Applying (2-7) and a renaming of the integration parameters, 
(2-188) can then be written 

h-;t (t- t1) = J;-~tl) (J,-+(tl, t)- j J,-++(tl' t,, t) dt, + ... + 
i 1 
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t t t 

( -1)n-l J ... J J r;t; ··+++ (tl, t2 , ... 'tn-l, tn, t). 

t1 tn-2 tn-1 

(2 - 191) 

From (2-30) and (2-191), the following series is then obtained for the first-passage time 
probability density function 

t 

fT1 (t I £t0 )P(£t0 ) = Jt(t)- j /2-+(tb t) dtl + · · · + 
to 

t t t t 

(-lt j j ... j j J;t; ··+++(tl,t2, ... ,tn-btn,t) · 

to t1 tn-2 tn-1 

t2 

( 1- jh- (r- t1 I et n ···n et net) dr)dtndtn-l · .. dt2dt1 t 1 2 n (2- 192) 
t1 

As n ~ oo, (2-192) provides an inclusion-exclusion series for the first-passage time prob­
ability density function in unconditioned crossing rates of the type J;j1···++(t1, t 2 , .. . , tn, t), 
alternatively to the previous expansion (2-177) in unconditioned crossing rates of the 
type J;+-I ... -+(ti,t2, ... ,tn,t). 

Consider the Markov system (2-79) with a safe domain defined by a single constant 
upper barrier b for the displacement response. Let f x L- (b, x, t- t!)dtdx be the joint 

11 

probability of out-crossings in the time interval ]t, t + dt] at the barrier b with out-
crossing velocities in the interval ]x, x + dx) of the sample curves, which are not leaving 
the safe domain in the interval ]t1, t(, on condition of an in-crossing at the t ime t 1. 
Based on previously mentioned similarity between /it

1 
( t - t1 ) = f{ ( t; £]t

1 
,t[ I e~;) and 

/r1 ( t I £t1 ) = f{ ( t ; £Jt1 , t [ I Et1 ) , and with an argumentation identical to the one leading 
to (2-81), the following integral equation for fxL- (b, x1 , t-t1) can then be formulated, 

' 1 

t 00 

fxL-;
1 
(b, x, t- tt) = xq{zJ(b, x, tIe~)- j j xq{zJ(b, x , t 1 b, ±2, t2). 

t1 0 

(2- 193) 
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where 

0 

f ±1 q{z}(b,x,t I b,xl,t!)f{x}{x}(b ,xl ,t!)dxl 
q{z}(b, x, t I et-;)= --=oo------

1
,.---
1
--:-(t--,I),--------- (2- 194) 

Using (2-20), fL+(t- h) is then obtained from the solution of (2-193) as follows 
t 

(2 - 195) 

In complete analogy with (2-86), (2-87), (2-90), (2-95) integral equations similar to 
(2-193) can be formulated for more involved Markov systems. 

Upon inserting (2-195) into (2-30) the following solution is finally obtained for the first­
passage time probability density function 

t 00 

fr1 ( t I Eta )P( Eta) = f"t ( t) - j !1- ( tt) j f x L-;
1 

( b, x, t - t1 ) dxdt1 (2- 196) 

to 0 

The integral equation (2-167) and the associated expansion {2-177) and (2-179) for the solution and for 
the kernel of the integral equation in unconditioned crossing rates of the type / ;;.tJ.···-+ (t1 , t2 , .. . , t n , t ) 
were derived by Nielsen and S121rensen {1988) . The solutions of the integral equation (2-180) and (2-183) 
enter the remainder of the expansion (2-177) . These integral equations and the expansions (2-182) and 
(2-185) of the associated kernels were formulated by Nielsen (1990a). The results (2-186) , (2-188), 
(2-189) based on the resemblance between /£

1
(t- tt) = Jt(t;EJt1 ,t[ I C~) and /T1 (t I £ 11 ) = 

Jt(t; E1 11 ,t[ I Et 1 ), as well as the resulting alternative expansion (2-192) in unconditioned crossing 
rates of the type J;;j; .. ++ {tt, t2 , ... , tn, t) for the first-passage time probability density function have 
not previously been published, neither have the results (2-193), (2-194) , {2-195), (2-196) for an SDOF 
Markov system. 

Example 2-6: Approximations for the kernel of the integral equation (2-167) 
and related bounding technique 

At the application of the integral equation (2-167) the following approximation may be used for the 
kernel, obtained by truncating the numerator and the denominator series of {2-179) to the first term 
and use of (2-7) 

(2 - 197) 

Ignoring the conditioning on the et the following approximation is obtained 

(2- 198) 
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The approximations to the first-passage time probability density function obtained by the numer ical 
solution of (2-167) with the kernel approximations ·(2-197) and (2-198) and succeeding insertion into 

(2-30) are designated /~) (t I Eo) and ~~~)(t I Eo), respectively. 

The approximation (2-197) is reasonable, because both numerator and denominator are upper bounds , 
and thus they counterbalance each other to some extent. At high barrier levels with independent 
crossing events / 1- ( t1 I .Ct2 ,t) ~ / 1- {tt ). As follows from (2-4) this limit is also attained asymptotically 
by the right-hand sides of (2-197) and (2-198) . Hence, both of these approximations are asymptotically 
correct at high barrier levels. 

Finally, it can be noted that (2-198) is related to (2-197) in the same way as (2-105) is related to 
(2-104). In both cases the conditioning on the considered set of sample curves is ignored in the joint 
crossing rates. 

With the same argument as applied to (2-110), (2-111), the following bounds may be derived for 
/L

1 
+ (t- tt) from the integral equation (2-167) 

(2- 199) 

t 

h 1 + (t- tt) ~ / 1-(tt 1 et)- j ! 2--(tt,t2 1 ct)dt2 (2- 200) 

tt 

Upon inserting these bounds into the right-hand side of (2-30) and using (2-7) the following exact 
bounds for the first-passage time probability density function are then obtained 

(2- 201) 

(2-201) and (2-202) indicate alternative results in unconditioned crossing rates to (2-111) and (2-112) 
for the 1st lower bound and the 2nd upper bound. The 1st upper bound in this hierarchy of bounds is 
given by (2-113). 

Initially, the single degree-of-freedom oscillator (2-102) is considered with a single barrier stochastic 
start first-passage time problem. The damping ratio is ( = 0.01 and the barrier level is b(t) = 2.0crx,o . 

~~~)(t I Eo) as given by (2-197) and 4~)(t I Eo) as given by (2-198) are shown in fig. 2-26 in comparison 
with simulation results obtained by ergodic sampling based on (2-31) . Further, the results have been 

compared to the approximation !~/ (t I Eo), obtained from numerical solution of the integral equation 

(2-35) with the kernel approximation (2-105) and the approximative inhomogeneity (2-106). f~h)(t I Eo) 

involves the unconditioned 2nd order in-coming rate ! 2--(tt , t2) , whereas f~b)(t I Eo) involves the 
unconditioned 2nd order out-crossing rate f:f+(tt , t) . Since these approximations demand the same 
computational effort they should especially be compared. 

The results are shown in fig. 2-26. Both ~~~) (t I Co) and ~~~ ) (t I Co) follow closely the simulation 

results up to the 2nd period, whereas the approximation !~/ (t I Eo) deviates significantly from the 
simulation result at the downfalls of the first-passage time curve. However, the 1horizontal stair levels 
of f~/ (t 1 Co) and ~~~)(t I Eo) are almost identical, as seen from the numeric values indicated in table 

2-7 . Being able to represent the correlation of the initial values better, it is concluded that ~~~)(t I c0 ) 

is superior to /~:) ( t I Eo). 
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Ji{) (t 1 t'o ), involving unconditioned 3rd order crossing rates / 3--+ (t1 , t2, t), has previously in fig. 2-21 

for the same problem been shown to do better than the approximation !S/_)(t I t'o), obtained by solving 

the integral equation (2-48) with the approximate inhomogeneity (2-134) and the kernel approximation 
(2-135), and succeeding insertion into (2-37). This approximation involves the unconditioned 3rd order 

out-crossing rate Jj++(t2, t1, t). Hence, the computational effort is comparable to that of tk>(t 1 t'0 ) . 

/r, (t I t'o)Ta 

0.200 

0.150 

~ 

0.100 
/.Simulation, Ji{>(t I t'o)To, ~~~)(t I t'o)To 

0.050 

0.000 
0 

/ ~ 
~ 4 

~~~) (t I t'o )To 

2 4 

I I 

/~>(t I £o)To 

Simulation, Ji{> ( t I £0 )To 
I 

Simulation >i\ 
Ji{) (t I £o )To_1 

/~)(t I t'o)To, ~~~>(t I t'o)To_; 

6 8 10 

t /To 

Fig. 2-26: First-passage time probability density function for a single barrier stochastic start problem 

of an SDOF oscillator. ( = O.ol, b(t) = 2ux,o · J~\t I t'a) : Eqs. (2-105) , (2-106). tW(t I £0 ) : Eq. 

(2-197). ~~~)(t I t'o): Eq. {2-198) . Nielsen and S!6rerJSen (1988). 

Interval Simulation Jk\ t I t'o )To ~~~) (t I t'o )To ~~~>(t I t'o)To 
t (exact) 

To 

0- 1 0.13849 0.13849 0 .13849 0.13849 
1- 2 0.03821 0.03821 0.03822 0 .03822 
2-3 0.03041 0.03040 0.02507 0.02507 
3- 4 0.02678 0.02715 0.02124 0.02124 
4- 5 0.02453 0.02527 0.01938 0.01938 

Table 2-7: Stair levels of approximations to the first-passage time probability density function of an 
SDOF oscillator. 

In fig. 2-27 the results for the single barrier stochastic start problem for the 2 degree-of-freedom 

system defined in relation to fig . 2-22 are shown. Again, it is seen that ~~~ ) (t I t'o) is doing better 

than ~~~)(t I t'o) at the downfall of the first-passage time probability density curve, whereas these 
approximations are comparable elsewhere. The approximate result of Toro and Cornell {1986) has 
been indicated for comparison as in fig. 2-22. 
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0.200,+---------~------~--------+--------4--------~ 

Fig. 2-27: First-passage time probability density function for a single barrier stochastic start problem 
of a 2 degree-of-freedom system uf = u~ = 0.5, (1 = (2 = 0.01, w1 = 2.07r, w2 = 2.57r, b(t) = 2.0u3c 0 . 

!5}/Ct I Eo) : Eqs. (2-105), (2-106). f~)(t I Eo) : Eq. (2-197). ~~~)(t I Eo) : Eq. (2-198) . Nielsen a~d 
S~rensen (1988). 

The general conclusion from this example is that approximations to the first-passage t ime probability 
density function, obtained by numerical solution of the integral equation (2-167) with an approximate 
kernel function and succeeding insertion into (2-30), are superior to approximations based on the 
integral equations (2-35) and (2-48), involving crossing rates of the same order. 

Example 2-7: Approximation for the kernel ofthe integral equations (2-180} 
and (2-183) 

At the application of the integral equation (2-180) the following approximation may be used for the 
kernel, obtained by truncating the numerator and the denominator series of (2-182) to the first term, 
Nielsen (1990a) 

(2 - 203) 

From the numerical solution of (2-180) for h+(t- t2 I Cl), using the inhomogeneity (2-181) and 
t 1 

the kernel (2-203), h+ (t -h) is next obtained from (2-170). Finally, /T1 (t I Et 0 ) is obtained from 
t 

(2-30). Again, the approximation (2-203) is reasonable, because both counter and denominator are 
upper bounds, and hence tend to counterbalance each other. 

Similarly, on application of the integral equation (2-183) the following approximation may be used for 
the kernel, obtained by truncating the numerator and the denominator series of (2-185) to the first 
term, Nielsen (1990a) 

f - .. ·---+(t t t t t) r (tn 1 I c- n . . . n c- n Ct ) ::::' n+3 1, ... , n, n+1 , n+2 , 
1 + t1 tn n+2,t j-· .. --+(t t t t) 

n+2 1, . . ·' n , n+2 1 

(2 - 204) 

Even though no numerical results are presented, the kernel approximations (2-203) and (2-204) can be 
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expected to provide the best available approximations to the first-passage time function based on joint 
unconditioned crossing rates of the order n + 3. 

Example 2-8: Approximations for the kernel and the inhomogeneity of inte­
gral equation {2-186) and related bounding technique 

At the application of the integral equation (2-186) the following approximation may be used for the 
kernel as given by (2-190), obtained by truncating the numerator and the denominator series to the 
first term 

f
+(t 

1 
c- n;:Cll) ~ !i+(t2,t I c~) = f2-++(t1,t2,t) 

1 11 12 Jt(t21C,~) ! 1-+(tl,h) 
(2- 205) 

In the last statement of (2-205) use of (2-7) has been made . Again the approximation (2-205) is a good 
one, because both counter and denominator are upper bounds. At high barrier levels with independent 

crossing events Jt(t I C,~ n:F~~)) ~ j 1+(t) . This limit is also asymptotically attained by the right-hand 
side of (2-205), which obviously will be asymptotically correct at high barrier levels. The results for 
the first-passage time probability density function obtained from the kernel approximation (2-205) can 

be expected to be of the same quality as f~)(t I eo), based on the quite similar kernel approximation 
(2-197). No numerical example is shown. 

With the same argument as applied to (2-110) and {2-111), the following bounds may be derived for 
h - (t- t1) from the integral equation (2-186) 

'1 

h- (t- tl) ~ tt(t 1 c~) 
't 

(2 - 206) 

t 

h- (t- tl) ~ Jt(t 1 c;·;:)- j1t+(t2,t 1 c,~)dt2 
't 

(2- 207) 

From (2-20) and application of (2-7) the following bounds are then obtained for h+ (t- tt) 
I 

1 
ht (t- tl) ~ Jt(t) !2-+(tl' t) (2- 208) 

ht('- h) ~ ,/(t) (t;+(h' t)- / ti++(h' "' t)dt,) (2- 209) 

Upon inserting these bounds into the right-hand side of (2-30) the following exact bounds for the 
first-passage time probability density function are then obtained 

IT, (t I fo) ~ R~,' (t) = P(~o) (ft (t)-i !,-+(t, , t)dt,) (2- 2!0) 

!Tl(t I eo) :S s~>(t) = P(~o) (/t(t)- j t;+(h , t)dt, + j j ,,-++(t, , t,,t)dt,dt,) (2-211) 

0 0 tl 

(2-210) is identical to (2-201). The difference between (2-202) and (2-211) is due to the different 3rd 
order crossing rates. 
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2.4 Integral equations for the probability density function of the time in­
terval between two succeeding out-crossings from the safe domain 

fu+ ( t - tl I Eto) = Jt ( tl; {exactly one in-crossing in ]th t[} I Eto n et) is the rate 
t 

of out-crossings from the safe domain at the time t1 of the sample curves which make 
exactly one in-crossing to the safe domain in the interval ]t1, t[ on condition of Et

0 
and 

on condition of an out-crossing at the timet, cf. (2-22). The following integral equation 
may then be formulated 

t J Jt ( tl I Eto ne~ n {exactly one in-crossing in ]t2' t[} net) !ut+ ( t - t2 I Eto) dt2 

(2- 212) 

where 

(2- 213) 

The last term on the right-hand side of (2-212) withdraws from rt(tl I Eto net) the 
rate of out-crossings at the time t1 of the sample curves which have at least one further 
in-crossing to the safe domain in the interval ]t1, t[ on condition of an out-crossing at 
the timet. 

Define Ut2,t = e~ n {exactly one in-crossing in ]t2, t[} net. Then, Jt(tl I Eton Ut2 ,t) 
!ut ( t - t2 I Eto) = J:f+ ( th t2 ; Ut2 ,t I Eto net) represents the 2nd order rate of out­
crossings at the times t1 and t2 of the sample curves which make exactly one in-crossing 
to the safe domain in the interval ]t2, t [ on condition of Eto and on condition of an 
out-crossing at the time t. For this quantity the following identity holds 

From (2-212) and (2-214) the following relation is obtained, similarly to (2-37) and 
(2-170) 

!u,+(t-t,l£,,) =fi(t,l£,,nct) (1-i fu,+(t-t, l£,,nct)at,) (2 -215) 

Jt ( tl I Eto n Ut2 ,t) !ut+ ( t - t2 I Eto) fulfils the integral equation 

Jt(tl I Eto nUt2,t)ful+(t- t21 Eto) = Ji+(tl,t21 Eto net)-
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t J Jt+ (tl, t2 I fto n Ut3,t)fu,+ (t- t3 I fto) dt3 (2- 216) 
t2 

J:f+(h,t2 I ft 0 n Ut3,t)fu,+(t- t3 I ft 0 ) signifies the 3rd order rate of out-crossings 
from St1 , St 2 , St3, to < t1 < t2 < t3 < t of the sample curves which make exactly one 
in-crossing to the safe domain in the interval]tJ, t{ on condition of ft

0 
and on condition 

of an out-crossing at the time t. For this quantity the following identity holds 

fi+(ti , t2i£ionUi3,i)fu,+(t-t31£io) = 

fu,+ (t- t3 I t:io net n e~)Jt+ (ti, t2 I fto net) 

From (2-212), (2-216) and (2-217) follow 

fu+(t-tl I t:to) = Jt(ti I t:to net)-
t 

j g+(t,,t,i &,, net)(~- j fw(t-t,i &,, ne~ ne~) at,) dt2 

t l t2 

t i i 

(2- 217) 

(2- 218) 

J Jt+ (tl ' t2 I t:io net) dt2 + J J Jt+ (tl' t2 I fto n Ut3 ,t)fu,+ (t- t3 I t:io) dt3dt2 
it it t2 

(2- 219) 

Continuation of this process until the nth term leads to the result 

t 

fu,+(t-tllt:to) =ft(tiit:tonet)- j Ji+(t~,t21£tonet)dt2+ .. ·+ 
ft 

t t i 

(-lt-1 j j ... j J;t++ .. +(t1,t2,ta, ... ,tn I t:to net)· 
ft t2 fn -t 

-.... .................................... ~$ 
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and 

t 

j tt++ (t1, tz, t3 I &ton et) dt3 + · · · + 
t2 

t t 

(-l)n-z !··· j t;t++··+ (t1,tz,t3, ... ,tn I &to net)· 
t2 tn- 1 

(2 - 221) 

From (2-8), (2-34) and (2-220), the following series is then obtained for the first-passage 
probability density function 

t 

/T1 (t I £to)= fi(t I £to)- j J:f+(t1, t I £to) dt1 + · · · + 
to 

t t t t 

(-lt j j · · · j j J;t:;· ·+++(tbtz,. · · ,tn- 1,tn,t I £to)· 

to t1 tn-2 tn - 1 

(~-.!!ut (t - t.+I I£,, net ne~ n ···net;_, net; )dt•+) dt.dt._, · ·. dt2 dt, 

(2- 222) 

From (2-3) it follows that the integrand of the last term of (2-222) is symmetric in the 
indexes t 1, . . . , tn- l· After renaming of the integration parameters (2-222) can then be 
written 

t 

fT1 (t I £to)= fi"(t I £to) - j ff+(ti, t I £to) dt1 + · · · + 
to 

t t1 tn-1 

( - l )n J j · · · J J;t.j_·i+++ (tn, · · · , tz, t1, t I £to)· 
to t o to 

(2 - 223) 

, 
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From (2-220) and (2-221) the following formal expansion for Ji(tt Ct
0 

n Ut
2
,t) is 

obtained as n --+ oo 

t 

Ji+(tt,t21 Eto net)- f Jf++(tt,t2,t31 Eto net)dt3 + ·· · 
Ji(t1 I Ct0 nUt2 ,t) = t

2
t = 

Jl+ ( t2 I Cto net) - J Jt+ ( t2' t3 I Cto net) dta + ... 
t2 

(2- 224) 

Analogous to (2-48) and (2-180) !ut+ ( t- t2 I Cto net) fulfils the integral equation 

f ut+ ( t - t2 I Cto n e~) = Jt ( t 2 I fto n e~ n et) -

t J Jt (t2 I Cto ne~ n Uta,t)fut+ (t- t3 I Cto ne~) dt3 ' to < tl < t2 < t (2- 225) 

t2 

where 

!+++ (t t t 1 £ ) 
f + (t I £ n e+ n e+) = 3 1' 2' to 

1 2 to t 1 t j++ (t t I £ ) 
2 1> to 

(2 - 226) 

t 

Jt+(t2,t31 £to net net)- f Jt++(t2,t3,t4l Eto net net) dt4 + ·· · 
ta 

--------------------~t--------------------------- -

1! ( t3 I &to ne~ net) - f Jt+ ( t3, t4 I Eto n e~ n et) dt4 + · · · 
ta 
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00 

2:.:(-l)i F4~j(t1,t2,t3,t I Et 0 ) 

j=O 
(2- 227) 

Similarly, fu,+ ( t - tn+l I Eto net n ... net;) fulfils the integral equation 

t 

J tt(tn+l I Eto net n ... net nutn+2•t)fu,+ (t -tn+2 I Eto net n .. . net)dtn+2' 
tn+l 

(2- 228) 

where 

00 

L.":(-1)iF,t+3,J(tl, ... ,tn+l 1 tn+2 1 t I Ct
0

) 

tt (tn+l I Eto net n ... net nutn+2,t) = ::_j=-~-=----------------
2:.:(-1)iF,t+2,j(t1, ... ,tn,tn+2,t I Eto) 

j=O 

(2 - 230) 

fu,~ (t- t1 I Eto) = ft(t; {exactly one in-crossing in ]tht[} I Eton et) is the rate 
of out-crossings from the safe domain at the time t of the sample curves which make 
exactly one in-crossing in the interval ]t1, t[ on condition of Ct

0 
and on condition of an 

out-crossing at the time t1, cf. (2-21). fu- (t- t1 I Eto) fulfils the integral equation 
'1 

t 

fu,~ (t-t1 I Eto) =ff(t I Etonet)-j fi"(t I EtonUt1 ,t2 ) fu,~ (t2 - t1 I Eto) dt2(2-231) 
tl 

where 

f ++(t tIE ) 
f + (t I E ne+) = 2 1

' to to < tl < t 1 to t
1 ff ( t1 I Eto) 1 (2 - 232) 
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The following expansions for !ut~ ( t - t1 I Cto) and for the kernel ft ( t I Cto n Ut1 ,tJ' 
analogous to (2-188) and (2-190), can be derived from (2-231) 

t 

fu- (t-t1 I Cto) = rt(t r Cto net)- jJi+(t2,t I Cto nct)dt2 +·. ·+ t 1 1 

t1 

t t2 tn-1 

( -lt-l J J ... J J;t···+++ (tn, ... 't3, tz, t I Cto net). 
t1 t1 t1 

(2- 233) 

CX) 

L:(-l)iF~1 (t1,t2,t I Ct0 ) 

j=O 
CX) 

?: ( -l)iF2-;j (tl, t2 I Ct0 ) 

J=O 

(2- 234) 

From (2-3) follows that the integrand of the last term in (2-233) is symmetric in the 
indices tn-I, . .. , t3, tz. After renaming of the integration parameters and application 
of (2-8), (2-233) can then be written 

fu1~ (t-t1 I Ct 0 ) = Jf (till Cto) (t,++(tt> t J <"t,)- j Ji++(tl, t,, t Jl',,) dt2 + ... + 
t1 

t t 

(-1)"-1 j ... j J;ttl· .. ++(tt,tz, ... ,tn,t I Ct
0

) • 

f1 tn -1 

(2- 235) 
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From (2-33) and (2-235), the following series is then obtained for the first-passage time 
probability density function 

t 

!r~(t I Eto) = rt(t I Eto)- j Ji+(t1,t I Eto)dt1 + ·· ·+ 
to 

t t t 

( -lt J J · · · J J;t"Jl···++(tl, iz, · · · , in, t I ft 0 ) • 

(2- 236) 

(2-223) and (2-236) are seen to converge to the same inclusion-exclusion series in the 
conditioned crossing rates as (2-42). These series only differ because of different formu­
lation of the remainders, and are both generated by the identity (2-33). 

The Markov system (2-79) with a safe domain defined by a single constant upper barrier 
b for the displacement response is considered again. Let fxu- (b, :i: , t- t1 I ft 0 ) dtd:i: be 

11 

the joint probability of out-crossings in the time interval]t, t + dt] at the barrier b with 
the out-crossing velocities in the interval ]:i:, :i: + d:i:] of the sample curves, which make 
exactly one in-crossing to the safe domain in the interval]t1, t[, on condition of £10 and 
on condition of an out-crossing at the time t1 . With an argumentation similar to the 
one leading to (2-193) the following integral equation for fxu- (b,:i:1, t- t1 I £10 ) can 

11 

then be formulated 

t 00 

fx.u,~ (b,x,t-t1 I fto) =xq{z}(b,x,t I Eto net) - j j xq{z}(b,x,t I b, x2,tz)· 
tl 0 

(2- 237) 

where 

b 00 

f Jx1 q{z}(b,:i:,tlb,:i:I,tl)f{x}{x}(xo,to;b,:i:l,t!)dxod:i:l 
q{z} (b, :i:, t I ftonct) =-_..::.coo::.......::..o __ --::b-oo ___________ ______ _ 

J J i1f{x}{X} (xo, to; b, :i:1, t!) dxod:i:1 
-oo 0 

(2 - 238) 

Using (2-23), fu+ (t- t1 I ft 0 ) is then obtained from the solution of (2-237) as follows 
I 

00 

( I ) Ji(tll£t 0 )! (. ) . fu+i-tl ft 0 = j+( le) fxu- b,x,t-tllft0 dx 
I 1 t Cto t 1 

(2 - 239) 
0 

--------------------------------------------· 
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In complete analogy with (2-86), (2-87) , (2-90), (2-95) integral equations similar to 
(2-237) can be formulated for more involved Markov systems. 

Upon inserting (2-239) into (2-34) the following solution is finally obtained for the first­
passage time probability density function 

t 00 

JrJt I Eto) = f"t (t I Eto) - J f"t (ti I Eto) J fxu,~ (b, ±, t- t1 I Et 0 ) dxdt1(2- 240) 
to 0 

(2-193), (2-196) or (2-237), (2-240) involve computational efforts comparable to (2-81), 
(2-84) . 

An integral equation with some resemblance to {2-237) was indicated by Siegert (1951, eq. (5.6)), 
considering the interval length until a zero first-passage crossing at the time t in either upward or 
downward direction on condition of a zero crossing at the time t1 < t for a stationary 2-dimensional 
Markov vector process. All results in this section 2.4 have not previously been published by the author. 

-... ........................................ ~< 
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2.5 Summary and conclusions 

Initially, in section 2.1 relationships are derived between the first-passage time proba­
bility density function on condition of the event &t0 , fr1 (t I &t0 ), and the probability 
density functions f L + ( t- t1 ) and fu+ ( t- t1 I &t0 ) of, respectively, the length of the time 

r r 
interval spent in the safe domain from the previous in-crossing at the t ime t 1 until an 
out-crossing at the time t , and the elapsed time interval from the previous out-crossing 
at the time t 1 until an out-crossing at the time t on condition of &t0 • &to denotes the 
event that a subset of initial values belongs to the safe domain at the time t0 . The re­
lationship of these functions to the probability of failure Pt([to, t]) in the interval [t0 , t] 
is also indicated. 

In section 2.2 a Volterra integral equation is stated for !T1 ( t I &t0 ). In this formu­
lation the kernel function is introduced as a new unknown function . Based on the 
said integral equation inclusion-exclusion series in the joint conditioned out-crossing 
rates J;t···+(tl , . .. , tn I &t0 ) are derived for fr1 (t I &t0 ), and for the nominator and 
denominator of the kernel function of the integral equation. Next, an integral equa­
tion is formulated for the first-passage time probability density function at the time 
t on condition of later out-crossings at the times t1, ... , tn, which is denoted fr

1 
( t I 

&to n C~ n · · · n Ci:, ), to < t < t1 < · · · < tn . This quantity occurs in the remainder of 
the inclusion-exclusion series for fr1 ( t I &t0 ). The idea is to obtain an approximate so­
lution to this quantity from the integral equation. By resubstitution into the truncated 
series for fr1 ( t I &t0 ), rapid convergence can then be expected. Further, an integral 
equation is formulated for the nth-passage probability density function , frn (t I &to), 
and the associated inclusion-exclusion series for this quantity and for the nominator 
and denominator of the kernel function are derived. Next, it is shown that all the 
integral equations and inclusion-exclusion series referred to alternatively may be formu­
lated in the joint crossing rates J;t-··+ ( t1, ... , tn ; Sr1 n · · · n Srm I &t0 ) of the sample 
curves in the safe domain at the discrete instants of the time r 1 , ... , Tm on condition 
of &to. In case of suitable choice of the intermediate instants of time r 1 , . . . , r m, this 
approach results in more accurate approximate solutions to the various integral equa­
tions, and in a more rapid convergence of the various inclusion-exclusion series. Next, 
an inclusion-exclusion series is formulated for the hazard rate, which is of more direct 
applicability in reliability problems, and a non-linear integral equation of the Volterra 
type is formulated for this quantity. A basic problem of all the mentioned inclusion­
exclusion expansions is that the series are divergent at truncation of any order as the 
time length of the excitation grows to infinity. Moreover, a rather limited number of 
terms can generally be evaluated. Various ways of truncating these series are reviewed 
in example 2-1. The conclusion drawn is that all available closure methods are based on 
weak assumptions and seem to be motivated primarily by their ability to evaluate the 
series on closed form. Instead, integral equation methods with appropriate approxima­
tions to the kernel functions and involving the same computational effort are advocated 
for. Finally, dynamic systems driven by processes with independent increment , such 
as the Wiener process or a compound Poisson process are considered. The state vec­
tor made up by displacement components, velocity components and possible hysteretic 
components then forms a Markov state vector. Integral equations of the Volterra type 
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are formulated for the joint probability density function of the first-passage time and 
the associated velocity and hysteretic components at a first passage. The first-passage 
time probability density function is next obtained by marginalization. The kernel of 
these integral equations is formed by the transition probability density function of the 
Markov vector, which is assumed to be known with sufficient accuracy. Hence, no new 
unknown functions are introduced, and exact solutions can in principle be obtained. 
Integral equations are formulated for the single and double barrier problem of a single 
degree-of-freedom non-linear and non-hysteretic oscillator, for a non-linear and non­
hysteretic multi-degree-of-freedom system, and for a single-degree-of-freedom hysteretic 
oscillator. In example 2-2 various kernel approximations and bounding techniques re­
lated to the integral equation for fr1 ( t I Et0 ) are investigated. The considered problem 
is a linear single-degree-of-freedom oscillator subjected to Gaussian white noise. The 
conclusion of the investigation is that the best kernel approximation is obtained if the 
series expansions of the numerator and the denominator of the kernel expansion are 
truncated to the first term. This is so, because both the numerator and the denomina­
tor of the truncated series are then upper bounds, and hence counterbalance each other 
to some extent. Two of such kernel approximations are selected for further examina­
tion. The first is expressed in terms of 2nd order joint conditioned out-crossing rates 
of the type j:f+( t1, t2 I Et 0 ) and the other is in terms of 2nd order joint unconditioned 
out-crossing rates of the type j:f+(tl, t2). The corresponding solutions for the first-

passage time probability density function are designated f~:>(t I Et 0 ) and f!/{>(t I Et
0

). 

In example 2-3 bounds are formulated for /r1 ( t I Et 0 ) in terms of the joint crossing rates 
J;t "+(tl, ... l tn ; Sri n ... n s1'm I Eto ), and the optimal position of the control points 
r 1 , . .. , r m to narrow these bounds is investigated. The considered physical system is 
a single barrier stochastic start problem of the linear single degree-of-freedom system 
of example 2-2. The conclusion drawn from the numerical example is that the bounds 
with optimally positioned control points become significantly sharper than correspond­
ing bounds without control points. Further, the optimal position of the control points is 
confined to relatively narrow intervals determined by the dynamics of the system, and 
hence they can be determined rather easily. An approximation for the first-passage time 
probability density function is formulated based on the 1st upper bound with no con­
trol points. The approximation takes into consideration the clumping of out-crossings 
of narrow-banded response processes at low to medium barrier levels. In example 2-4 
approximations for the kernel of the integral equations for fr1 (t I Et 0 n Ct) are con­
sidered. Specifically, a kernel approximation involving joint 3rd order unconditioned 
out-crossing rates of the type jj++(t2,t1 ,t) is investigated. The corresponding solu-

tion for the first-passage time probability density function is designated Ji{> (t I Et
0 

). 

For the single barrier stochastic start problem for a single degree-of-freedom oscillator 
as well for a 2 degree-of-freedom system, both subjected to Gaussian white noise, a 
rapid convergence to the results obtained by Monte-Carlo simulation is noticed, com­
pared to the similar approximations based on unconditioned 2nd order out-crossing 
rates. In all the mentioned examples the approximate first-passage time probability 
density curves tend to be parallel to the simulated curve. Hence, the so-called limiting 
decay rate of the first-passage time probability density function can be estimated in case 
of time-invariant Markov systems subjected to stationary excitation and with a time-

J 
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invariant safe domain. The limiting decay rate is nothing but the lowest eigenvalues of 
the Kolmogorov forward and the Kolmogorov backward operators with absorption on 
the entrance and exit part of the accessible part of the failure surface, respectively. In 
example 2-5 solutions are obtained for the single barrier stationary start problem of a 
linear time-invariant single degree-of-freedom oscillator subjected to stationary white 
noise or stationary compound Poisson process excitation by numerical integration of 
the integral equation for the joint probability density function of the velocity at out­
crossings.from the barrier band the first-passage time, fxr

1
(b,x,i I £t0 ). In the case of 

white noise excitation exact solutions are obtained to the extent of the accuracy of the 
applied numerical integration scheme. In case of compound Poisson process driven sys­
tems, only approximate results are obtained, because the transition probability density 
function is approximated by a Gram-Charlier expansion truncated after the 6th order. 
Finally, an approximation for the first-passage time probability density function is in­
dicated valid for systems driven by compound Poisson processes with very sparse pulse 
arrivals, based on assumed stochastic independence of the eigenvibrations from adjacent 
impulses. The approximation becomes increasingly accurate, as the mean pulse arrival 
rate goes to zero or the structural damping is increased. 

In section 2.3 a Volterra integral equation is formulated for h+(i- it). Based on this 
t 

integral equation inclusion-exclusion series in the unconditioned crossing rates J;;..f.·i-+ 
(it, ... , in, i) are derived for ht (i- it) and for the nominator and denominator of the 
kernel of the said integral equation. Based upon the relationship between fr

1 
( i I £to) 

and fL+(i- it) an alternative inclusion-exclusion series for /r1 (i I £t 0 ) in the indicated 
' joint unconditioned crossing rates is then obtained. Next, an integral equation is stated 

for the probability density function of Lt on condition of in-crossings to the safe domain 
at the times t 1 , ... , in, previous to the in-crossing at the time in+ I at the start of the 
interval Lt 0 This quantity, which is denoted ht(t- in+ I I Ct; n ° 0 0 n c;:, ), it < 0 0 0 < 
in< tn+t < t,occursintheremainderoftheinclusion-exclusionseriesfor h+(i-it). If 

t 

an approximate solution to the integral equation for this quantity can be obtained, fast 
convergence of the inclusion-exclusion series for f L + ( i - it) and hence for fr

1 
( t I £t

0
) 

t 

can be expected by resubstitution. The following identities can be proved to be valid, 
frl(t2 I £tl) = Jt(i;nrE)tl,t[Sr I £tl) and fL"tl (t- tt) = Jt (t;n rE]tl,t[Sr I et-)· As 
seen, the functions on the right-hand sides only differ with respect to the conditioning. 
Based on this observation an integral equation for h - (i- it) is formulated, identical to 

tl 

the one, previously mentioned for /r1 (t I £t 1 ), replacing the conditioning on the event 
£t

1 
with the event et- in the conditioned crossing rates. From this integral equation 

inclusion-exclusion series in the joint unconditioned crossing rates J;;j1···+(tt, ... , tn , t) 
are derived for h- (i -it) and for the nominator and denominator of the kernel of 

t 

the said integral equation. Based on the mentioned relation between h- (i -it) and 
t 

h+(i - t 1 ) an alternative inclusion-exclusion series in these unconditioned crossing 
t 

rates can then be derived for /r1 (t I £t0 ). Next, the single barrier first-passage time 
problem of a linear single degree-of-freedom oscillator exposed to Gaussian white noise 
is considered again for which case the displacement and the velocity form a Markov 
vector. From the mentioned resemblance between the integral equations for fr

1 
(i I 

£t1 ) and h- (i- i1 ) an integral equation for the joint probability density function 
t 
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f XL_ ( b, x, t- t1) of the out-crossing velocities X at the timet and Li can immediately 
t 1 

be formulated from the corresponding integral equation for f xr
1 
(b, x, t I Et

1 
). From the 

numerical solution of this equation h-; (t-t1) is obtained by marginalization. h:j: (t-t1) 
and finally fr1 ( t I Et0 ) can then be calculated from the relations linking these quantities 
to fL- (t- t1 ). In example 2-6 approximations to the kernel of the integral equation for 

t 

Li(t - ti) are investigated. Two approximations are considered, one in terms of joint 
3rd order joint crossing rates of the type / 3- -+ ( t1, t2, t) and one in terms of joint 2nd 
order crossing rates of the type j 2--(t1,t2). The corresponding solutions for the first-

passage time probability density function are designated f~) ( t I Et0 ) and ~~~) (t I Eto ), 
respectively. For the considered single barrier stationary start problem of the linear 
single degree-of-freedom and the 2 degrees-of-freedom oscillators subjected to Gaussian 
white noise, ~~~) (t I Et 0 ) turns out to give almost identical results to the approximation 

f~) (t I Eto ), also based on unconditioned joint 2nd order crossing rates. However, 

~~~Jet I Et 0 ) is doing better during the first few periods of first-passage times. In 

the same way, f~)(t I Et0 ) is doing better than the approximation Jj{)(t I Et
0

), also 
based on unconditioned joint 3rd crossing rates. The general conclusion drawn from the 
example is that Ji{)(t I Et0 ) and ~~~)(t I Et0 ) are the best considered approximations 
based on joint 3rd and 2nd order unconditioned crossing rates. Example 2-7 shows the 
appropriate kernel approximations to be used in the integral equation for ht ( t - t2 1 et~) 

and for ht (t - tn+l 1 et~ n · · · net:), which appear in the remainder of the inclusion­
exclusion series for fL+(t - tt). No numerical results are presented, but with reference 

t 

to the conclusion in example 2-6 these approximations can be expected to provide the 
best approximations available based on joint unconditioned crossing rates of the order 
n + 3. Finally, in example 2-8 an appropriate approximation to the kernel of the integral 
equation for h - (t- t1) are formulated. The said kernel approximation is expected 

11 

to give results of equally quality as Ji{) ( t I Et0 ) , based on the integral equation for 
h- (t- tt) , although no numerical example is shown. 

'1 

In section 2.4 a Volterra integral equation is formulated for fu+(t- t1 I Et
0

). Based on 
' this integral equation inclusion-exclusion series are formulated for fu,+ ( t - t 1 I Eto) and 

for the nominator and denominator of the kernel of the said integral equation in the same 
joint conditioned out-crossing rates J;t"-+ ( t1, ... , tn I Et0 ) as used for /r1 ( t I Eta). Based 
upon the relationship between /r1 ( t I Et0 ) and fu+ ( t- t1 I Et0 ) an alternative inclusion-

' exclusion series for /r1 ( t I Et0 ) in these conditioned crossing rates is then obtained. Next, 
an integral equation is stated for the probability density function of ut+ on condition 
of Eto and on condition of out-crossings from the safe domain at the times t 1 , .. . , tn, 
prior to the out-crossing at the end of the interval ut+. This quantity, which is denoted 
fu,+ ( t - tn+l I Eto net n ... n c~ ), tl < ... < tn < t - l < t, occurs in the remainder 
of the inclusion-exclusion series for fu+(t- t1 I Et 0 ). If an approximate solution to 

t 

this integral equation can be obtained, fast convergence of the inclusion-exclusion series 
for fu+(t - t1 I Et0 ) and hence for /r1 (t I Et0 ) is obtained by resubstitution. Next, an 

t 

integral equation is formulated for the probability density function fu,- ( t - t 1 I Eto) of 

the interval ut- until the next out-crossing after an out-crossing from the safe domain 
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has taken place at the time i. From this integ:ral equation an inclusion-exclusion series 
for this quantity and for the numerator and denominator of the kernel function is derived 
for still the same joint conditioned out-crossing rates J;t"+(tl, ... , in I £t

0 
) . Based on 

a relation between fu- ( i- i1 I Et0 ) and fu+ ( i- it I Et 0 ) a 3rd inclusion-exclusion series 
t t 

in these conditioned out-crossing rates can then be derived for fr1 (i I £t0 ). Hence, the 
three alternative series turn out to be merely different formulations of the remainder of 
the inclusion-exclusion series. Next, the single barrier first-passage time problem with 
stationary start of a single degree-of-freedom oscillator excited by Gaussian white noise 
is considered again, for which an integral equation is formulated for the joint probability 
density function fxu- (b, x, i- i1 I Et 0 ) of the out-crossing velocities X at the time i 

lt 

and the interval ut- on condition of Eta. From the numerical solution of this equation, 
fu- ( i- it I Et0 ) is obtained by marginalization. fu+ ( i - i1 I Et0 ) and finally fr1 ( i I £to) 

I T 

can then be calculated from the relation linking these quantities to fu- (i- i 1 I Eta). 
I 

No numerical example of the theory of section 2-4 has been presented. 

Finally, it should be mentioned that the main obstacle of all the presented methods 
is that the areas of application are limited to the problems for which the necessary 
crossing rates can be calculated. At present this means that only linear problems and 
a very restricted class of non-linear systems can be analysed. Further , the dimension of 
the considered response vector must be low. Even for the Gaussian vector processes of 
medium high dimensionality the calculation of joint crossing rates will soon be practi­
cally impossible. 

• 
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3. MARKOV VECTOR METHODS 

3.1 Introduction to Markov vector methods 

In this section various models for the generating source of a vibratory system are pre­
sented. By a generating source is meant the final stochastic excitation on a vibratory 
system, and not merely the loads. The actual dynamic loads may also be obtained by 
a filtration of the generating sources. 

The main distinction will be made between generating source processes, which have 
sample curves that are continuous with probability 1, and those, which may be dis­
continuous (perform jumps). The scalar and n3 -dimensional vector continuous source 
processes are designated {W(t), t E (0, oo[} and {W(t ), t E (0, oo(}, respectively. Sim­
ilarly, the scalar and n4 -dimensional vector discontinuous source processes are desig­
nated {V(t), t E (0, oo(} and {V(t), t E (0 , oo(}. A basic approach in the following 
outline is that all generating source processes have independent increments, i.e. for any 
0::; to< t1 < ·· · < tn the stochastic variables 6.W(to ) = ~V(t1)- W(t0 ), 6.W(t1) = 
W(t2)- W (t!), · · · 6.W(tn - l ) = W (tn ) - W (tn- 1) are mutually stochastically indepen­
dent and independent of the initial value W (to) . This assumption restricts {W(t), t E 
(0, oo[} to a Wiener process, {W(t) , t E (0, oo[} to a vector (multivariate) Wiener pro­
cess, {V(t), t E (0, oo(} to a compound Poisson process or an a-stable Levy motion 
process and {V(t), t E [0, oo(} to a vector (multivariate) compound Poisson process or 
a-stable Levy motion. 

The dynamic loading processes on an SDOF or n 1-degrees-of-freedom system are desig­
nated {F(t), t E [0, oo[} or {F(t), t E (0, oo[}, respectively. The corresponding scalar and 
nrdimensional displacement processes are designated {X(t), t E [0, oo(} and {X(t), t E 
[0 , oo(} , respectively. The n-dimensional state vector process, describing the integrated 
dynamic system made up of displacements and velocities, possible hysteretic components 
and filter state variables for the load, is designated {Z(t), t E (0, oo(}. The basic assump­
tion in the present outline is that the state vector process can be modelled as a Markov 
vector process, with the transitional probability density function q{z} (z, t I z0 , t0 ). 

In section 3.1.1 the properties of Wiener, compound Poisson and a-stable Levy motion 
processes are described. In section 3.1.2 the dynamic modelling of loads obtained by 
filtering of the generating sources is described and finally, in section 3.1.3, the modelling 
of dynamic systems and the final formulation of systems with Markov properties are 
given. 

3.1.1 Generating sources with independent increments 

3.1.1.1 Wiener process 

A stochastic process {W(t),t E [O,oo[} is a Wiener process (or Brownian motion), if 

1: P(W(O) = 0) = 1. 
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2: The process has zero mean, i.e. the mean value function J.tw(t) = E[W(t)] = 0. 

3: For arbitrary 0 < to < t1 < · · · < tn the increments ~ W( t0 ) = W( t 1 ) -

W(to), ~W(t1) = W(t2) - W(t1), .. · , ~W(tn-d = W(tn)- W(tn-1) are 
stochastically independent. 

4: For arbitrary t and ~t the increment ~W(t) = W(t + ~t)- W(t) has a 
Gaussian distribution with the zero mean and with the variance 

E[(~W(t)?] = D~t (3 -1) 

The diffusion coefficient D is assumed to be 1 for simplicity, a so-called unit intensity 
Wiener process. 

From the definitions a Wiener process can equivalently be described as a zero mean 
Gaussian process with the auto-covariance function 

(3 - 2) 

Since, the auto-covariance function ~~:ww( t1, t2) is continuous at the diagonal t1 = t2 = 
t, the Wiener process is continuous in the mean square, see e.g. Arnold (1974). Further, 
since the 2nd order mixed derivative 8/~t2 ~~:ww(t1, t2) does not exist at the diagonal 
t1 = t2 = t , the Wiener process is not differentiable in the mean square. The mentioned 
properties of continuity and differentiability can even be proved to hold with probability 
1. 

An n 3 -dimensional Wiener vector process {W(t), t E [0, oo[} is defined as a vector 
process, where all component processes {Wa(t), t E [0, oo[}, a= 1, ... , n 3 are assumed 
to be mutually independent, and unit intensity Wiener processes. One then has the 
cross-covariance function of the process, 

(3- 3) 

where DafJ signifies the Kronecker delta. 

3.1.1.2 Compound Poisson process 

The Poisson process is characterized as a regular (orderly) stochastic point process with 
independent increments. Let the increment of the counting process (the random number 
of points) in [t, t + dt[ be denoted by dN(t) = N(t + dt)- N(t). A compound Poisson 
process {V(t), t E [0, oo[} is represented as 

N(t) N(t) t t 

V(t) = ?=Pi=?= Pi(1- H(ti- t)) = J dV(r) = J P(r)dN(r) 
•=1 •=1 0 0 

(3- 4) 

-



where H(x) is the Heaviside unit step function given by 

{ 
1 , 

H(x)= 
0 

, 
x2:0 

x<O 
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(3- 5) 

The specific definition of the unit step function becomes important, because impulses 
up to but not including the time tj are being counted. 

The generalized derivative of the compound Poisson process can then formally be rep­
resented as the following random train of Dirac delta impulses, 

(3 -6) 

where 8(x) is the Dirac delta function (or, rather pseudofunction), which is the gen­
eralized derivative of a unit step function. {N(t), t E [0, oo[} is a Poisson counting 
process giving the random number of time points ti in the time interval [0, t[ (with the 
additional assumption, P(N(O) = 0) = 1), and Pi are independent random variables, 
identically distributed as a random variable P. Each of the variables Pi is assigned to 
a random point ti . The variables Pi are also assumed to be statistically independent of 
the random times ti, or of the counting process N(t). Since, the counting process counts 
the number of jumps up to, but excluding the one at the time t, the sample paths are 
continuous to the left. 

In the Stieltje integral representation (3-4) P(t) denotes the random variable assigned 
to the time point occurring in the time interval [t, t + dt[ . Since P( t 1 ) and P( t2) for dis­
joint differential intervals are stochastically independent and independent of the Poisson 
counting process, and the increments dN(ti) and dN(t2) of the Poisson counting pro­
cess are independent as well, it also follows that the increments dV(ti) = P(ti)dN(ti), 
and dV(t2) = P(t2)dN(t2) are stochastically independent, i.e. the compound Poisson 
process has independent increments. 

From the regularity properties it follows that 

E[dN(t)] = E[(dN(t)r] = v(t)dt + O(dt2) (3 - 7) 

for any n, where v(t) is interpreted as a mean arrival (or occurrence) rate of events 
(points). The probability function of the first order of the Poisson counting proccess is 
given by, e.g. Snyder (1975) 

(} v( T )dr) n ( t ) 

P{Nj(n,t,O) = P( N(t) = n) = 
0 

n! exp -I v(r)dr (3 -8) 
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Making use of ( 3-4) and of the stochastic ind.ependence of P( r) and dN ( r) the following 
results are obtained for the mean value function pv(t) and the auto-covariance function 
Kvv(tt, t2) 

t 

J.Lv(t) = E[PJ j v(r)dr 
0 

min(tl ,t2) 

Kvv(tll t2) = E[P2] j v(r)dr 
0 

(3 -9) 

(3- 10) 

The joint characteristic function of VT(t) = (V(ti), V(t2), .. . , V(tn)] ts g~ven as, 
Roberts (1972) 

Mv(8;tl>t,, ... t.) = E [exp (it.8;V(t;))] -

i [ Mp (t. 8;(1- H(r- t;))) -1] v(r)dr (3- 11) 

where Mp(O) is the characteristic function of the impulse strength. The corresponding 
log-characteristic function can be expanded in MacLaurin series in terms of 8 as follows 

1nMv(8; th ... , tn) = 

:t KI[V(tj)](iBj) + ;, .t K2 [V(tj), V(tj)](iBj)(iBk) + . .. 
]=1 },k=l 

(3- 12) 

where 

t n min(tto··· ,tn) 

E[Pn] In (1- H(r- tj))v(r)dr = E[PnJ J v(r)dr 
0 J=l 0 

(3- 13) 

is the joint nth order cumulant of the vector VT(t) = [V(t1 ), V(t2), ... , V(tn)] . Since, 
the auto-covariance function (3-10) is continuous at the diagonal t 1 = t2 =tit follows 
that the compound Poisson process is continuous in mean square. Of course, this is not 
the case with probability 1. 
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Alternatively, the compound Poisson process may be described by the random measure 
M(dt, t, dp,p), which gives the random number of jumps during the time interval [t, t+dt[ 
into the differential interval [p, p + dp[ of the mark variable P. Since, the underlying 
counting process is regular (i.e. the probability of occurrence of more than one jump in 
the infinitesimal time interval is negligible) this measure has the following properties 

1: L M(dt, t, dp,p) = dN(t) 

2: P(M(dt, t, dp,p) = Mn(dt, t, dp,p)) = 1 , n = 2, 3, ... 

3: P(M(dt,t,dp,p) = 1) = v(t)fp(p)dtdp 

4: P(M(dt, t, dp,p) = 0) = 1- v(t)fp(p)dtdp 

5: P(M(dt, t, dp1 ,pi)· M(dt, t, dp2 ,p2) = 0) = 1 , P1 # P2 

6: P(M(dt1,tl,dp1 ,pi) = M(dt2,t2,dp2,p2) = 1) = 
v(ti)jp(pi)dt1dp1v(t2)fp(p2)dt2dp2 , t1 # t2 

(3- 14) 

where P ~ R is the sample space of the random variable P, and fp(p) is its probability 
density function. Notice, that the remainders of the order O(dt2) and O(dp2) have not 
been indicated in (3-14). The first relation of (3-14) states that the total number dN(t) 
of jumps in the interval [t, t + dt[ is obtained by summing up the jumps to all possible 
intervals [p, p+dp[. This is so, since the possibility of multiple jumps during [t, t+dt[ has 
been excluded by the regularity condition. The remaining properties all follow from the 
regularity property of the Poisson counting process and the stochastically independent 
increments of the compound Poisson process. 

From the above properties it follows that 

E[M(dt,t,dp,p)] = E[Mn(dt,t,dp,p)] = v(t)fp(p)dtdp, n = 2, 3, ... 

E [M( dtl, tl, dpl 'PI )M( dt2, t2, dp2 'P2)) = 

E[M(dtl,tl,dpl,Pl)]E[M(dt2,t2,dp2,P2)], t1 # t2 

(3- 15) 

(3- 16) 

If the jump during [t, t + dt[ takes place into interval [p, p + dp[, i.e. the jump has the 
magnitude P(t) = p and M(dt, t, dp,p) = 1, the increment of the compound Poisson 
process is dV(t) = p = pM(dt,t,dp,p). Summing up the possible jumps into all the 
contiguous intervals, i.e. summing over the whole sample space P of the random variable 
P , yields the following integral representation for the unconditional increment of the 
compound Poisson process 

dV(t) = LpM(dt,t,dp,p) (3- 17) 
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Alternatively, the compound Poisson process. may then be written as the following 
stochastic integral 

t 

V(t) = j LpM(dr,r,dp,p) (3 - 18) 
0 

More generally, it follows that with probability 1 

(3 - 19) 

In the context of (3-17) the left-hand side of (3-19) represents ann-fold Stieltjes integral 
over pn . However, because of the 5th shown property of (3-14) all off-diagonal terms 
cancel, and only the diagonal terms on the right-hand side of (3-19) give the contribution 
to the integral. 

Next, a multiv~riate compound Poisson process {V(t), t E [0, oo[} is defined as an 
n 4-dimensional vector process, where all component processes {Va(t), t E [0, oo[}, a = 
1, ... , n4 are mutually statistically independent compound processes. Each component 
process is defined by a random measure Ma(dt, t, dp,p) corresponding to a certain mean 
arrival rate v0 (t) and a mark variable Pa. 

3.1.1.3 a - stable Levy motion 

Quite a wide class of random excitation processes with jumps can be described in 
terms of a - stable Levy motions, which turn out to have independent increments and 
discontinuous sample paths. Initially, some fundamental notations and definitions are 
introduced. 

A random variable is said to have a stable distribution if it can be represented as the sum 
of independent, identically distributed random variables whose probability distributions 
follow the same law as the distribution of this variable. 

A generalized Central Limit Theorem (see e.g. Samorodnitsky and Taqqu (1994)) states 
that the limit distribution for the sum of independent, identically distributed random 
variables is a stable distribution. It is a Gaussian distribution (according to the usual 
Central Limit Theorem) if these variables have finite variance. 

There is a large family of distributions known as a-stable distributions satisfying the 
stability condition. The a-stable random variables X , denoted as X"' Sa(u,f3,f..l-), are 
defined by the characteristic function expressed in the general form of 

, a E]O, 1[ or ]1, 2], 
(3- 20) 

a=1,/3=0 
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where a E]O, 2] is the index of stability or th~ characteristic exponent, f3 E [-1, 1] is the 
skewness or asymmetry parameter, u E]O, oo[ is the scale or dispersion parameter and 
J.L E] - oo, +oo[ is the shift or location parameter. 

Unfortunately, the analytical inversion of the characteristic function (3-20) is only feasi­
ble in a few special cases, e.g. for S2( u, 0, J.L) which is the Gaussian distribution N(J.L, u2 ), 
or in the case St(u,O,J.L) which is the Cauchy distribution with the density function 

1 (7 

j X (X) = ; u2 + (X - J.L )2 (3- 21) 

The characteristic property of a - stable random variables is that, except for the case 
a= 2, they have infinite variance and higher order moments, since for a E]O, 2[ 

E [IXIP) = oo, p E [a, oo[ 

E [IXIP] < oo, p E]O, a[ 
(3- 22) 

For example, if a = 1, the distribution has infinite mean value (Cauchy distribution). 
Of course, in the case a= 2 (Gaussian distribution) all the moments are finite. 

For different sets of parameters, a wide variety of probability density curves can be 
modelled with the help of a-stable distributions, both with positive and negative skew­
ness. Positive values of the skewness parameter f3 correspond to 'positive skewness', 
where the right-hand side tail of the density curve is heavier, or thicker, than the left 
hand-side tail. A characteristic property of these curves is that they have inverse power 
(or algebraic) tails, which means that the tails decay more slowly than the tails of the 
Gaussian distribution. Hence, the a - stable distributions are suitable in modelling the 
distributions with 'heavy' tails. This may be relevant to the phenomena in which the 
jumps, or impulses, occur, since in those cases the high values of the observed quantity 
are more likely to occur than in the case of a Gaussian process. 

Next, an a - stable Levy (standard) motion is defined as a stochastic process {V(t), t E 
[0, oo[} for which 

1: P(V(O) = 0) = 1. 

2: {V(t), t E [0, oo[} has independent increments. 

3: For arbitrary t and 6t the increment 6 V(t) = V(t+.6t)- V(t) has an a - stable 
distribution, Sa (( a6t)1fa, /3, 0), where a is a positive constant. 

An a - stable Levy motion is a Wiener process, when a = 2 and it is symmetric for 
f3 = 0. 

The characteristic function of the increment 6 V(t) during the interval [t, t+6t[ becomes 

{ 

exp( -(a.6t)!OI0 (1- i/3sign (O)tan ~rr ) ) 
Mtl V(t)(O) = 

exp( -a6t!OI) 

, a E]O, 1[or ]1, 2] 
(3-23) 

, a=1,/3=0 
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A random measure M( dt, t, dp, p) may be introduced for the a - stable Levy motion, 
defined in the same way as for the compound Poisson process. Moreover, the integral 
representation (3-18) is valid for a-stable Levy motions as well. 

The probability of making a jump into the interval (p,p + dp[ during the time interval 
[t, t + ~t[ is given by f ~ V(t)(P )dp. If ~t is sufficiently small this probability can also be 
expressed as P(M(~t,t,dp,p) = 1). Hence, one may write 

lim P(M(~t,t,dp,p) = 1) = lim f~v(t)(p)dp 
~t-o ~t-o 

(3- 24) 

Similarly, a multivariate a - stable Levy motion {V(t), t E [0, oo(} can be defined as an 
n4-dimensional vector process, where all component processes {Va(t ), t E (0, oo(}, a = 
1, ... , n4 are mutually independent and defined by the individual random measures 
Ma(dt, t , dp,p). 

In what follows it will be assumed in general that the n4-dimensional generating source 
process {V(t), t E [0, oo[} is made up of mutually independent component processes 
{Va(t), t E (0, oo(}, which may be either compound Poisson processes or a - stable Levy 
motions. Due to the independent increments each component process is then completely 
defined by its so-called jump probability intensity function J{v"' }(Pa-, t) defined as 

(3 - 25) 

Seeing that there may be no jump or one jump in [t, t + dt[, (3-25) implies that the 
expectation E[Ma(dt , t,dpa,Pa)], if it exists, is evaluated as 

(3 - 26) 

From the 3rd mentioned property in (3-14) it follows that the jump probability intensity 
function of a compound Poisson process is 

J{v}(P, t) = v(t)fp(p) (3- 27) 

For the a - stable Levy motion from (3-24) it follows that 

00 

J{V}(p, t) = lim } J~v(t)(P) = lim } -
2

1 j exp(-iBp)M~v(t) (B)dB (3- 28) 
~t-o ut ~t-o ut 1r 

-oo 

Upon inserting (3-23) into (3-28) and substituting x = IPIB and u = jPjC: the following 
result can be obtained 

(3 - 29) 
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where 

00 

f (a, /3 , sign(p)) = !i-=:1 ~ J cos ( x sign(p) - ux0 /3 tan a
2
7r ) exp( -ux0 )dx -

0 

lim loo (/3 tan a7r sign(p) cos (x - sign(p )ux0 /3 tan a7r) + 
u--+0 2 2 

0 

sin ( x - sign(p )ux0 /3 tan a
2
7r) ) ax0

-
1 exp( -ux0 )dx (3- 30) 

The last statement follows from the integration by parts of the first part. The last­
mentioned formulation is preferable at numerical applications, since the numerical dif­
ferentiation is avoided. It should be noted that the integral does not converge uniformly 
as u approaches zero. Hence, the integration and the limiting operation cannot be in­
terchanged. As seen the function f(a,;3,sign(p)) only depends on p through its sign 
and then it merely acts as different constants for positive and negat ive va lues of p. It is 
then seen that the jump probability intensity function of an a - stable Levy motion has 
a singularity of the order IPia+l as p -+ 0, i.e. the probability intensity of performing 
small jumps is much higher than the one of performing larger jumps. For /3 = 0 (3-30) 
provides 

00 

f(a,O,sign(p)) = lim Jaxa-1 sin(x)exp(-ux 0 )dx 
u--+0 

(3- 31) 

0 

As it is seen, f (a, 0, sign(p)) is completely independent of p in this case. For a = 1 and 
a = 2 (3-31) provides, respectively, 

f(1 , 0,sign(p)) = 1, f(2,0,sign(p)) = 0 (3- 32) 

Further, it can be shown that f(a,O,sign(p)) tends to infinity as a-+ 0. Relationships 
(3-29) and (3-32) imply that the jump probability intensity function of the Cauchy 
process and the Wiener process are, respectively, 

1 a 
J{V}(P, t) = - 2 

7rp 
(3 - 33) 

(3- 34) 
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3.1.2 Dynamic loads obtained by filtration of processes with independent 
increments 

Consider the linear SDOF oscillator 

m(X + 2(woX + w5X) = F(t) (3- 35) 

In general, the stochastic excitation process { F(t), t E [0, oo[} has no independent 

increments. Hence, the vector process [X, X]T is not Markovian. 

One way to remain within the framework of the Markov approach is to regard such 
excitation processes as an r-th order differential form of an auxiliary process, which in 
turn is the result of filtering the generating source with independent increments through 
an sth order filter (s > r). 

Hence, the loading process can be expressed as 

F(t) = Poy(r) + P1 y(r-l) +···+PrY (3- 36) 

where y(r)(t) = ;;r Y(t) and Y(t) are the response of an sth order linear time invariant 
filter, governed by the differential equation 

(3- 37) 

p0 ,p1 , ... , Pr, q1, ... , qs in (3-36), (3-37) are real constants. The process V(t) stands for 
the generalized derivative of any generating source process with independent increments, 
i.e. of a Wiener process, of a compound Poisson process , or of an a-stable Levy motion. 

Then, the augmented state vector [X, X, Y, Y, ... , y(s-l)J T is a Markov vector process. 

The differential rules (3-36) and (3-37) can alternatively be given in the following integral 
form 

t 

F(t) = J h(t- r)dV(r) (3- 38) 
0 

where 

00 00 

h(t) =- e'wtH(iw)dw =- e'w - -. -dw 1 J · 1 J · t P(iw) 
27r 27r Q( zw) 

(3 - 39) 

-oo -oo 

and P(z) and Q(z) are polynomials of order rand s, respectively, 

P(z) = pozr + PlZr-l + · · · + PrZ 
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(3- 40) 

In (3-38) and (3-39) h(t) and H(iw) = P(iw)/Q(iw) are the impulse response and the 
frequency response functions of the shaping filter, respectively. In formulation (3-38) it 
is assumed that the load prior to t = 0 is zero. If r < s and the roots z j of Q( z j) = 0 
have negative real parts , i.e. Re(zj) < 0, the integral (3-39) can be evaluated as follows, 
see e.g. Nielsen (1993) 

0 t ~ 0, 
s L e z i t -.:-P_(,_z...._,j)'--

j::;;l IJ(zj-Zt ) 
t>O (3- 41) h(t) = 

The frequency response function of other time-invariant linear systems can often be 
approximated by a rational one. 

The Poisson-driven train of general pulses may in the simplest case be regarded directly 
as the result of filtering the train of Dirac delta impulses (3-5) through a rational linear 
filter such as (3-35) and (3-36). Upon inserting (3-5) into (3-38) one obtains 

N(t) 

F(t) = 2:: Pih(t- ti) (3- 42) 
j::;;l 

More generally, the filter equation may be a non-linear and time-varying sth order 
differential equation, and the output equation (3-36) can be a non-linear time-varying 
transformation of the filter state variables up to and including the rth derivative. 

3.1.3 Governing stochastic differential equations in state vector form 

The general equation of motion of a non-linear, non-hysteretic, SDOF system with the 
mass m is, cf. (2-80) 

m(x + u(X,X)) = F(t) (3 - 43) 

Especially, for the Duffing oscillator, (3-43) attains the form 

(3- 44) 

where the constant c may assume any value, c E R, and wo and ( are the circular 
eigenfrequency and the damping ratio of the corresponding linear oscillator, respectively. 
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The differential equation (3-43) can be recas~ into the following set of first order equa­
tions, cf. (2-80) 

iz(t) = c(Z(t)) + dF(t) 
dt 

[
X(t)] [ X(t) ] [ o] 

Z(t) = X(t) ' c(Z(t)) = -u(X(t),X(t)) ' d = ! 

(3 -45) 

(3 - 46) 

Equation (3-45) is known as the state vector formulation, where Z(t) is the state vector 
and c(Z(t)) is termed as the drift vector. 

In the case of a hysteretic SDOF oscillator the time-history dependence (hereditary 
property) of the restoring force acting on the mass can be taken into account by in­
troducing an extra endochronic state variable Q. Assume that the restoring force is 
made up of its hysteretic component mw5(1- a)Q, its linear elastic part mw5aX, and 
its linear viscous part m2(w0X, in parallel. The parameter a, which is termed the 
secondary to primary (post- to pre-yielding) stiffness ratio, specifies the fraction of the 
linear elastic part of the restoring force, remaining during plastic loadings, due to the 
strain hardening or strain softening effects. The equation of motion then becomes 

m(.X + 2(woX + w5(aX + (1- a)Q)) = F(t) (3- 47) 

In order to close the system, a constitutive relation must be introduced, which relates the 
hysteretic state variable Q to the state variables X and X. This is given in differential 
form as follows 

(3- 48) 

where K may be interpreted as a non-linear state-dependent spring stiffness of the hys­
teretic component of the restoring force. 

The state vector formulation of (3-47), (3-48) is still given by (3-45) with the following 
new definitions, cf. (2-93) 

Z(t ) = [1~~~] , c(Z(t)) = [ -2(woX- w5.(:X + (1- a)Q)] , d = [ f] (3-49) 
Q(t ) K(X, Q)X 0 

Various hysteretic models are determined from various constitutive equations. For a 
bilinear oscillator the non-dimensional spring stiffness assumes the following form, Kaul 
and Penzien (1974) 

K(X, Q) = 1- H(Q - qy)(1 - H( -X))- H( -Q- qy )(1- H(X )) (3- 50) 
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where H(x) is the Heaviside unit step function (3-5). The quantity qy is the yield limit, 
which is equal to the displacement, at which yielding takes place for the first time. As 
seen in figure 3.1a, K = 0 when the oscillator is in the elastic range or at the point 
of moving into this range. The corresponding bilinear behaviour of the total restoring 
force aY+ (1 - a)Q is depicted in figure 3.1b. 

a) 

IC = 1/1 
I 

b ) :o:x + ( 1 - C() Q 
I 
I 
I 
I 
I 
I 
I 

Q 

dX 

X 

Fig. 3-1: Bilinear oscillator. a) Constitutive relation for the hysteretic state variable. 
b) Constitutive relation for the total restoring force aX + (1- a)Q. 

The Bouc-Wen smooth hysteretic model is given by, Bouc (1967), Wen (1976) 

. . Q IQ !n-1 IQ In K(X, Q) = 1- ,Bsign(X)- - -1 -
qy qy qy 

(3- 51) 

where ,B, 1, n are the parameters to be calibrated from available tests. If ,B + 1 = 1, qy 
can be identified as the yield level. 

Furthermore, if the loading process {F(t) , t E [0, oo[} is the result of the filtering de­
scribed above, the state vector as given by (3-49) must be augmented by the state 
variables of the filter [Y, Y, ... , y(s-l)J and the augmented state vector is governed by 
the following system of first order ordinary differential equations obtained from (3-36), 
(3-37), (3-47), (3-48) 

d . 
dt Z(t) = c(Z(t)) + dV(t), t > 0 (3- 52) 
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Z(t) = 

X 
X 
Q 
y 
y 

y(s-2) 

y(s-1) 

x 

d-' -

0 
0 
0 
0 
0 

0 
do 

(3 - 53) 

-2(woX- w5(aX + (1- a)Q) + ~y(r) + ~y(r-1) + ... + ~y 
x;(X, Q)X 
y 

c(Z(t)) = 
y 

(3-54) 

y(s-1) 

-q1 y(s - 1)- ... - qsY 

Equation (3-52) may be termed as the state vector formulation in terms of the generating 
source process, where do is the suitable constant. Equation (3-52) should be solved with 
suitable initial condition Z(O) = Zo, which may be deterministic as well as stochastic. 

With the help of standard techniques of structural dynamics (the d'Alembert principle 
in combination with the principle of virtual work) the equations of motion of a general 
non-linear and hysteretic MDOF system can be written in the following matrix form, 
Nielsen, M0rk and Thoft-Christensen (1989) 

MX +ex+ KoX +gTQ = F (t) (3 - 55) 

X(t) is an n 1-dimensional vector and F(t) are the external loads conjugated to X (t). 
M, C and Ko signify the global mass matrix, the global linear viscous damping ma­
trix and the global stiffness matrix from the linear elastic part of the structure, all of 
dimension n 1 x n 1 . M is symmetric and positive definite, and K 0 is symmetric and 
positive semi-definite. C is generally non-symmetric and positive definite for dissipative 
systems. Q(t) is a vector of dimension n2 of generalized stresses from all plastic ele­
ments , conjugated to the generalized strains, q(t). The relationship between the rates 
of the generalized strains and the rate of the external degree-of-freedom is defined by 
the following geometrical condition 

q = gX (3 - 56) 
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The geometrical matrix g = g(X(t)) of the dimension n2 x n 1 is an analytical function 
of the external degrees of freedom X(t) in the general geometrically non-linear case. 
For geometrically linear structures, g becomes a constant, and (3-56) can directly be 
integrated. 

In order to close the differential system (3-55) a constitutive equation for the generalized 
stresses must be formulated. For an ideal elasto-plastic structure this can be given on 
the form, Nielsen, Ml~Srk and Thoft-Christensen (1989) 

Q = K(q,Q)q (3- 57) 

For a physical linear system, the symmetric positive semi-definite stiffness matrix K( q, Q) 
of dimension n2 x n2 is independent of the state variables q(t) and Q(t), in which case 
(3-57) can be integrated. For non-linear elastic systems, K = K(Q) is an analytical 
function of Q and is independent of q. For a physically linear or physically non-linear 
system Q(t) can be eliminated in favour of the linear or non-linear function of X(t) in 
(3-55). For elasto-plastic systems, K = K( q, Q) is a non-analytical function of Q and 
q. In this case Q serves as endocronic state variables. If the system is both physically 
and geometrically linear, the global stiffness matrix from the corresponding structural 
elements becomes K 1 = gT Kg. 

Taking into account the possible equations for the hysteretic behaviour and those for 
a filter, one can build up the state vector of all the displacements, velocities, hys­
teretic components and state variables for the filter. The augmented state vector Z(t) 
is governed by the equations in the form of (3-57). Taking due account of the fact 
that the generating source may consist of an na-dimensional Wiener vector process 
{W(t), t E [0 , oo[} and an n4-dimensional jump vector process {V(t), t E [0, oo[} the 
usual differential equations are next converted into the following state vector formula­
tion 

dZ(t) = c(Z(t), t)dt + ddW(t) + edV(t ), t > 0 

Z(O) = Zo 
X 

} 
X 

(3 - 58) 

X 
Q 

Z(t)= 
y 

, c(Z(t)) = 

M-1 ( -CX-KoX-gTQ+po y(r)+ ···+PrY) 
K(gX,.Q)gX 

y 
(3-59) 

y(s-2) y(s-1) 
y(s-1) 

0 0 
-ql y(s-1) _ ... _ q., y 

0 0 
0 0 

d= 
0 0 

e= (3 - 60) 

0 0 
do eo 

.............................................. ~( 
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As seen, q(t) has been eliminated by means of the geometrical relation. In what follows 
c will be termed as the drift vector and d as the diffusion matrix. 

Equation (3-60) can be generalized further, assuming the structural system to be time­
varying, so the drift vector becomes especially dependent on time, and that the matrices 
d and e may depend on the state of the system and time. Hence, the following formu­
lations are arrived at 

dZ(t) = c(Z(t), t) dt + d(Z(t), t)dW(t) + e(Z(t), t)dV(t), t > 0 

Z(O) = Zo } (3- 61) 

The governing stochastic differential equations (3-61) together with the random initial 
condition can be converted into the integral form of 

t t t 

Z(t) = Zo + j c(Z(r),r)dr + j d(Z(r),r)dW(r) + j e(Z(r),r)dV(r) (3- 62) 
0 0 0 

If the dynamic behaviour of the system is governed by the set of first order differential 
equations (3-61) and the generating source processes are the ones with independent 
increments and are statistically independent of random initial conditions Z0 , then the 
state vector {Z(t), t E [0, oo[} is a Markov process. 

Example 3-1: Equivalent shear models for reinforced concrete structures 
exposed to earthquakes 

a> DDD~.(t) 
ODD 
ODD 
DDD~(t) 
ODD 
ODD 
DDD~-I(t) 
ODD 
DDDt;{t> 

-- . \.ug(t) 
iig(t) 

Figur 3-2: A) lnstrumented reinforced concrete structure. b) Equivalent shear model. 
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It is common practice to instrument important structures in seismic active areas to control the damage 
development. Assume, the horizontal ground surface accelerator ii9 (t) and the horizontal displacement 
are measured at a number, n1, of points along the building, not necessarily coinciding with the storey 
beams as shown in fig. 3-2a. X;(t) signifies the displacement of the ith measurement point relative 
to the displacement of the ( i - 1 )th measurement point. Generally, the nr th measurement point is 
assumed to be located at the top storey. Especially, X1 (t) signifies the horizontal displacement of the 
1st measurement point relative to the ground surface. 

Next, an equivalent shear building with n1 degrees-of-freedom is introduced, see fig. 3-2b. In this 
case, X;(t) is assumed to represent the relative displacement between the (i- l)th and the ith storey 
beam of the equivalent shear structure. Then, X;(t) is assumed to cause an interstorey shear force of 
magnitude m;T;, where m; is the ith storey mass. The equations of motion in terms of the relative 
displacements can be written as 

X 1 = J.l2 T2 - Tt - u g 

X;= J.li+lTi+l- (J.ti + l)Q; + Qi-1 

Xn 1 = -(J.tn 1 + l)Tn + Tn 1 -1 

X;(O) = X;(O) = 0 

t > 0 

t > 0 

t > 0 

T; = 2(o,;wo,i X; + w5,; (a; X; + (1 - a; )Q;) 

m; 
j.t;=-­

mi-1 

t > 0 z;(to) = 0 

t > 0 D;(O) = D;,o 

i=1,2, .. ·,nt 

i = 2, 3, · · · , n1 

i = 2, 3, · · · , n1 - 1 
(3- 63) 

i= 1,2,··· ,n1 

i = 1, 2, · · · , n 1 (3 - 64) 

i = 1, 2, · · · , n1 (3 - 65) 

i= 1,2, ... ,n1 (3- 66) 

(3- 67) 

(3 - 68) 

where m; 2(o ;wo i X; and m;w0
2 · a;X; are, respectively, the linear viscous part and the linear elastic 

' ' ,t 

part of the shear force per unit mass, T;, as given by (3-64). Hence, wo, i and (o,i, i = 1, 2, · · · n 1 , 

are merely parameters to specify the linear parts of the shear forces and should not be confused with 
the natural frequencies and modal damping ratios of the structure. These parameters along with the 
mass ratios 1-'i, i = 2, 3, · · · nr, must be identified so that the elastic version of (3-63) and (3-64) with 
a; = 1 provides the same undamped circular eigenfrequencies w;, modal damping ratios (; and modal 
participation factors /3; of the undamaged structure, as calculated or measured by non-destructive 
testing. Notice, that the indicated discrete linear system has 3nl - 1 free parameters, wo,i, (o,i and 
1-'i, to fit the 3n1 parameters, w;, (; and /3;, obtained from the primary linear system identification of 
the structure. Assuming that modal parameters of the lowest nr modes of the primary linear structure 
have been identified, the indicated indeterminateness in the secondary system identification means that 
conditions can only be met at the lowest nr - 1 modes. 
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Fig. 3-3: Clough-Johnston hysteretic model. 

The hysteretic component of the shear force, Q;(t), along with the attached state variable D;(t) , is 
modelled using the Clough-Johnston model as given by (3-65) and (3-66) with the non-dimensional 
spring stiffness ~t( X;, Q;, D;) and the function g(X;, Q;) given as 

~t(X;, Q; , D;) = H(Q; ) ( A;(t)H(X )(1- H(Q- qy,;)) + H( - X;))+ 

H( -Q; ) ( A;(t)H( -X)( I- H( -Q;- qy, ; )) + H(X;)) 

g(X;,Q;) = H(Xi)H(Q;- qy,;)- H(-X;)H(-Q;- qy,;) 

A;(t) = qy,i 
qy ,i + D;(t) 

(3- 69) 

(3 - 70) 

(3 - 71) 

The stiffness degrading hysteretic constitutive law of the model can be represented as shown in fig. 
3-3. The Clough-Johnston model deals with the stiffness degradation by changing the slope A;(t) 
of the elastic branches as the accumulated plastic deformations, Dt(t), and D; (t), at positive and 
negative yielding increase as shown in fig. 3-3. D;(t) = Dt(t) + D;(t) are the total accumulated 
plastic deformations. For loading branches, the slope A;(t) is selected such that the elastic branch 
always aims at the previous unloading point with the other sign. At unloadings, the slope is 1. D;,o 
is the initial value of the total accumulated damage which is zero before the first earthquake hits 
and is assumed to be calculated from previous earthquake and displacement response records for the 
succeeding earthquakes. H(x) is the unit step function as given by (3-5). 

The novelty of the present model primarily stems from the modelling of the elastic fraction of the shear 
force , ex; ( D( t)) , as a non-increasing function of the accumulated plastic deformation as indicated by 
(3-67). The initial undamped structure is elastic. Hence, ex; = 1 in this case. As larger and larger 
parts of the structure between the (i- 1)th and ith measure point become plastic and damaged, ex; (t) 
is comparably decreasing. 

The model of the shear force has 2 free parameters, qy,i and a ; . These 2n1 parameters are updated 
after each significant earthquake so the shear model predicts the measured response when the mea­
sured ground surface acceleration is applied to the model. Subjecting a stochastic design earthquake 
{ ii9 (t), t E (0, cx:>[} to the calibrated shear model the residual reliability can next be estimated from the 
stochastic behaviour of the damage indicators. 

This necessitates an introduction of a damage indicator for the substructure between the (i - l)th 
and the ith measurement point. In the hysteretic model an equivalent linear spring stiffness for the 
hysteretic component is defined by the slope, s;(t), connecting the previous extreme unloading points 
at positive and negative yielding. As seen from fig. 3-3 this is given as 



s;(t) = 2qy,i 
2q11 ,; + D;(t) 

The so-called softening of the considered section of the structure is then defined as 

w;(t) y' 
6;(t) = 1- -- = 1- ex;+ (1- cx;)s; = 

Wi,O 

1-
2

qy,i () (1- cx;(D;(t))) + cx;(D;(t)) 
2q11 ,; + D; t 
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(3 - 72) 

(3- 73) 

In (3-73) w;(t) signifies the value of w;,o at the timet to be used in an equivalent linear shear model 
in (3-64) . For the case n1 = 1, w1 (t) can be identified as an estimate of the fundamental circular 
eigenfrequency of the equivalent linear structure. (3-73) is a non-decreasing function of time and hence 
displays the maximum softening encountered up to the time t. 6;(t) can also be measured from the 
time series X;(t) using time-windowed ARMA-models (DiPasquale and Qakmak (1990), Koyliioglu, 
Nielsen, Qakmak and Kirkegaard (1996)), time-windowed Fourier transforms (Mullen, Micaletti and 
Qakmak (1995)) or wavelet transforms (Micaletti, Qakmak, Nielsen and Kirkegaard (1996)) . The free 
parameters, q11 ,; and a;, can then be updated from a weighted least square criterion, minimizing the 
deviations between measured and estimated inter-storey displacements X1 (t) , · · · , Xn

1 
(t) and damage 

indicators 6;(t), · · · , 6n1 (t) in the last encountered earthquake. 

In this case the state vector of the integrated dynamic system of dimension n = 4n1 becomes 

[ 

~(t)] [ X;(t) ] [ Q;(t) ] [ D;(t) ] 
Z(t) = ~~g , X(t) = : , Q(t) = : , D(t) = : 

D(t) Xn 1 (t) Qn 1 (t) Dn1 (t) 

(3 - 74) 

Fig. 3-4: SDOF hysteretic oscillator model. 

Especially, for the case n1 = 1 the shear model reduces to the hysteretic single-degree-of-freedom 
hysteretic oscillator shown in fig. 3-4. The equations of motion and the maximum softening become 

X(t) + 2(owoX(t) + w~ ( cx(t)X(t) + (1 - cx(t))Q(t)) = - ,Boiig(t) 

X(O) = X(O) = 0 

Q(t) = [n(Q)( A(t)H(X)(1- H(Q- q11 )) + H(u - X))+ 

H( - Q) ( A(t)H( - X)(1 - H( - Q- q11 )) + H(X)] X(t) Q(O) = o 

(3- 75) 

(3 - 76) 
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.b(t) = (Hcx)H(Q- qy)- H(-x)H(-Q- qy))x<t) 

a(t) = ( 2qy )a 
2qy + D 

A(t)- qy(t) 
- qy(t) + D(t) 

6(t) = 1 -
2

qy ( ) (1 - a(t)) + a(t) 
2qy + D t 

D(O) =Do (3- 77) 

(3- 78) 

(3 - 79) 

(3- 80) 

The top storey displacement of the structure relative to the ground surface, X(t) , can be interpreted as 
the first modal coordinate in a modal expansion if the mode shape is suitably normalized. The linear 
circular eigenfrequency, wo, the damping ratio, (o, and the mode participation factor, f3o, of the first 
mode are assumed to be known before the arrival of the first earthquake. 

The 10 storey 3 bay structure shown in figure 3-2a was tested experimentally by Cecen (1979) in the 
model scale 1:10. The circular eigenfrequency, damping ratio and modal participation factor for the first 
mode of the undamaged structure are w1 = 61rs-1, (1 = 0.035 and /31 = 1.32. The first eigenvector 
has been selected so the displacement of the top storey is 1.32 X(t). The model was exposed to 
3 sequential earthquakes shown in fig. 3-5, which are simulated versions of the 1940 El Centro NS 
earthquake component. The time has been compressed with a factor 2.5 compared to prototype time 
according to the applied model law. 

The top storey displacement relative to the ground surface in the 3 runs has been shown as the unbroken 
curves in fig. 3-6. The softening 6(t) has next been derived from these data using an overlapping time­
windowing ARMA model suited for the displacement response. The time window is chosen as 2.4 
seconds and the ARMA model is fitted for each such window. The estimates are located at the centre 
of each window and the estimates are smoothed. 

Test qy a 
(mm) 

Runl 2.68 0.83 
Run2 3.01 0.77 
Run3 3.14 0.73 

Table 3-1: Estimated hysteretic parameters. 

Applying the SDOF model (3-75)-(3-80) in combination with the weighted least square deviation of 
measured and estimated relative displacements x(t) and softenings 6(t) in each of the 3 runs , the 
parameters shown in table 3-1 are obtained. Even though the excitation level and the structural 
properties change dramatically throughout the 3 runs, these parameters only change slightly, which 
is an indication of the feasibility of the whole concept of modelling. A perfect model would provide 
constant parameters. 

In fig . 3-6 the predicted displacements of the calibrated SDOF hysteretic model compared to those 
obtained by measurements are shown. The agreements are generally good and comparable to what 
can be achieved by much more involved finite element modelling, see M!llrk and Nielsen (1991b), M!llrk 
(1992, 1993). The development of the maximum softening predicted by the calibrated model has been 
shown in fig . 3-7. 
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Fig. 3-5: Ground surface accelerations. Structure Hl, Cecen (1979). a) Runl, apeo.k = 0.36 g. b ) 
Run2, apeak = 0.84 g. c) Run3, apeak = 1.60 g. 
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Fig. 3-6: Displacement of top-storey. Structure Hl , Cecen (1979) . (-): measurement . (- - -): 
calibrated SDOF hysteretic model. a) Runl, apeak = 0.36 g. b) Run2, apeak = 0.84 g . c) Run3 , 
apea.k = 1.60 g. Koyliioglu, Nielsen, Qakmak and Kirkegaard (1996) . 
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Figur 3-7: Development of maximum softening index in Run1, Run2 and Run3 with SDOF hysteretic 
model calibrated to each run. Structure H1, Cecen (1979) . (-): measurement. (- - -): calibrated 
hysteretic model. Koyliioglu, Nielsen, <;akmak and Kirkegaard (1996). 
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Fig. 3-8: Prediction of maximum softening index in Run2 and Run3 with SDOF hysteretic model 
calibrated to Runl. Structure H1, Cecen (1979). (-): measurement. (- - -): calibrated hysteretic 
model. Koyliioglu, Nielsen, <;akmak and Kirkegaard (1996). 
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Fig. 3-9: Prediction of maximum softening index in Run3 with SDOF hysteretic model calibrated 
to Run2. Structure HI, Cecen (1979). (- ): measurement. (- - -): calibrated hysteretic model. 
Koyliioglu, Nielsen, Qakmak and Kirkegaard (1996). 

The capability of the SDOF hysteretic oscillator for predicting the development of the maximum soft­
ening in future earthquakes has been demonstrated in figs. 3-8 and 3-9. Fig. 3-8 shows the prediction 
of the maximum softening index in Run2 and Run3 with the free parameters of the model calibrated 
to Runl. In this case the extrapolation from the 0.31 g earthquake in Run1 to the 0.84 g earthquake in 
Run2 is possible, whereas the extrapolation to the 1.60 g earthquake in Run3 is too far, since the shear 
model seems to overestimate the damage. However, if the free parameters are updated after Run2 the 
damage development can still be observed very well in Run3 as shown in fig. 3-9. 

The maximum softening damage index as a global damage indicator was introduced by DiPasquale and 
Qakmak (1991). Strong correlation was demonstrated between actual damage levels and damage levels 
with the maximum softening damage index computed through seismic assessment of actual strong­
motion records from medium-size RC-structures subjected to the 1971 San Fernando earthquake. By 
means of Monte Carlo simulations, Nielsen and Qakmak (1991) demonstrated that maximum softening 
damage index values encountered in a sequence of earthquakes form a Markov chain. This property 
is essential for using the index as a predictor of the residual structural reliability on condition that 
only its last observed value is taken into consideration. Nielsen, Koyliioglu and Qakmak (1992) devised 
a method for damage localization based on maximum softening damage indicators defined for various 
parts of the structure, which were identified from an equal number of smoothed circular eigenfrequencies 
of the equivalent linear shear structure. The method was only elaborated for the case n1 = 2. The 
Clough-Johnston hysteretic model was originally devised to model the stiffness degradation in RC shear 
beams, Clough and Johnston (1966). The differential description of the model is due to Minai and 
Suzuki (1985) and M~rk (1989) . The equivalent shear model presented in this example was formulated 
by Koyliioglu, Nielsen, Qakmak and Kirkegaard (1996). The capability of the model in predicting the 
expectation and the coefficient of variation of the damage in a future earthquake on condition of a. 
certain damage encountered during the previous earthquake was investigated by Nielsen, Skjrerbrek, 
Koyliioglu and Qakmak (1995) based on Monte Carlo simulations with 1000 independent realizations. 

• 
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The reference was chosen as the predictions obtained. by the much more involved SARCOF finite 
element program (M{IIrk and Nielsen (1991a, 1991b), M{llrk (1992, 1993)). Only the predictions of the 
SDOF version of the model was considered. In the paper it was concluded that the model predicts 
the conditional mean values sufficiently correct, whereas the conditional variance is overestimated. 
The sensitivity of the residual reliability of partly damaged RC-structure as predicted by the SDOF 
model on the estimated hysteretic parameters q11 and a was investigated by Iwankiewicz and Nielsen 
(1995). The failure event was defined as the first-passage of the maximum softening of a critical level 
of be = 0.5. Again, Monte Carlo simulation with 1000 independent realizations was used and the 
predictions of the SARCOF program were used as a reference. The results indicate that the residual 
reliability shows much larger elasticity with respect to q11 than to a for significantly damaged structures 
( 8 E [0.30; 0.50[). For this reason it is recommended that q11 is modelled as a random variable with 
expected value equal to the calibrated value. The variational coefficient of the random variable should 
not be selected larger than 0.1. Finally, Koyliioglu, Nielsen, Abbott and Qakmak (1996) have examined 
the damage localization capability of the n1 -dimensional version of the model. It was demonstrated 
how the damage localization depends on the frequency contents of the excitation. The damage is 
generally larger and more uniformly distributed, when primarily the 1st eigenmode is excited, which is 
the basic assumption behind the concept of the global maximum softening damage index, Di Pasquale 
and Qakmak (1991) . Further, a high correlation between the softening o;(t) as given by (3-73) and the 
energy absorption between measurement points was verified. 

3.2 Forward and backward integro-differential Chapman-Kolmogorov equa­
tions for stochastic response and reliability problems 

3.2.1 Forward and backward integro-differential Chapman-Kolmogorov equa-
tions and related initial and boundary values 

The sample paths of a Markov process are continuous functions of time with probability 
one if for any c > 0 the following condition is satisfied uniformly in z, t and ~t, see e.g. 
Bharucha-Reid (1960) 

1~~0 ~t j q{z}(x, t + ~tlz, t)dx = 0 (3- 81) 

lx-zl>~ 

This condition expresses the property of continuous sample paths that the probability 
of increments lx- zllarger than some small c of the process during a small time interval 
~t tends to zero faster than ~t . 

If the sample paths are discontinuous, the following relationship must hold, for all c > 0, 
uniformly in z, and t and for lx- zl > c 

j J{z}(xlz, t)dx > 0 

lx-zl>~ 

where 

J{z}(xlz, t) = lim ! q{z}(x, t + ~tlz, t) 
~t-o ut 

(3 - 82) 

(3 - 83) 
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is designated the jump probability intensity function on the state vector Z(t). 

The so-called derivate moments are defined as the following limits valid for all c: > 0, 
and uniformly in x and t: 

lim ,! j (xi- zi)q{zJ(x, t + .D.tjz, t)dx = Ci(z, t) + O(c:) (3- 84) 
At-+0 w..t 

lx-zl<t: 

lim} j (xi-Zi)(xj-Zj)q{zJ(x,t+.D.tlz,t)dx=Dij(z,t)+O(c:) (3-85) 
At-tO w..t 

lx-zl<t: 

Alternatively, the derivate moments are defined as 

lim : E[Zi(t + .D.t)- Zi(t)jZ(t) = z) = Ci(z, t) + O(c:) 
At-tO w..t (3- 86) 

. 1 
hm --;;:-- E [ ( Zi(t+.D.t)-Zi(t)) (Zj(t+.D.t)-Zj(t)) IZ(t) = z] = Dij(Z, t)+O(c: )(3-87) 

At-o w..t 

Since, the expectations in (3-84) and (3-85) are performed only for jumps lx- zj < c:, 
these quantities should be interpreted as the rates of moments of the continuous part 
of the increment in Z(t) during [t, t + .D.t[, conditional on Z(t) = z. 

Upon insertion of (3-61) into (3-86) and (3-87) and observing that only the continuous 
part, i.e. dZ(t) = c(Z(t), t)dt+d(Z(t), t)dW(t) is to be inserted into these expressions, 
one has, upon using the incremental properties of the Wiener process, 

Ci(z, t) = Ci(z , t) (3 - 88) 

na 

Dij(z, t) = L dia (z, t)dja (z, t) (3- 89) 
a= I 

In order to derive the jump probability intensity function J{z} (zlx, t) ofthe state vector, 
assume that a jump of magnitude Pa in the ath component Va(t) of the generating 
source process {V(t), t E [0, oo[} takes place during the interval [t, t + dt[. On condition 
that the system is at the state Z( t) = x, the increment of the state vector becomes 
dZ(t) = e 0 (x, t)p0 , where e 0 (x, t) is the ath column of the matrix e(x, t), cf. (3-61). 
The transition probability density function can then be represented by the Dirac delta 
spike 

q{z}(z, t + dtjx, t) = 6( z - (x + ea(X, t)pa)) (3 - 90) 

Since the probability of making a jump into [pa, Pa + dpa [ during the infinitesimal time 
interval [t, t + dt[ is given by J{Va}(Pa 1 t)dtdpa, cf. (3-25), the unconditional transition 
probability is obtained by summing over all contiguous intervals as follows 

q{z}(z, t + dtlx, t) = dt j 6 ( Z- (x +ea( X, t)pa)) J{Va}(Po, t)dp0 (3 - 91) 
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Relation (3-91) represents the probability density contribution in case of jumping from 
Z(t) = x to Z(t + dt) = z due to a jump in the ath component. Since the com­
ponents have been assumed to be mutually statistically independent, the probability 
density contribution from all n4 component processes can be obtained as the sum of the 
contributions (3-91) 

q{z}(z, t + dtlx, t) = dt f I b( z- (x + ea(x, t)pa)) J{va }(Pen t)dpa 
cr=l 'P"' 

(3- 92) 

From (3-83) and (3-92) the jump probability intensity function of the state vector is 
finally obtained as 

J{z}(zlx, t) = f I b(z- (x + ea(x, t)pa)) J{V .. }(Pa, t)dpa 
cr=l p

01 

(3- 93) 

(3-93) was derived by Nielsen and lwankiewicz (1996). 

The development of the transitional probability density function q{z}(z, t I x, to) is 
governed by the forward and backward integro-differential Chapman-Kolmogorov equa­
tions. For systems with combined deterministic drift, Wiener process driven ( diffusions) 
and jump process driven, these were derived by Gardiner (1985). For all z ESt, x E St

0
, 

where t >to, q{z}(z, t I x, to) is shown to fulfil the following forward integro-differential 
Chapman-Kolmogorov equation: 

(3 - 94) 

K-z,t (q{z}(z, t I x, to)] = 

na lnn a2 
- L az· ( Ci(z, t)q{z} (z, t I x, to))+ 2 L L az·az. ( Dij(Z, t)q{z} (z, t I x, t0 )) + 

i=l 1 i=l j=l I ] 

I ( J{z} (z I y, t)q{z} (y, t I x, to) - J{z} (y I z, t)q{z} (z, t I x, to) )dy = 
s, 

n a -?= azi (ci(z,t)q{z}(z,tlx,to)]+ 
1=l 

l n n a2 ( na ) 
2 ~ ~ aziazi [; dia(z, t)dia(z, t) q{z}(z, tlx, to) + 

f I ( q{z} (z- ea(t)pa, tlx, to)- q{z} (z, tlx, to)) J{Va}(Pa)dpa 
cr=l p

01 

(3 - 95) 

--- ...-.. 
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where (3-88), (3-89) and (3-93) have been applied. 

Similarly, for any y E St11 z E St where t1 > t, Q{z} (y, t1 I z, t) fulfils the backward 
integro-differential Chapman-Kolmogorov equation 

(3- 96) 

j J{z}(x I z, t)( Q{z} (y, t1 I x , t)- Q{Z} (y, t1 I z , t) )dx 
s, 

n a 
L ci(z, t) az· Q{z} (y, t1!z, t)+ 
i=l ' 

1 n n ( na a2 ) 
2 &;f,; 2,dio(z,t)djo(z,t) aziaZj Q{z}(y,tdz,t) + 

f j ( Q{Z} (y, i1jz + ea(z, t)po, t)- Q{Z} (y, t1!z, t)) J{Va} (Pa)dp 0 

a=l 'Po. 

(3- 97) 

The linear functionals Kz,t [·] and K'[,t [·] indicate the forward and backward integro­
differential Chapman-Kolmogorov operators, respectively. z and tin (3-94) signify the 
forward state and the forward time, whereas z and t in (3-96) represent the backward 
state and the backward time. 

At the evaluation of the last statement of (3-95) the vector e 0 (t) has been assumed 
to be state independent (independent of y ). Then, the evaluation of the integral of 

o(z- (y + e 0 (y, t)p0 )) with respect toy is very much simplified. If e0 = e 0 (y, t), i.e. 

it is state dependent, a preliminary change of integration variables must be performed, 
which is defined by the transformations 

U = Y + ea(Y, t)pa 

y = aa(u,pa, t) 

d 
du 

y-
-,det(I+ ~Pa)l 

(3- 98) 

where a 0 (u,pa, t) is the inverse transformation, g;IJ is the gradient matrix of e 0 (y, t) 
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with respect toy and det (1 +:;,Per) deno.tes the Jacobian. Then (3-95) becomes 

The derivation of (3-95), (3-97) and (3-99) based on (3-93) was given by Nielsen and 
Iwankiewicz (1996). 

X 

\_ as<2> 
t -oo 

as<t> 
/ t 

X 

b 

Fig. 3-10. Sample path of the state vector of SDOF non-hysteretic oscillator subjected 
to combined Wiener process and jump process excitation. Double barrier deterministic 
start problem. 

The forward and backward integro-differential Chapman-Kolmogorov equations must 
be solved with proper boundary and initial conditions, which will next be derived based 
on a requirement that q{z}(z, t!x, to) and initial conditions should fulfill both equations. 

In fig. 3-10 the sample path and the double barrier deterministic start first-passage 
time problem for the single-degree-of-freedom non-hysteretic oscillator subjected to a 
combined Wiener process and jump process excitation are illustrated. 
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The surface (boundary) aSt of the safe domain St may be divided into the accessible 

part as~ a)' which can be reached in a finite transition time and the non-accessible part 

as?>, which can only be reached after infinitely long time intervals. These parts are 
defined as follows 

as~ a) = { z E ast I Vx E Sto : q{z} (z, t I x, to) > 0} 

asi2
) = { z E ast I Vx E Sto : q {Z} ( z, t I x, to) = 0} 

(3- 100) 

(3- 101) 

In the example shown in fig. 3-10 the accessible and non-accessible parts of the boundary 
are given as as;a) = {(x,x)l(x =a V x =b) 1\ -oo < x < oo} and as?)= {(x,x )la < 
X < b 1\ (X = -00 V X = 00)}. 

For the considered system a jump of the generating source process {V(t), t E [0, oo[} 
causes a discontinuity (jump) in the velocity component of the state vector, cf. (3-45), 
(3-46). Especially, the jumps close to the accessible surface as; a) are tangential, hence 
no jumps out of the domain are possible. Generally, this is assumed to be true, i.e. the 
jump probability intensity function fulfils J{z} (z I y, t) = 0 for ally E St and z E Sf. 

Any finite jump at z close to the accessible part of the surface as~a) then takes place 
in the tangential direction. Since the jumps of the state vector due to the jumps of the 
ath component of the generating source are in the direction of e0 (z, t) these jumps will 
only be tangential to the surface asia) if 

(3- 102) 

where n(z, t) signifies the unit normal vector in the outward direction of the surface aSt 
with components ni(z, t), see fig . 2-4. 

Hence, the flux of probability mass through the accessible surface asia) is caused totally 
by the convection and diffusion components. The abbreviates q<0 >(z,t) = q{zJ(z,t I 
x, to) and q(I)(z , t) = q{z}(Y, t1 I z, t) are introduced. Application of the divergence 
theorem then provides 

where Kz,t[·] and K:I,t[·] are the forward and backward integro-differential Chapman­
Kolmogorov operators as given by (3-95), (3-97) and (3-99), and 

R[q< 0>(z, t), q(I)(z, t)] = 
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j Q{z}(y,tllz,tl)Q{z}(z,tllx,to)dz- j Q{z}(y, tl l z,to)q{z}(z,t0 l x,t0 )dz + 
St 1 St 0 

(3- 104) 

Ci(z, t ) and Dij(Z, t) are given by (3-88), (3-89). If qC0)(z, t ) = Q{z}(z, t I x, t0 ) and 
q(l)(z, t) = Q{Z}(Y, t1 I z, t) are assumed to fulfil the forward and backward Chapman­
Kolmogorov integro-differential equations (3-94) and (3-96) throughout St, the left-hand 
side and the first term on the right-hand side of (3-103) cancel. Hence, R(qC0)(z, t), 
qC1)(z, t)] = 0. The initial time to and the terminal time t1 may be varied. From (3-
104) the necessity of the following initial and boundary conditions for Q{z} (z, t I x , t0 ) 

and Q{z}(Y, t1 I z, t) is then deduced 

Vx,z E Sto: Q{z}(z,to I x,to) = o(z -x) (3- 105) 

(3- 106) 

(3 - 107) 

(3- 108) 

(3- 109) 

The conditions (3-105) and (3-106) specify the initial and terminal conditions to be 
used for the forward and backward Chapman-Kolmogorov integro-differential equations, 
respectively. 
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The condition (3-107) signifies that the probability density for arriving at a boundary 
point Z on the non-accessible boundary as?) from an internal point X in the domain 
Sto is zero for the finite transition times t- to . Similarly the condition (3-108) states 
that the transitions from a boundary point z at aSt to an internal point y in St

1 
are 

zero for the finite transition times t 1 - t. 

Due to these conditions the surface integral in (3-109) can be confined to the accessible 
part as; a) of the boundary. (3-109) is the necessary condition which must be fulfilled by 
the forward and backward differential Chapman-Kolmogorov equations in combination, 
Nielsen and Iwankiewicz (1996). For example, (3-109) may be fulfilled by the forward 
equation on some part of as;a) and by the backward equation on the remaining part. 

Consider two sufficiently smooth functions u(z) and v(z) defined on St . If these functions 
in combination fulfil the boundary conditions (3-107), (3-108) and (3-109), it follows 
from the indicated derivation that 

J u(z)Kz,t[v(z)]dz = J v(z)K~t[u(z)]dz (3- 110) 

St St 

This means that (3-107), (3-108) and (3-109) are the necessary conditions in order for 
Kz,t[·J and JC~t[ ·] to be mutually adjoint operators. 

as; a) may be further divided into the entrance part, as?)' and the exit part, as?)' 
which in case of the indicated jump condition are defined in the same way as for diffusion 
processes, Fichera (1960) 

(3- 111) 

(3- 112) 

(3-111) and (3-112) cover all asia) except at certain isolated points, where the probabil­
ity current is tangential to the surface. Further, the boundary may be divided into the 
degenerated part, where L:i,j Dij(z, t)ni(z, t)nj(z, t) = 0, and the non-degenerated part, 
where L:i,j Dij(z, t)ni(z , t)nj(z, t) i= 0, Fichera (1960). For the present dynamic system 
and the indicated jump condition, all accessible parts of the boundary are degenerated, 
and only the non-accessible parts can be non-degenerated. 

For the system shown in fig. 3-2 the entrance part is aS}0
) = { (x, x )i(x =a 1\ x > 0) V 

(x = b 1\ x < 0)} and the exit part is asil) = {(x,x )i(x=a 1\ x < 0) V (x=b 1\ x > 0) }. 
The surface parts have been indicated in the figure along with the non-accessible part 
as}2

). 
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The unconditional probability density function of the state vector at the time t0 becomes 

!{z}(z,t) = r q{z}(z,tlx,to)f{z}(x,to)dx 
Jsto 

(3- 113) 

Upon multiplying (3-94) by !{z}(x, to) and integrating over x, this is seen also to be 
governed by the forward integro-differential Chapman-Kolmogorov equation 

(3- 114) 

The relevant initial condition is obtained applying (3-105) in (3-113) 

fz(z,t)it=to = fz(z , to) (3 - 115) 

3.2.1.1 Wiener process driven systems 

Consider the system driven by an n3-dimensional Wiener process {W(t), t E [t0 , oo[}. 
The governing stochastic equation (3-61) reduces to the classical Ito's differential equa­
tion, Arnold (1974) 

dZ(t) = c(Z(t), t)dt + d(Z(t), t)dW(t) , 

Z(to) = Zo 

t E]to,oo[ } 
(3- 116) 

For this case the names Fokker-Planck-Kolmogorov and Kolmogorov backward opera­
tors are coined for the forward and backward differential Chapman-Kolmogorov opera­
tors. These become, cf. (3-95), (3-97) 

(3- 117) 

(3- 118) 

1 
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3.2.1.2 Compound Poisson process driven systems 

Now consider the system driven only by an n4-dimensional multivariate compound 
Poisson process, {V(t), t E [to, oo[}. The governing stochastic equation (3-61) then 
reduces to the following stochastic differential equation 

dZ(t) = c(Z(t), t)dt + e(Z(t), t)dV(t) , 

Z(to) = Zo 

tE]to,oo[ } 
(3- 119) 

Using the jump probability intensity function for the component Poisson processes as 
given by (3-27) the jump probability intensity function of the dynamic system (3-93) 
becomes 

J{z}(z I x,t) = fva(t) J o(z- (x+ea(x,t)pa))fpQ(Pa)dpa 
o=l 'PQ 

(3- 120) 

The forward integro-differential Chapman-Kolmogorov operators (3-95) and (3-99) be­
come 

n a 
Kz,t[q{zJ(z,tix,to)] =- ?= Bzi (ci(z,t)q{zJ(z,t!x,to)) + 

t=l 

f v0 ( t) J (q{z} (z- ea(t)pa, t!x, to) - q{z} ( z, tix, to)) fpQ (Pa )dp0 

a=l 'PQ 

(3- 121) 

(3-122) was derived by Renger (1979) using a different approach than used here. 

The backward integro-differential Chapman-Kolmogorov operator corresponding to 
(3-97) becomes 

n a 
K~t[q{z}(Y,ttiz,t)] = l:ci(z,t) 0z ·q{z}(Y,ttlz,t)+ 

i=l t 

+ f va(t) j ( q{z} (y, t1lz + ea(z, t)pa, t) - q{z} (y, t1!z, t)) fpQ (Pa )dp0 (3 - 123) 
o=l 'PQ 
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Alternatively, using a Taylor expansion of the function q{z} (z- ea(t)pc.., t I x, to) and 
q{z} (y, t 1 I z + ea(z, t)pa) the forward and backward integro-differential Chapman­
Kolmogorov operators (3-121) and (3-123) are recast into a purely differential form 
with infinite sum of the partial derivatives. Thus 

(3-124) and (3-125) are valid if the expectations E[P~] exist for all a= 1, .. . , n4 and 
k = 1, 2,.... The expansion (3-124) is valid even for state dependence of the vector 
ea(z, t), as indicated. In physics (3-124) is known as the Kramer-Moyal expansion of the 
forward integro-differential Chapman-Kolmogorov operator, Gardiner (1985), Risken 
(1984). 

3.2.1.3 a-stable Levy motion driven systems 

The stochastic equation governing the behaviour of the system driven by an a-stable 
Levy motion is still given by (3-119) where {V(t), t E [to , oo[} now represents an n 4 -

dimensional vector of statistically independent components of a-stable Levy motions 
{Va(t) ,t E [to,oo[}. 

The jump probability intensity function J{z}(zlx, t) of the state vector is then given by 
(3-93), where the jump probability intensity function J{v"' }(Pa, t) of the ath component 
process is given by (3-29), (3-30). 

The forward integro-differential Chapman-Kolmogorov operator corresponding to 
(3-95) becomes 

f J ( q{z} (z- ea(t)pa, tlx, to)- q{z} (z, tly, to)) J{vc:r}(Pa, t)dpa 
a=lp"' 

(3 - 126) 
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The backward integro-differential Chapman-Kolmogorov operator corresponding to 
(3-97) becomes 

n a 
K~t[q{z} (y, tljz, t)] = I>i(z, t) az· q{z} (y, tljz, t)+ 

i=l t 

l 

L j ( q{z} (y, t1jz + ea(z, t)pa, t) - q{z} (y, t1jz, t)) J{Va } (pC\' )dpCI' 
Cl'=lpQ . 

(3 - 127) 

3.2.2 First-passage time problems 

Consider a Markov system with the deterministic start in x E St0 • Transitions from 
this state to a later state z at the time t are governed by the forward integro-differential 
Chapman-Kolmogorov equation (3-94). The system can only leave the safe domain St 
through the exit part of the boundary as?), and re-enter in the safe domain through 

the entrance part aS}0
) . In the reliability problems one is concerned with sample curves 

which have not left the safe domain in a given interval ]to , t]. Transitions from any point 
x E St0 in the safe domain at the time to to some point z E aS~o) on the entrance part 
of the boundary should then be prevented, corresponding to the boundary condition 
q{z}(z, tjx, to )= 0. This implies that any realization at the point of re-entering the safe 
domain through the entrance part of the boundary is absorbed or extracted from the 
sample and all remaining sample curves have never left the safe domain up to the time 
t. q{z}(z, tjx, to) is then seen to fulfil the following boundary and init ial value problem, 
cf. (3-94), (3-105) 

a 
atq{z}(z,tlx,to)=Kz,t[q{z}(z,tlx,to)] , \ltE]to,ti] , \lzESt 

q{z}(z, to lx, to)= 8(z- x) , \1 z E St0 
(3- 128) 

where Kz,t[·] are the forward integro-differential Chapman-Kolmogorov operators (3-
95) or (3-99). No boundary condition need to be formulated on the exit part of the 

boundary as?). 
Knowing the solution of (3-128) , the first-passage time distribution function, Fr

1 
( t jx, t 0 ) 

on condition of a deterministic start in x E St0 is given as 

FrJtlx, to)= 1- j q{z}(z, tjx, to)dz (3 - 129) 

St 

Let f{z} (x, t 0 ) be the 1st order probability density function of the state vector process 
{Z(t), t E [to, t 1]} at the time to. The probability density function at the time t on 

-
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condition of being in the safe domain at the . time t 0 is then given as 

J q{z}(z,tjx,to)f{z}(x,to)dx 
St0 

/{z} ( z, tlt'to) = ---J~f-{Z-} (-x-, t-o-)d_x __ (3- 130) 

St 0 

Since Kz,t[·J is a linear operator, it follows from (3-128) that f{z}(z, tJ£t
0

) fulfils the 
boundary and initial value problem 

(3-131) 

The first-passage time distribution function on condition of stochastic start at the time 
t0 is then given as 

Fr1 (tlt't0 ) = 1-J f{z}(z,t I t't0 )dz (3- 132) 
St 

Alternatively, the reliability problem can be formulated based on the backward integro­
differential Chapman-Kolmogorov equation. In order to specify the boundary conditions 
for absorbtion of sample curves it is noticed that any state z E as?) on the exit part 
of the boundary inevitably leads to an outcrossing into the unsafe domain. Hence, it 
is not possible to have a state z E as; I), and a state y E St

1 
in the safe domain at 

the later time t 1 , without performing one or more outcrossings into the unsafe domain 
in the intermediate interval ]t, t 1] . Since one is interested in the sample curves, which 

remain in the safe domain throughout the interval ]t, tt], transitions from z E as?) 
toy E St1 should then be prevented. Hence, q{z}(Y, t1Jz, t) should fulfil the following 
boundary and terminal value problem, cf. (3-96), (3-106) 

! q{z}(Y, t1jz, t) + K'f.t [q{z}(Y, t1 I z, t)] = 0 , Vt E [to, t1 [, Vz ESt 

q{z}(Y, t1Jz, tt) = 6(z- y) , Vz E St 1 

q{z}(Y, t1jz, t) = 0 , Vt E]to, tt[ , z E as?) U as?) 

(3- 133) 

where KJ't[·] is the backward integro-differential Chapman-Kolmogorov operator , 
(3-97). No boundary condition need to be formulated on the entrance part of the 
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boundary asio). In combination the absorption boundary conditions in (3-128) and 
(3-133) fulfil the necessary boundary condition (3-109). 

Upon inserting into (3-133), the first-passage time distribution function Fr(t1 1z, t ) at 
the time t 1 on condition of the deterministic start in z ESt as defined by (3-129) is seen 
to fulfil the following boundary and terminal value problem 

! Fr1 (t1lz, t) + K~t [Fr1 (t1 I z, t)] = 0 , Vt E (to, ti[ , Vz E St 

Fr1 ( t1lz, t1) = 0 , Vz E St 1 

] [ as(l) as<2) Fr1 (t1 1z,t) = 1, Vt E to,tl , z E t U t 

(3- 134) 

Assume that (3-134) is integrated backwards until the time t = to. From the obtained 
solution Fr

1 
( itlz, to), the first-passage time probability distribution function at the time 

tt on condition of stochastic start at the time to is then obtained as follows 

(3 - 135) 

A significant facilitation is obtained, when the following stationarity conditions are 
fulfilled 

(3- 136) 

(time-invariant) (3 - 137) 

Equation (3-136) will be fulfilled , if the generating source processes {W(t ), t E (t 0 , t 1]} 

and {V(t), t E (t0 , it]} are stationary, and if the structural system is time invariant, i .e. 
if the drift vector and the diffusion matrices fulfil c(Z(t ),t) = c(Z(t)), d(Z(t ), t) = 
d(Z(t)) and e(Z(t),t) = e(Z(t)). 

Then, the forward and backward integro-differential Chapman-Kolmogorov operators 
are not explicitly depending on time, i.e. Kz,t[·J = Kz[·J and KI,t[·] = KJ'[-J. From 
(3-129) it follows that Fr1 (tt I z, t) = Fr1 ( r I z ), where r = it - t signifies the elapsed 
time interval. Equation (3-134) can then be reformulated in the following way 

! Fr1 (r I z)- x:;[Fr1 (r I z)] = 0 , Vr E)O,oo[ , Vz E S 

Fr1 (0 I z) = 0, Vz E S 

Frl (r I z) = 1) Vr E]O, oo() z E as<l) u as<2) 

(3- 138) 

(3-134) must be solved for each terminal time it to get (3-135), whereas (3-138) only 
requires a single solution of the same initial and boundary problem to obtain all terminal 
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times. Finally, Fr1 ( t I £t0 ) can be obtained from the solution of (3-138) as follows, cf. 
(3-135) 

J Fr1 (t- to I z)f{z}(z)dz 

Fr1 (t I £to)= 
5 

J !{z}(z)dz 
s 

(3- 139) 

Fr
1 

( r I z ), r = t -to, as determined from (3-138) specifies the first-passage probability 
distribution function, in case of deterministic start in the state Z( to) = z E S at the 
time to. From (3-138) it follows that the Nth order moment of the first-passage time, 
mN(z) = E[Tf I Z(to) = z E S],N = 1,2, ... , can be obtained from the following 
recursive system of boundary value problems 

NmN-l(z) + 1e; (mN(z)) = 0 , Vz E S , N = 1, 2, ... } 

mN(z) = 0 , Vz E 8S(l) U 8S(2 ) 
(3- 140) 

where mo(z) = 1. The case N = 1 represents the classical Andronov-Pontriagin­
Vitt equation. The general equation (3-140) is known as the generalized Andronov­
Pontriagin-Vitt equation, Andronov, Pontriagin and Vitt (1933), Bolotin (1967). 

The solution of (3-138) is given by the uniformly convergent series 

00 

Fr
1
(r I z) = 1- L dne-~nr~(n)(z) (3 -141) 

n=l 

J 'lJ (n)( z)dz 

d - -=--=s:c--:--:--:---:-....,..-:--:---
n - J 'lJ(n)(z)~(n)(z)dz (3- 142) 

s 

where 'lJ(n)(z) and ~(n)(z) are the eigenfunctions of the forward and backward operators 
with the appropriate absorbing boundary conditions, and An are the corresponding 
eigenvalues, which are all assumed to be simple. The indicated quantities are determined 
from the eigenvalue problems 

An 'll(n)(z) + ICz ('l!(n)(z)) = 0, Vz E S, n = 1, 2, ... } 

'l!(n)(z) = 0 , Vz E as<o) U 8S(2) 

An~(n)(z) + ~e;(~(n)(z)) = 0, Vz E S, n = 1, 2, ... } 

~(n)(z) = 0 , Vz E 8S(I) U oS<2) 

(3 - 143) 

(3- 144) 
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The solutions (An, ~(n)) and (An, 1iJ(n)) may be complex. If so, the said solutions appear 
as pairwise mutually complex conjugated. Above, the eigenspectrum has been assumed 
to be discrete. In the case of a continuous spectrum, (3-141) is replaced by 

00 

Fr
1 

( r I z) = 1 - j d(A)e-~r~(z, A)dA (3 - 145) 

0 

From (3-139), (3-141) and (3-142) the following solution can be obtained for the proba­
bility density function and the probability distribution function of the first-passage time 
on condition of stationary start at to 

00 

Jrl(t I Cto) = L Cne-~n(t-to) 
n = 1 

00 

F (t I [ ) = 1-~ Cn e-~n(t-to) 
Tt to L...t An 

n=l 

J 1iJ(n)(z)dz J ~(n)(z)f{z}(z)dz 
s s 

Cn =An J 1iJ(n)(z)~(n)(z)dz --=J-f-{z-J(-z-)d_z_ 
s s 

(3- 146) 

(3- 147) 

(3- 148) 

The numerical solution of the initial and boundary value problems (3-128), (3-131), 
(3-133), (3-134), (3-138), (3-140), as well as the eigenvalue problems (3-143), (3-144) 
primarily involves a discretization of the forward and backward integro-differential 
Chapman-Kolmogorov operators. This problem will be dealt with in sections 3.4 and 
3.5. 

In case of a discrete eigenspectrum it follows from (3-146) that fr
1 

( t1£t
0

) ex c1 e-~~ (t- to), 

i.e. the first-passage time probability density function has an asymptotic exponential 
decay as t -t oo. The limiting decay rate, A1, forms the lowest eigenvalue of the for­
ward and backward integro-differential Chapman-Kolmogorov operators with absorb­
ing boundary condition. On the other hand, the existence of a limiting decay rate 
of fr

1 
(tiSt 0 ) is an indication of a discrete eigenspectrum as explained subsequent to 

(2-117). 

Example 3-2: Single- and double barrier first-passage time problems for 
!-dimensional Markov processes 

Cons ider the non-linear SDOF oscillator (3-43) exposed to a Gaussia.n white noise with the auto-spectral 
density So, and assume that the inertial forces mX are negligible compared to the other terms entering 
the equation. Further, it is assumed that u(X, X) = g(X)X + k(X )X. The stochastic equations of 
motion can then be written as the following Ito differential equation 

dZ(t) = c(Z(t))dt + d(Z(t))dW(t) , Z(O) = x 0 } 

Z(t) = X(t) ' c(Z(t)) =- k(Z (t)) Z(t)- 7rSo fzg(Z(t)) ' d(Z(t)) =- ..j21r5Q (3- 149) 
g(Z(t)) m 2 g3((t)) mg(Z(t)) 
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where {W(t) , t E (0, ex:>(} is a unit intensity Wiener- process, and xo is the initial value. Above, the 
Gaussian white noise has been interpreted as the limit of a sequence of broad-banded Gaussian pro­
cesses, for which the solution process fulfils a Stratonovich stochastic differential equation with drift­
and diffusion functions c(Z(t)) = -k(Z(t)Z(t) j g(Z(t)) and d(Z(t )) = -.)211-Bo/(mg(Z(t))) , Wong 
and Zakai (1965), Sobczyk (1991). The drift function for the equivalent Ito equation as indicated by 
(3-149) includes a correction term due to the state dependent diffusion function, Arnold (1974). 

The drift and diffusion functions become, cf. (3-88), (3-89) 

C(z) = c(z) (3 - 150) 

In the case of a. double barrier first-passage time problem, (3-138) can be written 

8 8 D(z) 8
2 

} 

8
r Fr1 (r I z)- C(z) 

8
z Fr1 (r I z)- -

2
-

8
z

2 
Fr1 (r I z) = 0, Vr E]O, ex:>[, Vz E)a, b[ 

Fr
1 
(0 I z) = 0 , Vz E)a, b[ (3- 151) 

Fr1 (rlz)=1 , VrE)O,cx:>[, z=aVz=b 

and (3-143) , (3-144) become 

dz 2 dz (3 - 152) 
AnW(n)(z)-~ (c(z)w(n)(z)) +~ d

2

2 
(D(z)w(n)(z)) = 0, z E)a,b[, n = 1,2, ... } 

w<nl(a) = w<n)(b) = 0 

d D(z) d
2 

} An4>(n) (z) + C(z)-4>(n)(z) + -- --
2 

4>(n)(z) = 0 , z E)a , b(, n = 1, 2, ... 
dz 2 dz 

4J(nl(a) = 4J(n)(b) = 0 
(3 - 153) 

The eigenvalues An obtained from (3-152) and (3-153) will be well separated, i .e. the eigenspectrum is 
discrete. From the solution of (3-152), (3-153) the first-passage t ime probability distribution function 
on condition of d eterministic start in xo E]a, b[ becomes, cf. (3-141), (3-142) 

00 

Fr
1 
(t- to I xo) = 1- L dn4>(n) (xo)e- ~n(t-to) (3 - 154) 

n=l 
b 

J w(n)(z)dz 
dn = ""7b_.:;..a _____ _ 

(3 - 155) 

J w(n)(z)4>(n)(z)dz 

The single barrier problem is obtained a.s a ~ -ex:>. In this case it is observed that the separation of 
eigenvalues Ll-An = An+l - An approaches zero, i.e. a continuous eigenspectrum is obtained . Corre­
spondingly, the discrete eigenvalue expansion (Fourier series expansion) is replaced by the continuous 
eigenval ue integral transform ( Fourier transform) ( 3-145). 

As an example, consider a linear SDOF oscillator, where also the linear elastic restoring forces are 
negligible m2(woiXI >> m/XI, m2(wo/X/ >> mw61X/ . In this case g(Z) = 2(w0 , c(Z) = 0, so 
(3-149) reduces to 

1 
dZ(t) = -- dW(t) , Z(O) = xo 

m2(wo (3 - 156) 
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This case is the classical Brownian motion equation, studied by Einstein (1905). The drift and diffusion 
constants become, cf. (3-150) . 

211-Bo 
C- 0 D - (3 - 157) 

- ' - (m2(wo)2 

The eigenvalues, eigenfunctions and expansion coefficients become, cf. (3-152) , (3-153), (3-155) 

b 

J <P(n)(z)dz 

dn= 
4 =~(1-(-lt) 

b n1r 

j(<P(n)(z)) 2dz 

With initial start at z = xo the solution (3-154) becomes 

FT, (t- to I zo) ~ 1-t :. (1- (-1)") •in ( ff- (•- zo)) ,->.(<->ol 

The difference between the eigenvalues becomes 

2n + 1 1r
2 D 

Ll.>.n = >.n+l - >.n = (b - a)2 2 

(3- 158) 

(3- 159) 

(3- 160) 

For the single barrier problem, obtained as a --+ -oo, Ll.>.n approaches zero and the continuous eigen­
spectrum is obtained. Hence, the solution becomes, cf. (3-145) 

FT, (t- to I zo) ~ 1 -7 d(A) •in ( ,[ii(b- zo)) ,->(>->old> 

0 

Applying the initial value FT1 (Oixo) = 0 one has 

(3 - 161) 

(3 - 162) 

Multiplying by sin ( fl(b - xo)) and integrating over [0, oo[, d(>.) is finally obtained as the following 

inverse sine Fourier transform 

d(>.) = 2. 2. 
1T >. 

(3- 163) 

The solutions (3-161), (3-163) can next be shown to have the following closed form representation 

FT1 ( t - to I xo) = 2 - 2<I> 
( 

b- xo ) 
JD(t- to) 

(3 - 164) 

The validity of (3-164) can alternatively be proved directly upon insertion into (3-151). 
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3.3 Moment equation methods 

A jump of magnitude Pa in the ath component Va(t) of the generating source process 
{V(t), t E [0, oo[} at the timet results in a jump of magnitude dZ(t) = ea(Z(t), t)Pa of 
the state vector Z(t). Consider next an arbitrary sufficiently smooth function f(Z(t), t) 
of the state vector Z(t) and of the timet. A jump of magnitude dZ(t) = ea(Z(t), t)pa of 
the state vector implies a jump of magnitude df(Z(t), t) = f(Z(t) + ea(Z(t), t)pa, t) -
f(Z(t), t) of the function f. The jumps to all contiguous intervals from all n 4 compo­
nents can then be written as the following sum, Nielsen and Iwankiewicz (1996) 

df(Z(t), t) = f J (.t(Z(t)+ea(Z(t), t)pa, t)- f(Z(t), t)) Ma(dt, t, dpa,Pa)(3-165) 
a=I 'Pa 

Making use of the fact that any increment during the infinitesimal time interval is the 
sum of the increments due to a continuous motion and due to a possible jump, one can 
then write 

df(Z(t), t) = f(Z(t + dt), t + dt) - f(Z(t), t) = 

Bf(~t), t) dt + t Bf(~;;), t) (ci(Z(t), t)dt + f dia(Z(t), t)dWa(t)) + 
a=l a=I 

1 n n ( ns ) 82J(Z(t),t) 
"2 ~ ~ ~ d1a (Z(t), t)dia (Z(t), t) az,azi dt + 

f: J (f(Z(t) + ea(Z(t), t)pa, t)- f(Z(t), t) )Ma(dt, t, dpa,Pa) 
a= I 'Pa 

(3- 166) 

where (3-87), (3-116) have been used for the Wiener process driven part of the increment 
dZ(t). Equation (3-166) is the generalized It6 differential rule for the diffusion and jump 
excited systems. 

Taking the expectation of both sides of (3-166) and using (3-26) the generating equation 
for moments the following is obtained 

~ E [f(Z(t), t)] = E [! f(Z(t), t)] + E [x:;:t [!(Z(t), t) J] (3- 167) 

where K!'t[·] is the backward integro-differential Chapman-Kolmogorov operator, 
(3-97). Equation (3-167) can alternatively be derived as follows 
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~ E [!(Z(t), t) J = E [~ f(Z(t), t)] = 1 ~ (!(z, t)q{z} (z, t I y, to) )dz = 
s, 

E [!J(Z(t), t) J + 1 f(z , t)Kz,t(q{z}(z , t I y, to)]dz = 

s, 

E[!f(Z(t),t)] + 1 K~t[f(z,t)]q{z}(z , t I y,to)dz = 
s, 

E [!f(Z(t), t)] + E [x:~t [f(Z(t), t))] (3- 168) 

where the commutation of Kz,t[·J and K~t[·J as specified by (3-110) has been used. 
Hence, it has been implicitly assumed at the derivation of both (3-167) and (3-168) 
that either the entire boundary 8St is non-accessible, i.e. 8St = as?), or the jump 
condition (3-102) and the boundary condition (3-104) are fulfilled at the accessible 
boundary as; a). 

The zero time-lag joint statistical moments of the order k are defined as 

(3- 169) 

The corresponding zero time-lag joint central statistical moments of the order N are 
defined as 

(3- 170) 

where 

(3-171) 

Differential equations for these quantities are obtained choosing f(Z(t), t) = Zi1 (t) ... 
Zi"(t) and f(Z(t),t) = (Zi 1(t)- J.l.i1 (t)) · · · (ZiN(t)- f..l.i~e(t)), respectively in (3-167). 
Hence 

~f..l.i \ ... ik(t)=E[x:~t[zi1 (t) .. ·Zi~e(t)J] , k= 1, ... ,N (3- 172) 

~).i1 .. . ik(t) = E [! ((zil(t) - f..l.i1(t)) . .. (ZiN(t)- f..l.i~e(t)))] + 

E[x:~t[(zi\(t) - J.l.i1(t)) .. · (ZiN (t)- J.l. ik(t)) J] k = 2, ... ,N (3- 173) 
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These moment equations do not exist for a .-stable Levy motion driven processes. For 
compound Poisson process driven processes they only exist if the moment E[PN] of the 
order N of the mark variable exists. 

Upon truncating of the hierarchy of moment equation at the order N , and taking all 
the symmetries into consideration, (3-172) contains totally n + ~n(n + 1) + ... + ~,n 
(n + 1) · · · (n + N - 1) = 2::=1 ( ~ = ~ + j) differential equations. Consequently, 

these become increasingly difficult to handle as n or N become large. By numerical 
solution of the moment equations the tensor notation should be maintained through an 
indirect addressing of the various tensor components into a 1 dimensional array. Manual 
handling of these equations is only possible for low values of n and N. 

3.3.1 Closure schemes for hierarchy of moment equations 

A closure scheme simply means a procedure for evaluating the expectations on the right­
hand sides of (3-172), (3-173) by means of a tentative joint probability density function 

f{z}(z,t) of the state vector Z(t) = [Zt(t) , ·· · ,Zn(t)]T, containing a number of free 
parameters, which are calibrated in a way that the joint pdf displays all the provided 
moments fl.i 1 ··· in (t) or Ai1 . .. ;Jt) as determined by the hierarchy of moment equations 
(3-172) or (3-173). Consequently, the number of free parameters must be equal to the 
number of moment equations. 

The joint nth variate characteristic and log-characteristic functions of the process Z( t) 
admit the following Taylor-expansions 

oo ·k n 

M{z}(O,t) = 1 + L ~! L fl.i 1 i2···ik(t)OiJ1;2 · · ·Bik 
k= l i), ... ,ik=l 

(3 -174) 

oo ·k n 

lnM{z}(O,t) = L ~! L "-i1 i 2 . • . ;k(t)B;1 8;2 • · · B;k 
k= l il , ... ,ik=l 

(3 - 175) 

where K-; 1 ; 2 : •. ;N (t) signifies the joint cumulants of the order N. Comparing (3-174) with 
( 3-175) the following relations between joint moments and joint curnulants are obtained 

oo ·k n 

1 + L ~! L fl.ili2"""tk(t)O;l8i2 ... (},k = 
k=l '1 , ... ,ik 

(3- 176) 

(3 - 177) 



124 

Upon expanding the exponential in (3-176) and comparing terms of the common fac­
tor eil ei2 ° 

0 0 (}it the joint moments J..Lil i2 ···it ( t) may be expressed in terms of the joint 
cumulants K:i 1 i 2 ···i~: (t). Similarly, upon expanding the logarithm in (3-177) as a Taylor 
series the inverse relation expressing the joint cumulants in terms of the joint moments 
is obtained. These take the form 

K:i(t) = J.li(t) 

1\:ij(t) = ).ij(t) 

1\:ijk(t) = ).ijk(t) 

1\:ijkl(t) = ).ijkl(t)- 3 {>.ij(t)>.kl(t)}., 

K:ijklm(i) = ).ijklm(t)- 10 {>.ij(t)>.klm(t)}., 

1\:ijk/mn(t) = ).ijklmn(t)- 15 {>.ij(t )>.klmn(t)} 
8

- 10 {>.ijk(t)).lmn(t)} 
8 

+ 30 {>.ij(t)>.kt(t)>.mn(i)} 
8 

where {-} s indicates the symmetry operator defined by (2-69). 

(3- 178) 

The so-called quasi-moments /3id2 ···iN ( t) are introduced by the relation, Stratonovich 
(1963) 

Expanding the exponential of (3-179) as a Taylor series one can express the quasi­
moments in terms of cumulants, i.e. 

/3ijk(t) = 1\:ijk(t) 

/3ijkl(t) = 1\:ijkl(t) 

/3ijklm(i) = 1\:ijkim(i) 

/3ijk/mn(t) = 1\:ijklmn(t) + 10 { 1\:ijk(t)K:imn(t)} _, 

/3ijklmnp(i) = 1\:ijklmnp(t) + 35 {K:ijk(t)K:tmnp(t)} 
8 

/3ijklmnpq(t) = K:jjk/mnpq(i) + 35 {K:ijkl(t)K:mnpq(t)} _,+56 { 1\:ijk(t)K:imnpq(i)} 
8 

(3-180) 

The inverse relationships are obtained by taking the logarithm on both sides of (3-179) 
and expanding the logarithm on the right-hand side as a Taylor series. 

The multivariate probability density function can be evaluated as an inverse Fourier 
transform of a characteristic function . Using (3-175), (3-179) one has, Stratonovich 
(1963) 
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oo oo n 

f{z}(z , t) = J · · · J exp (- ('2:, (Jt z,)M{z}(O, t)dOidfJ2 · ·· dOn= 
- oo -oo 1=1 

(3- 181) 

where Hit i 2 ••• i. (z) =Hit i2 ••• i. (z; J.t , K) are the multivariate Hermite polynomials defined 
from 

(3- 182) 

and <pn(z) = <pn(z; J.t, K) is the multivariate Gaussian joint probability density function 
with mean values /-l i = Ki and covariances Kij = A i j . 

The expansion of (3-181) in terms of multivariate Hermite polynomials will be referred 
to as a Gram-Charlier type A expansion. 

f3iti 2 .. . i.(t) may alternatively be determined from the expectation 

[ ( 
zo zo zo )] ... -1 ... _1_2 ,,, _n_ {3, 112 .. . ,.(t)- k.E G,112 ... ,t , , , 

0" Z 1 0" Z2 u Zn 
(3- 183) 

where Zf ( t) is defined by ( 3-171) and u z, ( t) is the standard deviation function of the 
ith component process. Giti2 .. . i.(z) = Gi1 i2 .. . i.(z; tt,K) = H;1 i2 ... i.(z;tt, K-1 ) is the 
multivariate adjoint Hermite polynomial, determined from 

(3- 184) 

where cpn(z; J.t , K -
1

) is the multivariate Gaussian joint probability density function eval­
uated for the inverse covariance matrix K -

1
. It is easily demonstrated that the following 

orthonormality condition prevails 

00 00 J .. . J Gi1 .. ·ir (Zj J.t ,K)Hit .. ·j , (Z j J.t,K)<pn(ZjJ.t , K)dz = 
-oo - oo 
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r=s 
(3- 185) 

where bij signifies the Kronecker delta. (3-183) follows immediately using (3-185) in 
(3-181). Upon expanding the adjoint multivariate polynomial (3-183) provides a relation 
between the quasi-moment and the centralized moments Ai1 i 2 .. ·iN (t ). 

Alternatively, the tentative joint pdf can be written in terms of the following expansion 
in terms of products of univariate Hermite polynomials 

Hi ( x) is the univariate Hermite polynomials of the ith order defined by 

Pi ,cr = 1 (. _ 2 )I a. t a . 

(3- 186) 

(3- 187) 

(3- 188) 

where[·] signifies the integer part of the argument. The 1st statement of (3-189) follows 
from the orthogonality property of the Hermite polynomials 

00 

j Hi(x )Hj(X )cp(x )dx = { ~! i=/=j 

t=J 
(3- 190) 

-oo 

/i1 i 2 ... iN (t) are termed the Hermite moments . Since, Ho(x) = 1, H1 (x) = x and H2 (x) = 
x2 -1 one sees that /oo ... o = 1, /Io ... o = /oi .. ·O = /oo ... I = 0, /2o ... o = /o2 .. ·0 = /oo .. -2 = 0. 
The last statement of (3-189) provides an explicit relation between the remaining non­
linear Hermite moments and the joint centralized moments Ai1i 2 ... iN(t). 
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(3-174), (3-175), (3-181) and (3-186) represent various expansions of the joint charac­
teristic function and the joint probability density function. The free parameters of these 
expansions are the joint moments Jli1···iN (t), the joint cumulants "'i1 · · ·iN (t), the joint 
quasi-moments including the mean values Jli(t) and the covariances "'ij(t ), and the Her­
mite moments li1 .. ·iN ( t), respectively. Closure schemes are obtained upon truncating 
any of these expansions at the order k = N and calibrate the free parameters by the re­
lations derived above to the provided joint moment Jli1 ···i" (t) or Aj 1 ... jk (t), k = 1, ... , N, 
obtained from the solution of (3-172) or (3-173). 

In case the hierarchy of moment equation (3-172), (3-173) are truncated at the order 
N, moment neglect closure simply means that all joint moments above the order N are 
ignored in (3-174). Hence, the following characteristic function of the tentative joint 
pdf is obtained. 

N ·k n 

M{z}(8,t) = 1 + L ~! L J1i1 i2 ···ik(t)8i1 8i2 •• · 8ik 
k=I i1, ... ,ik=l 

(3- 191) 

In case of polynomial drift vectors unprovided moments of the order J1i 1 . .. jN +1 ( t ), 
lli 1 ···iN+2 (t) · · ·, occur on the right-hand side of (3-172) in case the hierarchy of mo­
ment equations is truncated at the order N. Moment neglect closure involves that these 
moments are simply ignored. Normally, such an approach leads to poor results and bad 
numerical stability of the differential system. 

Cumulant neglect closure means that all joint cumulants above the order N are ignored 
in (3-175). Hence, the following log-characteristic function of the tentative joint pdf is 
obtained 

N ·k n 

lnM{z} (8, t) = L ~! L "'i 1 i 2 ···ik (t)8i1 8i2 • • • 8i" 
k=I i1 , ... ,ik=I 

(3- 192) 

As mentioned subsequent to (2-160), the theorem by Marcienkiewicz (1939) raises se­
rious theoretical objection against the truncation (3-192) for N > 2. This means that 
the moments evaluated by means of the joint pdf originating from (3-192) cannot be 
exact for any stochastic process. 

In case of closure of the hierarchy of moment equations at the order N for systems 
with polynomial drift vectors, explicit expressions for the unprovided joint central mo­
ments li 1 ... iN+ 1 (t), Ai1 ···iN+1 (t), ... can be derived from the conditions K,j 1 ... iN+1(t) = 
0, K,j 1 ... iN+l (t) = 0, ... From (3-178) the following expressions are obtained for N = 4 

Aijklm(t) = 10 {>.ij(t)Aklm(t)} 
8 

Aijklmn(t) = 15 {>.ij(t)Aklmn(t)} 
8 
+ 10 {>.ijk(t)Almn(t)} 

8
-30 {>.ij(l)Akt(t)Amn(t)} 

8 

(3- 193) 
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The lowest-order cumulant neglect closure, . obtained by neglecting the cumulants of 
orders higher than two, is the so-called Gaussian closure. Then the hierarchy of moment 
equations is truncated at second-order moments. 

Quasi-moment neglect closure means that all joint quasi-moments above the order N 
are ignored in (3-181). In this case the following tentative joint pdf is obtained 

(3- 194) 

In case of polynomial drift vectors, explicit expressions for the unprovided joint central 
moments Ai1 ···iN+l (t), Aj1 ... iN+ 2 (t), · · · can be derived from the conditions f3i 1 ... iN+l (t) = 
0, /3i1 ... iN+ 2 (t) = 0, ... for the corresponding quasi-moments. For N = 4 it follows from 
(3-178), (3-180) the joint central moments of the order 5, 6, ... that 

0 = K.ijklm(t) = Aijklm(t)- 10{ Aij(t)Aktm(t)} 
8 

0 = K.ijklmn(t) + 10{ K.ijk(t)K.imn L = 
Aijklmn(t) -15{ Aij(t)Aklmn(t)} a+ 30{ Aij(i)Akt(t)Amn(t)} 

8 

Aijklm(t) = 10{ Aij(t)Aktm(t)} a 

Aijklmn(t) = 15{ Aij(t)Aklmn(t)} 
8

- 30{ Aij(t)Akl(t)Amn(t)} 
8 (3- 195) 

As seen the expressions for Aijklmn(t) in (3-193) and (3-195) differ by the term involving 
3rd order moments. 

Hermite moment neglect closure means that all joint Hermite moments above the order 
N are ignored in (3-186). Hence, the following tentative joint pdf is obtained 

(3- 196) 

In case of polynomial drift vectors, explicit expressions for the unprovided joint central 
moments Ai1 ... iN+l (t), Ai1 ... iN+t (t), . . . can be derived by means of (3-189) from the 
conditions /i1 i 2 ... in (t) = 0, i1 + i2 +···+in= N + 1, N + 2, ... 

The indicated closure schemes (save the moment neglect closure) all work well if the 
joint pdf is almost Gaussian, i.e. of the monomodal and smooth type. Then the joint 
cumulants above the 2nd order are relatively small, so the expansion (3-175) is supposed 
to converge rapidly with k. Simularly, the Gram-Charlier type A expansions (3-181) 

------------------------------------~· 
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and (3-186) can be seen as expansions around basic Gaussian distributions. Hence, the 
joint quasi-moments and joint Hermite moments are relatively small in case of almost 
Gaussian distributions, and rapid convergence of these series is expected as assumed in 
the closure schemes. However, joint pdfs of the multimode type or the mixed continuous 
discrete type do arise in numerous cases in stochastic dynamics . Well-known examples 
are the so-called two-well potential problem, arising in globally stable postbuckling 
vibrations of systems with cubic non-linearities, SDOF hysteretic oscillators and Poisson 
driven systems with low pulse arrival rate. If the indicated closure schemes are applied in 
such cases with significant deviation from Gaussianity, the resulting moment equations 
may turn out to give inaccurate results even at relatively high order of closure N (say 
N 2: 6) or may even become unstable, so no solution at all can be obtained. Rather 
than merely increase the order N in these cases it may be more favourable to modify the 
tentative joint pdf (i.e. the closure scheme) in a way that it has the degree-of-freedom 
of modelling such anomalies. Such modified closure schemes will briefly be presented 
below. 

2 

U(x)~ mw0 

6 

4 

2 

0 
..L 
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fx(x) ·xo 
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0.3 
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Fig. 3-11: Two-well problem, xo = j'f. a) Potential function. b) Stationary marginal 
2(wgm2 2 ·_ probability density function of displacement, white noise excitation, 71'So • x 0 - 1. 

The classical two-well problem deals with the Duffing oscillator in case of post-buckling 
vibrations with hardening non-linearities. The functions u(X(t), X (t)) in (3-43) can 
then be written, cf. (3-44), 

u(X(t), X (t)) = 2(woX(t)- w5 (1- t:X2(t))X(t) , w5 > 0 , c > 0 (3- 197) 

The non-dimensional potential energy function U(x)4, where Xo = fi. is the equi-
wo V e-

librium distance, has been shown in fig. 3-11 along with the stationary marginal pdf 
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of X(t) in case of Gaussian white noise excitation. In this case the following tentative 
joint pdf of X(t) and X(t) is appropriate. 

fxx(x, x, t) = ~ (!vx(x + xo, x, t) + fvx( -x + xo, -x, t)) (3- 198) 

fvx(v, x, t) is a temporarily unknown joint pdf of X(t) and the auxiliary variable V(t), 
which is assumed to be monomodal with the mode value at ( v, x) = (0, 0). Then, the 
mode values of (3-198) will be close to x = ±xo, if fvx(±2xo, x, t) ~ 0. As seen the set­
ting (3-198) ensures that the stationary joint pdffulfils fxx(x,x,t) = fxx(-x,-i,t), 
which is caused by the anti-symmetry of the drift vector c(Z(t)) = -c( -Z(t)) in com­
bination with zero initial conditions, cf. (3-46), (3-197). Joint moments of X(t) and 
X(t) are related to joint moments of V(t) and X(t) as follows 

E[Xm(t)Xn(t)] = ~(1 + ( -1)m+n)E[(V(t)- x0 )m .Xn(t)] = 

~(1 + ( -l)m+n) f (rr:) ( -xo)m-j E[Vi(t)Xn(t)] 
2 j;O J 

(3 -199) 

The joint moments [Vi(t)Xn(t)], j + n ::; N, can all be expressed in terms of the 
provided joint moments E[Xm(t)Xn(t)], m+n::; N, upon solving the linear equations 

(3-199). For m + n = N + 1, N + 2, ... joint moments E [Vi(t), xn(t)], j + n = 
N + 1, N + 2, · · · appear on the right-hand side. However, since f v x ( v, x, t) is assumed 
to be almost Gaussian these moments can be expressed in terms of lower order joint 
moments E[Vi(t)Xn(t)], j + n :::; N by means of a cumulant neglect closure scheme 
and hence by the provided joint moments E [Xm(t)Xn(t)], m+ n ::; N. A modified 
cumulant neglect closure scheme has then been formulated for the evaluation of the 
unprovided joint moments E[Xm(t)Xn(t)], m+ n = N + 1, N + 2, ... 

For N = 2, 4 the following equations can be derived for the stationary variance a1- 0 in 
case of ordinary cumulant neglect closure, Koyliioglu and Nielsen (1996) ' 

(3 - 200) 

These equations represent quadratic and cubic equations in a.} 0 , respectively. The 
1st equation provides the identical solution as obtained by the Gaussian closure. The 
corresponding results for modified cumulant closure at the order N = 2 and 4, obtained 
by the procedure explained above, read 
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(3- 201) 

=0 

For N = 2 the result (3-201) is tantamount to assuming V(t) "' N(O, u~ ), u~ 
u~ 0 - x~ . As shown in example 3-7 below, even the case N = 2 improves the results 
sig~ificantly compared to the exact result . 
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Fig. 3-12: Stationary probability density function of hysteretic component in Bouc­
Wen hysteresis and equivalent replacement at closure at the order N = 4, w0 = 1, ( = 
0.01, a = 0.05, {3 = "( = 0.5, n = 1.0, u~ 0 = 2/~o 2 = 1, ergodic sampling after , w

0
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Fig. 3-12 shows with unbroken line the marginal pdf /Q(q) of the hysteretic component 
Q(t) for the Bouc-Wen oscillator (3-49), (3-51) for variable values of the yield level qy, 
exposed to stationary Gaussian white noise at an intensity producing the stationary 
variance o-k 0 = 2( 1r~o 2 = 1 of the corresponding linear oscillator. The results have 

' w0 m 

been obtained by ergodic sampling with the sampling interval 300000To, T0 = 2
11'. As 

wo 
seen, the marginal pdf has a marked double peak appearance, noticeable even at the 
relatively high yield level of qy = 2o-x,o. Consequently, a modification of the closure 
scheme along the same line as specified for the two-well potential problem should be 
applied. However, a substantial difference between the two problems appears, since the 
modal value q0 of /Q( q) is not known in advance, but has to estimated from the available 
moment equations. 

The following tentative joint pdf of the state variables X(t), X(t) and Q(t) will be 
applied 

fxxQ(x, x, q, t) = ~ (!xxv(x, x , q, t) + fxxv( -x, -x, -q, t)) (3- 202) 

where the marginal pdf fv( v) of the auxiliary variable V( t) is assumed to have its modal 
value in the vicinity of v = qo. Further, fv ( v) is assumed to be effectively equal to zero 
outside the interval [-qy, qyJ· (3-202) insures the symmetry property fxxQ(x, x, q, t) = 
fxxQ(-x,-x,-q,t), as caused by the anti-symmetric drift-vector in (3-49) with zero 
initial conditions. Similar to (3-199) the following expectations of combined stochastic 
variables, h (X(t), X(t), Q(t)) and X 1(t)Xm(t)Qn(t) can be formulated 

E [ h(X(t), X (t), Q(t))] = ~ ( h(X(t), X(t), V(t)) +h( -X(t), - X(t),- V(t))) (3-203) 

E[X1(t)Xm(t)Qn(t)] = ~ ( 1 + ( -1) 1
+m+n)E[X1(t)Xm(t)Vn(t)] (3- 204) 

The auxiliary joint distribution fxxv(x, x, v, t) is assumed to be monomodal, for which 
reason the following Gram-Charlier type A expansion may be stated, cf. (3-196) 

. ) <p(6)<f>(6) f ( ) ~ 
fxxv(x,x,v,t = () () vv LJ ox t ux· t . . . 

11 +a2+13=0 

(3- 206) 

i 

Vi(v) = L Vi,aVa (3- 207) 
a=O 

As seen from (3-187) and (3-206), (3-205) has the prerequisite that E[X(t)J = E[X(t)J = 
0. Hi ( 0 are the Hermi te polynomials as given by ( 3-188) and Vi ( v) signifies the or­
thonormal polynomials of the distribution fv( v ), fulfilling 

> 
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00 

J Vi1(v)Vi2 (v)Jv(v)dv = bi1i
2 (3- 208) 

-oo 

Insertion of(3-207) into (3-208) provides the following equations for the determination 
of the coefficients of the polynomials (3-207) 

(3- 209) 

(3-209) can be solved sequentially for Vi,a in ascending order of i. Using the orthog­
onality properties (3-190) and (3-208) the expansion coefficients /i

1
i

2
i

3
(t) in the series 

(3-205) can finally be determined from, cf. (3-189) 

The first of the expansion coefficients /i
1

i
2
i
3
(t) read 

/ooo = 1 

/100 = 0 

/200 = 0 

'V - _l!:ll_ 
t110 - O'XO'J( 

/010 = 0 

/020 = 0 

- .!!w. /101 - O'X 

/001 = 0 

/002 = 0 

- .!!w. /011 - 0'. 
X 

(3- 211) 

The expectations E [ci (Z(t)) Zi(t)] appear in the covariance part of the moment equa­

tions (3-237) and (3-239) below. Only the non-linear 3rd component with the drift 
vector component c3(Z(t)) = -c3(- Z(t)) as given by (3-51) need to be calculated by 
means of (3-205). Using (3-203) the following results may be derived 
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(3- 212) 

where Vi(t) signifies the components of the auxiliary vector VT(t) = [X(t), X(t), V(t)], 
and 

00 

fi(m,n) = j ~mi~inHi(0c.p(0d~ (3- 213) 
-oo 

g;(m,n) = ] vmlvi"V.(v)fv(v)dv (3- 214) 
-oo 

(3-213) and (3-214) are defined for integer values of m and arbitrary real values of n. 
However, analytical evaluation of the quadratures in terms of c.p( ·) and ~( .) is only 
possible for integer values of n. (3-212) will do at closure at the order N = 2. In case 

of closure at the order N > 2, expectations of the type E[c3(Z(t))Zi1 (t) · · · ZiN _
1
(t)] 

must be evaluated. These can be represented by sums of products of one-dimensional 
quadratures similar to (3-212). 

The number of free parameters of the marginal pdf fv( v) reflects the order of closure. 
At closure at the order N = 2, fv (v) may have 1 free parameter , which is calibrated 
from the following condition following from ( 3-204) 

(3 - 215) 

Similarly, at closure at the order N = 4, fv ( v) may have 2 free parameters, which are 
calibrated from the conditions E[V2(t)] = E[Q2 (t)] = J.L33 (t ) and E[V4(t)] = E[Q4 (t)] = 
J.L3333 ( t), etc. 

Hence, at closure at the order N = 2 the following reversed orientated Rayleigh distri­
bution may be applied 

Jv (v) = { 

0 

qv-v ex ( _ l(..i!c..!!_) 2 ) 

( ) 
2 P 2 q11 -qo 

qv-qo 

V E [qy , oo[ 

v E]- oo, qy [ (3- 216) 

t ::::: l 

' i ::::: 3 
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(3-216) has its modal value at v = qo . qo is the only free parameter of the distribution, 
which can be determined as follows 

(3- 217) 

Obviously, (3-217) requires J.L33(t) 2 q; (1 - f). This will be fulfilled for severe non­
linear cases, where qy is significantly smaller then the stationary standard deviation 
of the corresponding linear oscillator ax,o as given by (2-103), i.e. for the cases for 
which the present modified closure approximation has been devised. In figs. 3-12a 
and 3-12b the dashed line signifies the approximation for !Q(q) = t(fv(q) + fv( -q)), 
calibrated using the simulated value of J,L33 in (3-217), as well as the normal distribution 
JQ(q) = r}-<p(rf-), O"Q = .Jfi33, assumed by the Gaussian closure scheme. Obviously, 
the modifi~d clo~ure approximation at the order N = 2 is a more realistic approximation 
to the simulation result than the Gaussian approximation. Figs. 3-12c and 3-12d 
show various cases, where J.L33 ( t) < q; (1 - f) , and the present modification is then 
no longer useable. However, in these cases the Gaussian approximation resembles the 
simulation results far better. Gaussian closure, and ordinary cumulant neglect closure 
approximations in general, may then be used in these cases. 

The few lower moments and expansion coefficient Vi,a of the distribution (3-216) read 

E[V] = (qy- qo)(ay- Jf) 

E[V2
] = (qy- qo)2 (a;- 2J"fay + 2) 

E[V3
] = (qy- qo) 3 (a~- 3Vfa; + 6ay- 3Vf) (3- 218) 

E[V4
] = (qy- qo)4 (a!- 4J"fa~ + 12a;- 3Jfay + 8) 

vo ,o = 1 

v1 o = - (a - !!f) (2 
I y V2 V4=; 

V __ 1_ (2 
1,1- q,-qoV4=; 

- ( 2-~ + 37r-8) ~ v2,o - ay 4-1r ay 4-1r V "i6"=51r (3- 219) 

v - - _1_ (2a - .:Lii..) V 4-1r 2,1 - q
11
-q0 Y 4-7r 16-57r 

1 ~-1r V - --2,2- (q,-q0)2 16-57r 

where 

(3- 220) 

.... _________________________________________ _ 
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In case of ideal elastic-ideal plastic systems the plastic branches of the constitutive 
equations may be attained with finite probability. Hence, the joint pdf of the state vec­
tor i{z}(z, t) will be of the mixed type with a continuous part representing the elastic 
branches, and discrete probabilities, formally indicated by delta spikes, representing the 
various plastic branches. Minai and Suzuki (1985) and Suzuki and Minai (1985) sug­
gested the following closure scheme to be used for the bilinear elasto-plastic oscillators 
as given by (3-49), (3-50) 

00 

fxxQ(x,x,q) = fxxv (x,x, q) + 6(q- qy) j fxxv(x ,x, u)du + 

-qv 

6(-q-qy) j fxxv (x,x,u)du, (x,x, q)ERxRx [-qy , qy] (3- 221) 
- oo 

(3 - 222) 

where tp(-) is the frequency function of a standardized normal variate and Hi (-) is 
the Hermite polynomium of the i th degree given by (3-188). 'Yiik signifies the Her­
mite moments as given by (3-189), evaluated with respect to the auxiliary joint p df 
fxxv(x,x , v). The relationship between the joint moments of (X(t),X(t),Q(t)) and 
(X(t), X (t), V(t)) reads 

4 

E [X 1(t)Xm(t )Qn(t)] = O'~(t)O';(t)O'y(t) L "fijkrt,irm,jSn,k(/3) 
i+j+k=O 

where (3 = qy / O'V and 

loo 1 {0 ' r1,i = x Hi(x )tp(x )dx = .
1 Z.PI,(l-i)/2 

l = 0 V ( l- i) odd 

i :::; l A (l - i) even 
-oo 

(3 00 - (3 

(3- 223) 

(3- 224) 

Sn,k(/3) = J xn Hk(x )tp(x )dx + (3n J Hk(x )<p(x )dx + ( - (3)n J Hk(x )cp(x )dx -
-(3 (3 - oo 

{ 
0 [f] 

rn,k + 2 a~O ( -1 )a Pk,a (f3ntk-2a(f3) - tn+k-2a(f3)) 

(n - k) odd 

(n- k) 
(3 - 225) 

even 
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00 

tk(f3) = J xk cp( x )dx 
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(3 - 226) 

where Pi,cr is given by (3-188). tk(f3) can be explicitly expressed in terms of cp(·) and 
4{). 

However, rather than using (3-223) ov is calculated from the transcendent equation 

(3 - 227) 

(3-227) implies the assumption /004 = 0 in (3-223). This restriction has been imposed 
in order to prevent significant negative side loops of the approximate joint pdf, and has 
the consequence that (3-221), (3-222) cannot be calibrated to the moment E [Q4(t)]. In 
principle this means that the marginal pdf f Q ( q, t) is represented by a closure scheme 
at the order N = 2. 

The closure scheme (3-221), (3-222) will be used in the examples (3-3), (3-4) and 
(3-5) below, which deal with the stochastic analysis of ideal elastic-ideal plastic systems, 
in combination with an equivalent cubic expansion technique derived by the author es­
pecially for such systems. 

A dynamic system driven by a compound Poisson process with low pulse arrival rate 
represents still another example, where modification of any ordinary closure scheme such 
as cumulant neglect closure, quasi-moment neglect closure, Hermite moment neglect 
closure, etc. may be necessary in order to achieve accuracy and numerical stability 
of the moment equation method. Assume, that the said system is defined with initial 
conditions Z(t) = zo at the time to. Then, the system performs a deterministic drift 
(eigenvibration) from the initial values, Z(t) = d(tlzo, to), until the first impulse arrives. 
The probability P0 ( t, to) of no impulse arrivals in the interval ]to, t] follows from (3-8) 

t 

P0(t, t0 ) = P(N(t) = o) = exp ( - j v(r)dr) (3- 228) 

to 

The probability Po(t, to) is large, if either the length t- to of the time interval is small 
or the mean arrival rate v(r) is small. It follows that with the probability P0 (t, t 0 ) 

the system will be placed at the position d(tlzo, to). The remaining probability mass 
1 - P0 (t, t 0 ) will be continuously distributed in the state space, due to one or more 
impulses in the interval ]to, t]. The joint probability density function of the state vector 
can then be written 

!{z}(z, t) = Po(t, to)f{z}(z, tjN(t) = 0) + (1- Po(t, to))f{z} (z, tjN(t) > 0) -
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Po(t , to)8(z- d(tizo , to))+ (1- Po(t, to))f{v} (z, t) (3 - 229) 

The auxiliary process {V(t), t E [to, oo[} signifies the state vector on condition of at least 
one pulse arrival. In contrast to f{z}(z, t) the joint probability density function of V(t) 
will be continuously distributed without any discrete contributions. Hence, any of the 
above-mentioned closure schemes may apply to this distribution. The joint moments 
and joint centralized moments of Z(t) and V(t) are designated J.li 1 i2 ... in (t), Ai

1 
i

2 
... in (t) 

and J.t?
1
i

2 
... iJt), >.?

1
i

2 
.. . iJt), respectively. From (3-229) it follows that 

n 

J.li 1 i 2 .. ·in (t) = Po(t , to) IT dii (tizo, to)+ (1- Po(t, to))J.t?
1

j 2 ... in (t) 
j=l 

(3- 230) 

where di( t jz0 , to) signifies a component of the deterministic drift vector. Especially, the 
mean values of Z(t) and V(t) are related as 

J.li(t) = Po(t, to)di(tizo, to)+ (1- Po(t , to))J.t?(t) (3- 231) 

The relationship between the centralized joint moments of Z(t) and V(t) then becomes 

(3- 232) 

where (3-231) has been used. Further, E[·]o signifies expectations with respect to 
f{v}(z, t), and the arguments of Po(t,to) and di(tizo,to) have been omitted for ease 
of notation. The inverse relation can be derived in a similar few steps 
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(3- 233) 

For systems with polynomial drift vectors the following modified cumulant neglect clo­
sure scheme may be used. In case of closure at the order N all centralized moments 
A?

1
i

2
·· ·ij (t), j > N with respect to the continuous joint pdf !{V} (z, t) are first expressed 

in terms of corresponding centralized moments of the order j ~ N by means of the cumu­
lant neglect closure approximations (3-193). Then, Ai 1 i 2 ···in ( t ), n > N may be expressed 
in terms of the centralized moments .\?

1 
i
2

···ij (t), j :::; N by means of (3-232). Finally, all 
joint moments A?1 i 2 ·· ·i/t), j:::; N within this expression can be expressed by Aid

2
···ij (t), 

j :::; N by means of (3-233), and the requested closure scheme is obtained. In case of 
closure at the order N = 4 the following explicit closure approximations for the 5th and 
6th order joint centralized moments may be derived for the case di(t I z0 , t0 ) = 0 

(3- 234) 
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P0 (1 + 20P0 - 40P~- 5P~) 

( )
5 J.liJ.ljJ.lkJ.llJ.lmJ.ln 

1-Po 
(3- 235) 

In case of stationary excitation, Po(t, to) --. 0 as t- to --. oo. Hence, the discrete part 
of the joint probability density function (3-229) vanishes, and the ordinary cumulant 
neglect closure approximations (3-193) are obtained from (3-234) and (3-235). 

The indicated modified cumulant neglect closure scheme for compound Poisson process 
driven systems was first suggested by Iwankiewicz and Nielsen (1992a,1992b ). The 
method was applied to the problems described in example 3-9, and turned out to improve 
the numerical stability significantly in case of small values of Po(t , to). The derivations 
(3-232), (3-233), (3-234), (3-335) are due to Nielsen and lwankiewicz (1995). 

The method of equivalent linearization was introduced by Booton (1954), Kazakov (1956) and Caughey 
(1963). FUrther development to MDOF systems is due to Atalik and Utku (1976), Kaul and Penzien 
(1974), lwan and Mason (1980), Wen (1980) and Ahmadi (1980). The technique, intended for slightly 
non-linear systems, was found to produce reasonable results even for large non-linearities in some cases. 
A review of applications was given by Spanos (1981) and by Roberts and Spanos (1990). Uniqueness 
and existence of the equivalent linear system were discussed by Spanos and lwan (1978). However, 
as demonstrated by Langley (1988a) and Fan and Ahmadi (1990) for a three-well potential problem, 
uniqueness is not guaranteed in multi-modal systems. FUrther, the accuracy of the system is very bad 
in such cases. 

Gaussian closure technique was suggested by lyengar and Dash (1978), Dash and lyengar (1982). As 
mentioned, and first pointed out by Wu and Lin (1984), Ahmadi and Orabi (1987) and Noori and 
Davoodi (1988), these technique is identical to the equivalent linearization technique with Gaussian 
evaluation of the equivalent linearization coefficient for the mean value and covariance equations. The 
evaluation of higher order moments by means of a joint Gaussian pdf, calibrated entirely from the 
second moment equations, is questionable and inconsistent. 

The rate of convergence of cumulant neglect closure schemes in almost Gaussian systems was studied by 
Wu and Lin (1984). The lack of accuracy and instability in systems which are essentially multi-modal 
was discovered by Sun and Hsu (1987), Fan and Ahmadi (1990) and Soong and Grigoriu (1993). The 
lack of convergence of the ordinary cumulant neglect closure scheme for the two-well potential problem 
was observed by Bergman et al. (1994) using closure schemes up to the order N = 8. In contrast, the 
indicated modified cumulant neglect closure scheme due to Koyliioglu and Nielsen (1996) converges at 
the usual rate of convergence of almost Gaussian systems as shown in examples 3-5 and 3-8 below. The 
general conclusion seems to be that applications of the cumulant neglect closure scheme to any highly 
non-Gaussian case require modification, guided by physical insight into the system dynamics. Hermite 
moment neglect closure schemes were first suggested by Crandall (1980 , 1985), and have been further 
developed by Minai and Suzuki (1985) and Suzuki and Mina.i (1985). 
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3.3.2 Wiener process driven systems 

Using the Kolmogorov backward operator (3-118) in (3-172) and (3-173) the following 
differential equations for the mean value and the joint central moments are obtained. 

d n3 

dt Aij(t) = 2 { E [ c~ (Z(t), t)ZJ(t) J} s + LE [aifr (Z(t), t)dja (Z(t), t) J 
fr=l 

! Aijk(t) = 3 { E [c?(Z(t), t)ZJ(t)Z2(t)]} s 

n3 

+ 3 L { E[dia(Z(i),t)dja(Z(t) ,t)Z2(t)]} 
11 

a= I 

! AijkL(t) = 4 { E [c?(Z(t), t) ZJ(t)Z2(t )Z? (t)] } s 

na 

+ 6 L { E [aifr (Z(t) , t) dja (Z(t), t)Z2(t)Z?(t) J} s 

a= I 

! Ai 1 ... iN (t) = N { E [c~1 (Z(t), t) Zf2(i) · · · ZfN(t)]} 
11 
+ 

N(N- 1) n
3 

2 L { E [ dila (Z(t), t) di2a (Z(t) , t) z?3 (t)". ZfN (t)] L 
a= I 

where the centralized drift vector has been introduced, defined as 

c0 (Z(t), t) = c(Z(t), t) - E [c(Z(t), t)] 

In the case of state-independent diffusion terms (3-237) reduces to 

d n3 

dt Aij(t) = 2 { E [ C~ (Z(t), t) ZJ(t)] L + L dia(t)dja(t) 
a=l 

! Aijk(t) = 3 { E [c~ (Z(t), t) ZJ(t)Z2(t)]} s 

! AijkL(t) = 4 { E [c?(Z(t), t)ZJ(t)Z2(t)Z?(t)]} s + 
na 

6 L { dia(i)dja(i)Akf(i)} 
11 

a= I 

!Ai1 ... iN (t) = N { [c~1 (Z(t),t)Zf2 (i)· · · ZfN(t)]} s + 

N(N- 1) n
3 

2 
L { di 1 a(t)di2 a(i)Ai3 ·"iN (t)} 

11 
a= I 

(3- 236) 

(3- 237) 

(3 - 238) 

(3 - 239) 

.................................................... ~, 
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Of special interest is the case of a system with, polynomial non-linearity, e.g. in terms of 
a cubic form of the state variables as for the van der Pol and Duffing oscillators. In this 
case the following cubic expansions of the drift vector and the centralized drift terms of 
the centralized state variables can be formulated 

(3- 240) 

In (3-240), (3-241) and below the summation convention has been used for simplicity, 
with the dummy indices ranging from 1 to n. The explicit time dependence of the left­
hand sides of (3-240) and (3-241) suggests that the tensor component Ai, Bim, Cimn and 
Dimnp may be time-dependent for time-varying systems. 

The expectations of the drift term multiplied by the state variables can now be explicitly 
performed. (3-239) becomes 

d 
dt f.Li = Ai + CimnAmn + DimnpAmnp 

d n3 

d(~ij(t) = 2{ BimAmj} 
8 
+2{ CimnAmnj} 

8 
+2{ DimnpAmnpj} 

8 
+ L dia(t)dja( t) 

a-=1 

d 
dt Aijk(t) = 3{ BimAmjk} 

8 
+ 3{ Cimn(Amnjk - AmnAjk)} 

8 
+ 

(3- 242) 

na 

4{ Dimnp(-\mnpjkl- AmnpAjkl)} s + 6 L { dia(t)dja(t)Akt(t)} _, 
a-=1 

The cumulant neglect closure scheme (3-193) or the quasi-moment neglect closure 
scheme (3-195) can immediately be used in (3-242). 

In case of hysteretic systems, the drift vector is non-linear and non-analytical. Hence, it 
is neither polynomial nor admits an approximate Taylor-expansion. In order to handle 
such systems an equivalent strucural system may be introduced for which the drift vector 
Ci,eq(Z(t) , t ) admits the cubic expansion in the centralized state variables (3-240). 

The difference between the drift vector of the original system and the equivalent system 
is specified by the error vector 

(3- 243) 

For the class of systems with drift vectors specified by (3-54) or (3-59), the optimal 
choice for the equivalent system is taken to be the one for which the expectation E[t;kck] 
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becomes minimum. The expansion coefficients are then determined from the conditions 

resulting in the following system of linear algebraic equations 

E[c?ZJZ2J = B imAmjk + Cimn(Amnjk- AmnAjk)+ 

Dimnp(Amnpjk - AmnpAjk) 

E[c?ZJZ2Z?J = BimAmjkl + Cimn(Amnjkl- AmnAjkz)+ 

Dimnp( Amnpjkl - AmnpAjkl) 

(3 - 244) 

(3- 245) 

Especially, equivalent linearization implies that the drift vector of the equivalent system 
admits the expansion 

(3 - 246) 

The next step is to investigate to which extent the equivalent system with expansion 
coefficients determined by (3-245) represents the original system. First, it is noticed 
that all the expectations entering the right-hand sides of (3-239) also occur in (3-245) 
for the determination of the expansion coefficients. Further, if (3-245) is inserted into 
the right-hand sides of (3-239), these become identical to the right-hand sides of (3-242). 

Hence, the following theorem has been proved (Nielsen, M~rk and Thoft-Christensen 
(1990a, 1990b)): The propagation of the mean value3 and the joint central moments 
up to order N = 4 will be identical for the original and the equivalent cubic 3y3tem, 
provided the same approximate pdf i3 applied to both 3Y3tem3 for evaluation of all the 
expectation3, and provided the coefficients of the polynomial expansion of the equivalent 
system are determined from a lea3i mean 3quare criterion. 

A generalization to equivalent systems with a polynomial expansion of arbitrary order 
N 2: 1, including N = 1 corresponding to equivalent linearization, is straightforward. 
Actually, this system and the original system predict identical mean values and joint 
central moments up to the order N + 1, provided the same approximate pdf is applied to 
both systems for evaluation of the expectations including unprovided joint central mo­
ments of order N + 2, ... , 2N appearing in the equations for the equivalent coefficients, 
and provided the coefficients of the polynomial expansion of the equivalent system are 
determined from a least mean square criterion. Especially, if the exact joint pdf is ap­
plied to both systems, exact joint moments up to and including the order N + 1 are 
obtained. 
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For the equivalent linear system (3-246) the following results are derived for the tensor 
components Ai and Bim from (3-245) · 

Ai = E[ci(Z(t) , t)] 

Bim = E [c?(Z(t), t)ZJ(t)] Kj,! } (3- 247) 

where Kj,! signifies the components of the inverse covariance matrix Kjm = Ajm· The 
equivalent linear system (3-246) predicts a Gaussian response, when applied to the 
system (3-116) with state independent drift vector and deterministic or Gaussian dis­
tributed initial values. In these cases the consistent choice for the evaluation of the 
expectations in (3-247) will be a Gaussian closure scheme. Using the following well­
known property for the expected value of combined stochastic variables generated by a 
normal vector 

E[c?(Z(t),t) zJ] = E [ ac?~~~),t)] Kmj = E [ ac;~~), t)] Kmj (3 - 248) 

then (3-219) can be written 

[
8ci(Z(t), t)] 

Bim = E ~ 
UZm 

(3- 249) 

(3-249) is due to Atalik and Utku (1976). Gaussian closure will not give consistent 
results, when applied to hierarchy of moment equations for non-linear systems truncated 
above N > 2. 

Quite often structural systems possess the following symmetry properties 

c(Z(t), t) = -c( -Z(t), t)} 
d(Z(t), t) = d( -Z(t), t) 

(3- 250) 

If further the initial value Zo = Z(O) = 0 in (3-116) it can be stated that f..lj
1 

... iN(t) = 
Ai1 ... iN (t) = 0, N odd. (3-250) is referred to as the zero mean condition. For the cubic 
polynomial system (3-240) this implies that Ai = Cimn = 0. (3-240) and (3-242) then 
reduce to 

(3- 251) 

d n3 

dtf..lij = 2{ Bimf..lmj} s + 2{ Dimnpf..lmnp} s + L dia(t)dja(t) 
a=l 

(3- 252) 

ns 

6 L { dia(t)dja(t)>.kl} s 
a=l 
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where Bim and Dimnp are determined from, cf. (3-245) 

E [ CjZj] = BimJ.lmj + DimnpJ.lmnpj } 

E [ciZjZkZl] = BimJ.lmjkl + DimnpJ.lmnpjkl 
(3- 253) 

Example 3-3: Stochastic response analysis of hysteretic oscillators driven by 
Wiener processes 

Upon calculating the expansion coefficients in (3-245) or (3-253) an analytical form of the joint pdf 
fz(z, t) with a number of free parameters must be specified in order to evaluate the expectations on 
the left-hand sides. These free parameters are then sequentially calibrated from an equal number of 
statistics available. If the same joint pdf is applied in the original system with moment equations (3-239) 
the same joint moments are predicted according to the indicated theorem . Then , at first sight nothing 
seems to be gained by the introduction of an equivalent polynomial system. However, in hysteretic 
systems only the differential equations specifying the hysteretic components will be non-linear and non­
analytical. The idea to be presented in this example and the following examples 3-4 and 3-5 is then 
to replace only these components with an equivalent cubic expansion, whereas the linear components 
remain unchanged. In contrast, the mean least square solutions obtained from (3-245) and (3-253) 
provide a polynomial expansion even for the linear components. Since fewer parameters are varied such 
a method no longer predicts correct joint moments even if the exact joint pdf is used for the evaluation 
of the equivalent polynomial expansion coefficients. 

The SDOF hysteretic oscillator (3-47) , (3-48) is considered, where {F(T) , t E R} is a stationary Gaus­
sian white noise with the autospectral density So. The constitutive equation of the oscillator is modelled 
as a bilinear oscillator with the non-dimensional spring stiffness given by (3-50). As seen from (3-49) 
the zero-mean conditions (3-250) are then fulfilled. Since, the system is analyzed with the zero initial 
conditions, Z(O) = 0, the reduced equivalent cubic expansion (3-251) of the drift vector in (3-49) as 
well as the reduced moment equations (3-252) is then valid. 

The first two drift vector components c;(Z(t)) in (3-49) can be written in the following way 

c;(Z(t)) = B;mZm(t) , i = 1, 2 (3 - 254) 

(
Bu = 0 
B21 = -aw5 

B12 = 1 
B22 = -2(wo 

B13 = 0 ) 
B23 = -w5(1- a) 

As mentioned, the idea of the present method is to keep this linear expansion for these state variables 
unchanged. Only the component c3 ( Z( t)) is replaced by an equivalent cubic expansion in the form 

The expansion coefficients in (3-255) are determined from the least mean square criterion , leading to 
the following system of linear equations, similar to (3-253) 

Jl-22 Jl-23 l-'2222 l-'2223 Jl-2233 Jl-2333 B32 E[X 2 K] 
Jl-33 1-'2223 l-'2233 Jl-2333 Jl-3333 B33 E[XQK] 

l-'222222 Jl-222223 Jl-222233 l-'222333 D3222 E [X 4 K] 
(3- 256) 

1-'222233 Jl-222333 Jl-223333 D3223 E[X3 QK] 
symm. Jl-223333 Jl-233333 D3233 E[X2Q2Kj 

Jl-333333 D3333 E[XQ3 K] 



I , 
I 

' I 

I 
I • 

!! 
'l·i, . I 
'· ;' 

146 

The expectations on the right-hand side of (3-256) as well as the joint 6th order moments on the left­
hand side are calculated by means of the following marginal version of the Minai-Suzuki closure scheme 
(3-221), (3-222) 

00 

fxq(:i: , q) = fxv(:i:, q) + 8(q- qy) j fxv(:i:, u)dv. + 
-qll 

8(-q-qy) j fxv(:i:,u)du (:i:,q) ER X [-qy,qy] {3- 257) 

-oo 

N 

fxv(:i:,v) = -
1 cp(_i_)cp(~) ~ lojkHJ (_i_)nk (~) 

q ' O'V q . qV ~ 0' ' O'V 
X X i+k=O X 

(3 - 258) 

The joint 6th order joint moments appearing in the global moment equations (3-252) are still approxi­
mated by the ordinary cumulant neglect closure approximation given by (3-193). 

The following approximate methods have been investigated: 

a: equivalent linearization using Gaussian closure with the system of differential equations for the joint 
central moments closed at covariance level. 

b : closure of the original system (3-192) at the order N = 4 using the full 3-dimensional expansion 
(3-221) , (3-222). 

c : present method. All expectations in {3-256) are calculated from the marginal pdf (3-257) , {3-258). 
The joint 6th order moments of (3-252) are calculated by an ordinary cumulant neglect closure 
scheme. 

d : present method. All expectations in (3-256) are calculated from the marginal pdf {3-257), (3-
258). The joint 6th order moments of (3-252) are calculated using the full 3-dimensional expansion 
{3-221), (3-222) at the order N = 4. 

Any difference between results for the cases b and c is partly d ue to the fact that in the latter case only 
a single drift vector component is replaced by an equivalent cubic polynomial expansion , and partly 
to the application of the ordinary cumulant neglect closure scheme in the moment equations (3-252), 
which works bad for any joint 6th order moments involving Q(t) . If all 3 components of the drift vector 
in case d had been replaced by cubic polynomial expansions, this case would have given results identical 
to case b for all joint moments up to and including the order 4 according to the theorem on page 142. 
Discrepancies of results between these cases may then be attributed entirely to the replacement of 
only the non-linear and non-algebraic hysteretic incremental equation of the original system with an 
equivalent substitution in cubic polynomial form. 

To verify the obtained results, a numerical Monte-Carlo simulation has been carried out. Generation of 
realizations of a broad-banded zero mean Gaussian process was performed by the method of Penzien, 
Clough and Penzien (1974). The integrated dynamic system (3-49), {3-50) with the system data 
w0 = 1, ( = 0.05, qy = 1.0 was solved by a 4th order Runge-Kutta scheme, with the initial conditions 
Z(O) = 0. The excitation level of the Gaussian white noise was chosen so the stationary variance of the 
corresponding linear oscillator becomes O'i 0 = 

2
/io 2 = 1. The time step was selected as At = Th, 

, w
0

m 50 

To = ~,.. being the period of linear, undamped eigenvibrations. The sample size of ensemble response 
time-hi~tories was 5000, from which the relevant response statistics were determined . 
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Fig. 3-13: Time-dependence of standard deviations. a) Displacement response. b) Velocity response. 
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Fig. 3-13 shows the time-dependent variation of the standard deviation for X(t) , X(t) and Q(t) with 
post-yielding stiffness ratio o: = 0.0 , corresponding to an ideal elastic-ideal plastic oscillator. From fig. 
3-13a it is evident that equivalent linearization with Gaussian closure significantly underestimates the 
displacement variance. Moreover, the method predicts a stationary displacement variance in contrast 
to the characteristic variance drift displayed by the simulation result , resembling the linearly increasing 
variance in classical Brownian motion exposed to stationary Gaussian white noise. The cases b and d 
give almost identical results . Actually, the relative difference in the prediction of ux(t), both in the 
example shown in fig 3-13a and the following examples in figs . 3-14 and 3-15 , is everywhere below 
0.4%. Consequently, it may be concluded that it is allowable to replace only the constitutive equation 
by a polynomial expansion. The difference between cases b and c can then be attributed primarily to 
the application of the ordinary cumulant neglect closure scheme in (3-252). 

As reported by many authors, equivalent linearization is capable of describing the response charac­
teristics for the velocity and the hysteretic restoring components, both of which attain stationarity. 
This is also the case for the present system. However, as shown in figs . 3-13b and 3.13c the closure 
approximations applied in cases b, c and d all give slightly improved results compared to those obtained 
by Gaussian closure. 

In order to evaluate the applicability range for the proposed method, an investigation with various 
degrees of non-linearity represented by the post-yielding stiffness ratio o: has been performed. The 
results for o: = 0.1 and o: = -0.1 for the time-varying standard deviation of the displacement are 
given in figs. 3-14 and 3-15. From these it may be concluded that the proposed approximate method 
in combination with an ordinary cumulant neglect closure scheme is generelly applicable and offers 
substantial improvements compared to equivalent linearization. The results for velocities and hysteretic 
restoring components have not been indicated , but they do not differ qualitatively from those shown in 
figures 3-13a and 3-13b. Notice that the case of softening post-yielding stiffness ratio o: = -0.1 implies 
instability in case of static loading on this branche. 

In the present example a method for approximate stochastic analysis of hysteretic systems driven by 
Wiener processes is presented. The basic idea of the method, which is considered to be a generalization 
of equivalent linearization, is to replace the non-linear and non-analytical constitutive equations of 
the system with an equivalent polynomial expansion in the state variables entering these equations, 
leaving all linear and polynomial non-linear components unchanged. Next, the coefficients of the 
polynomial expansion are determined from a least mean square criterion. The constitutive equations 
of a structural system are normally specified within each structural element. The present method 
makes it possible to break down the problem of calibrating a tentative joint pdf of the state variables 
from system level to element level. This is because only the joint pdf of the state variables entering 
the constitutive equation of a certain structural element need to be specified in order to estimate the 
parameters of the polynomial expansion. Especially for multi degrees of freedom systems this turns 
out to be a decisive facilitation as demonstrated in example 3-5. The method is combined with an 
ordinary cumulant neglect closure of the global moment equations. The method has been applied 
to a bilinear SDOF system subjected to Gaussian white noise excitation, using an equivalent 3rd 
order polynomial expansion for the constitutive equation. The expansion coefficients are evaluated 
utilizing a 2-dimensional joint pdf based on a truncated Gram-Charlier series with a Minai-Suzuki 
modification . Comparison has been made both to equivalent linearization with Gaussian closure, to a 
closure scheme of the original system based on a truncated 3-dimensional Gram-Charlier series with 
a Minai-Suzuki modification, and to a scheme which makes it possible to evaluate the errors inherent 
in only replacing the non-analytical constitutive equations entering the drift vector with equivalent 
polynomial expansions. Results obtained from these cases have been compared to those obtained 
by Monte Carlo simulation . From the obtained results it is concluded that the assumption of only 
expanding the non-analytical constitutive equations gives insignificant errors. FUrther, the present 
method offers significant improvements compared to equivalent linearization with Gaussian closure. 
The main deviation of the method relative to a truncated 3-dimensional Gram-Charlier series with a 
Minai-Suzuki modification can then be attributed to the application of an ordinary cumulant neglect 
closure scheme in the global moment equations, where the discrete probabilities at the plastic branches 
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are ignored. A modified cumulant neglect closure scheme taking this problem into consideration for 
bilinear oscillators with an equivalent polynomial expansion is presented in the following example 3-4. 

The equivalent polynomial expansion technique was proposed by Nielsen, M!llrk and Thoft-Christensen 
(1990a), who also investigated the implications of replacing only the non-algebraic components with 
equivalent polynomial expansions, and of the application of ordinary cumulant neglect closure schemes 
in the resulting global moment equations. 

Example 3-4: Reliability analysis of hysteretic systems driven by Wiener 
processes 

During hysteretic deformations the micro-structure of the material is partly damaged due to dislocation 
migration , development of micro-cracks, etc . So-called damage indicators are introduced as a macro­
scopic measure of the integrated effect of such microscopic deterioration of the structural material over 
finite domains. Damage indicators are designated as global or local depending on whether they are 
controlling the damage in the entire structure or only in a part of it. Damage indicators should be 
included in the state vector in ordP.r to get a complete description of the instantanous state of the sys­
tem. In order to close the integrated dynamic system differential equations must then be formulated , 
specifying the development of these new state variables. From the physics of the problem it is clear that 
any damage indicator will be an irreversible non-decreasing function with time. The right-hand sides 
of the said differential equations then become non-negative and non-linear functions of all introduced 
structural and damage state variables in their most general formulation. The non-linearity may even 
be non-analytical for some damage indicators, as demonstrated by (3-66), (3-70) and by the following 
equation {3-261 ). 

In this example the SDOF bilinear oscillator defined by (3-47) , (3-48) , (3-50) is considered again. The 
excitation F(t) on the right-hand side of {3-47) is obtained from filtration of non-stationary Gaussian 
white noise through a time-invariant rational filter of the order (r, s ) = (1, 2) . F(t) then becomes , cf. 
{3-36) , (3-37) 

F(t) = poY(t) + Pl Y(t) (3 - 259) 

Y + q1 Y + q2 Y = d(t)W(t) (3 - 260) 

where po , Pl , q1, q2 are constants. {W(t) , t E (0, oo(} signifies a unit intensity Wiener process, and d(t) 
is a non-stationary deterministic modulation function. 

The accumulated plastic energy dissipated by the system is used as damage indicator D(t) . The 
differential equation specifying the evolution of D(t) becomes 

D(t) = (1 - a)q11 ( H(X)H(Q- q11 )- H(-X)H(-Q- q11 ))x = g(X,Q)X(t) (3- 261) 

(3-261) is easily derived from the sketch shown in fig. 3-1b. H(·) is the Heaviside unit step function 
given by (3-5). The equations of motion can then be written by {3-52) with the state vector , the 
diffusion vector and the drift vector given as follows, cf. (3-54) 

X(t) 0 
X(t) 0 

Z(t) = Q(t) 
1 d(t) = 0 

(3 - 262a) D(t) 0 
Y(t) 0 
Y(t) d(t) 
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c(Z(t)) = 

x 
-2(w0X- w~(aX + (1- a)Q) + ~y + ~y 
~~;(X,Q)X 
g_(X ,Q)X 
y 

- q1Y- q2Y 

{3- 262b) 

~~;(X, Q) is given by (3-50). {3-52) is solved with the initial values Z(O) = Zo = 0 , i.e. the system is 
at rest and undamaged at the time t = 0. It follows that the functions ~~;(X , Q) and g(X , Q) fulfil the 
symmetry and anti-symmetry conditions 

~~:(X,Q) = ~~:{-X,-X) 
g(X,Q) = - 9(-X,-Q) 

(3 - 263) 

(3 - 264) 

In case of zero initial values, (3-263) implies that E[X 1(t)Xm(t)Qn(t)] = 0 for odd values of l+m+n. 

d(t) specifies the intensity of the white noise. This is assumed in the following form, Saragoni and Hart 
{1974) 

d(t) =do exp (- b (;m -In ;m -1)) (3 - 265) 

T m is the time of maximum intensity do, and b is a limiting decay rate of the excitation. do is specified 
so it produces a prescribed value of the stationary standard deviation ux,o of the corresponding linear 
system under stationary excitation . do is then related to ux,o as follows 

do= 

where 

e1 = q1 + 2(wo 
e3 = 2(woq2 + w~ql 

e2 = q2 + w~ + 2(woql } 
e4 = w5q2 

(3- 266) 

(3- 267) 

The relation (3-266) can be derived from a well-known result for the stationary variance of a linear 
system with rational frequency response function exposed to Gaussian white noise , see e .g . Nielsen 
{1990) . 

The system is assumed to fail, whenever the damage indicator exceeds a critical value dcr for the first 
time. Since, D(t) is non-decreasing with probability 1 the first-passage time probability distribution 
function of the problem becomes 

(3- 268) 

Hence, the reliability problem is reduced to the determination of the probability distribution function 
Fo(t)(d) of the damage indicator D(t). More generally, when an n3-dimensional damage indicator 
vector D(t) has been defined as in (3-74) , the structure is assumed to operate safely, when D(t) E S 1 , 

where St C Rns . In this case FT1 (t) becomes 

FT1 (t) = 1 - J fD(t)(d) dd (3- 269) 

s, 

• 
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where /D(t)(d) signifies the joint probability density function of the damage vector D (t) . 

The objective of the present example is primarily to determine the distribution of D(t) in terms of its 
time-varying moments by means of an equivalent polynomial expansion of the drift vector (3-262b). In 
example 3-3 it has been demonstrated that application of an ordinary cumulant neglect closure scheme 
in the global moment equations in connection with the equivalent polynomial expansion technique leads 
to reduced accuracy of the estimated moments. Actually, when the equivalent polynomial expansion 
coefficients are evaluated by means of a closing scheme taking the discrete probability mass at the plastic 
branches into consideration, simultanous application of an ordinary cumulant neglect closure scheme 
ignoring such probabilities seems to be inconsistent. For this reason a modification of the ordinary 
cumulant neglect closure scheme based on the same 2-dimensional Gram-Charlier type A expansion 
with a Minai-Suzuki modification (3-257), (3-258), as used at the evaluation of the equivalent polynomial 
expansion coefficients has also been suggested in the example. 

Only the non-linear and non-analytical components ~~:(X , Q)X and g(X , Q)X of the drift vector (3-
262b) are replaced by equivalent polynomial expansion, whereas the remaining linear components are 
kept unchanged . As shown in example 3-3 this will only introduce insignificant errors compared to a 
complete polonomial expansion of all components. The equivalent polynomial expansions must meet 
the symmetry and anti-symmetry properties (3-263) and (3-264). For ~~: (X , Q)X the relevant cubic 
polynomial expansion is given by (3-254) with the equivalent cubic expansion coefficient determined 
from (3-256). For g(X, Q)X the corresponding expansion reads, cf. (3-240) 

(3- 270) 

The expansion coefficients of (3-270) are determined from the least square criterion, leading to the 
following system of linear equations 

/J-22 

/J-2222 

/J-23 

/J-2223 

/J-2233 

/J-33 ] 
/J-2233 

/J-2333 

/J-3333 

[
A4 ] [0 ] • 2 
C4n _ E[X g) 
C423 - E[XQg] 
C433 E[Q2gJ 

(3 - 271 ) 

The expectations on the left-hand side of (3-271) are all provided by the joint moment equation (3-
252) at closure at the order N = 4. The expectations on the right-hand side are obtained by the 
2-dimensional closure scheme (3-257), (3-258) . 

Equivalent linearization corresponds to Cimn = Dimnp = 0 in (3-240). (3-271) then gives A 4 = 0. This 
means that all the coefficients in (3-270) are zero . Consequently, damage indicators for which (3-264) 
is fulfilled cannot be analysed by equivalent linearization techniques. 

Consider the auxiliary vector VT(t) =[X, X, V, D, Y, Y] and its sub-vector V S(t) =[X, D, Y, Y] with 
the joint pdfs /v (v , t) and /v0 (vo , t) . Instead of (3-221) the following scheme is suggested 

00 

fz(z, t) = /v(z, t) + o(q- qy)/vo(zo, t) J fxv(i:,u)du + 

-qv 

5(-q-qy)/v0 (zo,t) J fxv(i:,u)du (3- 272) 

-oo 

The difference between (3-221) and (3-272) is that Vo(t) and [X, q] have been assumed mutually 
independent in the evaluation of the discrete probabilities. This is merely a formal setting. The 
right-hand side of (3-272) will still be calibrated to represent all provided moments of the moment 
equations at closure at a certain order N . The benefit of the formulation (3-272) is that the same 
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2-dimensional Gram-Charlier type A expansion wi~h a Minai-Suzuki modification (3-257), (3-258) as 
used in the evaluation of the expectation in (3-256) may be applied without further calculations of 
Hermite moments. From (3-272) the following expression can be derived for the joint central moments 
of the order L = i + j + k + I + m + n 

(3- 273) 

where 

00 00 

Pjk = J J xi(q;- uk)fxv(i:,u)d:i:du 

00 -q~ 

+ J J xi((-qy)k- uk)fxv(i: ,u)d:i:du (3- 274) 

-oo q~ -oo -oo 

E[·]o signifies expectations with respect to the joint pdf /v ( v, t). For L $ N these can all be expressed in 
terms of the provided joint moments upon solving the linear equations {3-273) . However, since fv(v, t) 
has been assumed to be monomodal and almost Gaussian, joint moments E[Xi Xi Qk Dlymyn ]

0
, 

L > N , appearing on the right-hand side of (3-273) can all be expressed in terms of similar moments 
of order L $ N by means of an ordinary cumulant neglect closure and hence by the provided joint 
moments. In what follows this approach will be referred to as the modified cumulant neglect closure 
scheme for bilinear oscillator with an equivalent polynomial expansion. 

The following approximate methods have been investigated: 

a : Monte Carlo simulation. 

b : Cubic polynomial expansion with an ordinary cumulant neglect closure scheme. 

c: Cubic polynomial expansion with a modified cumulant neglect closure scheme. 

To verify the obtained results, a numerical Monte-Carlo simulation has been carried out. Generation of 
realizations of a broad-banded zero mean Gaussian process was performed by the method of Penzien, 
Clough and Penzien (1974) . The integrated dynamic system (3-52), (3-262) was solved by a 4th order 
Runge-Kutta scheme, with the initial conditions Z(O) = 0 . The time step was selected as ~t = fg-, 
To = h being the period of linear, undamped eigenvibrations. The sample size of ensemble response 
time-h'i~tories was 5000, from which the relevant response statistics were determined. The moment 
estimates stabilized already after 1000 realizations. 

The following system data, all in SI-units, are used in the example 

m = 1.0 

Po = 0.0 
b = 0.20 

, wo = 1.0 
, PI = 1.0 
, Tm = 9.0 

' ( = 0.01 
' ql = 2.0 
' ux,o = 2.0 

Q = 0.0 
) q2 = 4.0 (3- 275) 

Notice that an ideal elasto-plastic oscillator has been considered (a = 0.0). Further, ~ = 2.0 
corresponds to a relatively strong excitation, so the considered system should be classifieJ~as highly 
non-linear . 

....................................... 
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Fig. 3-16: Time-dependent standard 
deviation of displacement response, ux (t). 
Nielsen , M!1lrk and Thoft-Christensen (1990b) . 

O"Q ( t) 

1.0 

0 .8 

0 .6 
c 

0.4 

0.2 

0.0 4L----...--~--r-~~-.-- t/To 
0 2 4 6 8 10 

Fig. 3-18: Time-dependent standard 
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Fig. 3-20: Time-dependent mean value 
function of damage component , Jl.D (t). 
Nielsen, M!1lrk and Thoft-Christensen (1990b). 
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Fig. 3-17: Time-dependent standard 
deviation of velocity response, u X ( t ) . 
Nielsen , M!1lrk and Thoft-Christensen (1990b). 
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Fig. 2-16 shows the time-dependent variation of th~ standard deviation of the d isplacement X (t). Tim e 
has been normalized with respect to To = 1L . As seen the modified cumulant neglect closure scheme wo 
produces significantly better results than the ordinary cumulant neglect closure scheme . Figs. 2-17 an d 
2-18 show the corresponding time-dependent variation of the standard deviations of t h e velocity X(t ) 
and the hysteretic component Q(t) . Again, the modified closure scheme produces the best results in 
comparison to those obtained by Monte Carlo simulation, although both sch emes give acceptable resu lts 
for these components as expected. Figs. 2-19 and 2-20 show the time-dependence of t he standard 
deviation and the mean value function of the damage component D (t ), respectively. T he ordinary 
cumulant closure scheme produces slightly better results than the modified closure sch eme. However , 
both closure schemes underestimate the standard deviation sign ifican tly. In con trast, the m odifi ed 
cumulant neglect closure scheme produces very accurately estima tes for the mean value funct ion, which 
is underestimated by the ordinary cumulant neglect scheme. The general conclusion that can be 
drawn from these results is that the modified cumulant neglect closure scheme provid es more accurate 
predictions than the conventional cumulant neglect closure scheme. From the physics of the p roblem 
and the inherent properties of the modification (3-272) this is believed to be the case for any system 
undergoing heavy yielding. 

The application of the equivalent polynomial expansion technique to non-l inear and non-analytical 
damage indicator differential equations was suggested in Nielsen , M0rk and T hoft-Christensen (1990b), 
where also the indicated modified cumulant neglect closure scheme was presented. 

Example 3-5: Stochastic response analysis of hysteretic multi-storey frames 
under earthquake excitation 

Initial state 

~i======~~ 

Incrementa lly 
d eformed state 

Fig. 3-21 : Plane beam element in initial state, deformed state and in crementally deformed s tate . 
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Fig. 3-21 shows a plane beam element in the initial unloaded state, in the deformed state and in the 
incrementally changed deformed state. The generalized strains of the element are selected as 

[ E>e] 
Qe = tie (3 - 276) 

e'{ = (91' e2) signifies the member end rotations relative to the chord line and tie is the elongation 
along the chord line with signs as defined in fig. 3-21. The generalized stresses conjugated to Qe are 

(3- 277) 

M'{ = [M1 , M2] are the member end section moments, and Ne is the axial force along the chord line 
in the deformated state. The rate of the internal degrees of freedom Cte is related to the rates of nodal 
point degrees of freedom x'{ = [:i:t, . . . , :i:5), with components defined relative to the local element fixed 
(z, y, z)-coordinate system shown in fig. 3-21, through the geometrical conditions 

«le = g.x. (3- 278) 

where 

.. ~ [ : -1/l -1 0 1/l !] 1/l 0 0 -1/l 
-1 0 0 1 0 

(3 - 279) 

l is the chord length of the beam element in the deformed state. ge is the geometrical matrix at element 
level, relating external and internal degrees of freedom. 

The beam elements are assumed to follow an elasto-plastic behaviour. Hence, the existence of a strain 
rate independent yield function, /e(Qe), is assumed, which separates elastic states, fe(Qe) < 0, and 
plastic states, /e(Qe) = 0. For the sake of simplicity fe(Qe) is assumed to be differentiable. Using 
plastic potential theory with the associated flow rule the incremental constitutive equation can be 
written, cf. (3-57) 

Qe == Ke ( Cte, Qe )qe 

( Mr) T Ke,OCte 

( :~r) T Ke,o :Jr 

(3 - 280) 

(3- 281) 

(3- 282) 

Ke,o signifies the local incremental elastic stiffness matrix , which may depend on Qe in case of non­
linear elasticity, A is the plastic potential multiplier and H(z) is the Heaviside unit step function as 
given by (3-5). Generalization of (3-280) to hardening plasticity and to non-differential yield surfaces is 
straightforward using the classical plasticity theory. Hardening rules require the introduction of extra 
state variables to be included in the integrated state vector of the dynamic system, see Mg~rk (1989). 

In the present case (3-280) will be specified with the following additional assumptions 

2 
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1: The material is assumed to be linear elastic perfectly plastic, and all unloadings are linear 
elastic with unchanged elasticity modulus. 

2: Axial forces have negligible influence on the load-bearing capacity. 

3: External loads are applied at system nodes, i.e. all elements are free of external loading. 

The elements act as a yield hinge element with plastic deformations confined to the end sections. 
FUrther, the axial elongations are assumed to be linear elastic. Hence 

· AE 
Ne= -

1
-ite (3- 283) 

where A is the cross-sectional area and E is the modulus of elasticity. For the remaining internal 
degrees of freedom, the stiffness matrix equation (3-280), can be written 

_ 2Elo [ 2 
"-o- l -1 

-1] _ 3Elo [0 
2 , "'1 - l 0 

(3- 284) 

0] _ 3Elo [ 1 0] 
1 ' "'2 

- l 0 0 (3- 285) 

where Io denotes the bending moment of inertia. The indicator function , a;, can be written 

(3- 286) 

where My is the yield moment. It follows from equation (3-286) that 

a;= 1 when yield hinge i is open and loaded, 

a; = 0 when yield hinge i is closed or is at the point of being unloaded into the elastic range. 

The above-mentioned assumption 2 may not be valid if the axial forces are sufficiently large, and the 
storey drift is substantial. However, such P- 6 effects can be taken approximately into consideration 
by a slight modification of the indicated expression for the incremental stiffness matrix. 

Below, the loading process F(t) in (3-55) is obtained by filtering amplitude modulated Gaussian white 
noise through a Kanai-Tajimi-filter, Tajimi {1973), with filter parameters ( 9 , w9 , corresponding to the 
case (r, s) = (1, 2) in (3-36), (3-37). Neglecting linear viscous damping (3-55), (3-57) then attains the 
form 

(3 - 287) 

(3- 288) 

(3- 289) 

X(t) of the dimension n1 contains the global translational and rotational degrees of freedom measured 
relative to the ground surface. Q(t) of the dimension n2 is an assemblage of the generalized stresses 
Q e(t) from all plastic elements. The global geometrical matrix g of the dimension n 2 x n 1 contains 
the local geometrical matrices ge given by {3-279) transformed to global coordinates. U of the dimen­
sion n1 x 1 is a vector specifying the stiff-body motion of all global degrees-of-freedom due to a. unit 
horizontal translation of the ground surface. Finally, (3-289) represents an assemblage of local consti­
tutive relations (3-280). The local stiffness matrices "-e(<le, Qe) appear as block-matrices in K-(q, Q). 
{W(t), t E (0, oo[} is a unit intensity Wiener process and d(t) is a deterministic modulation function. 
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The Kanai-Tajimi filter may be interpreted physically .as a shear response model of a sub-soil overlaying 
a bedrock. w9 and ( 9 are then the undamped circular frequency and damping ratio of the sub-soil in 
shear, Y(t) is the ground surface displacement relative to the bedrock, and ii9 (t) signifies the horizontal 
acceleration time-series at the top of the bedrock. This interpretation is valid as long as the mass of 
the structural system is negligible compared to the mass of the sub-soil within a characteristic area 
surrounding the structure, i.e. that no significant feed-back from the structure occurs in the coupled 
soil-structure dynamic problem. 

The state vector formulation of the system is then given by, cf. (3-58) , (3-59) 

dZ(t) = c(Z(t))dt + d(t)dW(t) , t > 0 } 

Z(O) = 0 
(3- 290) 

[X] [ X ] [ o ] 
X -M-1 (KoX+gTQ)+U(2(9w9Y+w~Y) o 

Z(t) = ~ , c(Z(t)) = ;(gX,.Q)gX , d(t) = ~ (3-291) 

Y -2(9 w9 Y- w~Y -d(t) 

It is assumed that the following symmetry conditions are fulfilled 

K(Z(t)) = K( -Z(t)) 1\ g(Z(t)) = g( -Z(t)) (3 - 292) 

Then, the symmetry properties (3-250) are also valid. Together with the initial values Z(O) = 0 the 
equivalent cubic expansion (3-251) and the moment equations (3-252) are then valid. 

The idea of the present method is to replace the constitutive equations (3-280) by equivalent cubic 
polynomial expansions in the local state variables Qe and Qe, where the equivalent cubic expansion 
coefficients are determined at element level by a least square criterion. The global cubic expansion 
coefficients B;j and Dij kl can next be synthesized from the local expansions by a transformation and 
assemblage procedure. Compared to the global least square procedure for the determination of B;j 

and D;; kl as follows from (3-253) some accuracy is lost at the expense of obtaining a much simpler 
identification procedure. Hence, the local constitutive equation (3-280) is replaced with the following 
equivalent cubic expansion 

(3- 293) 

where R e,I is a component of the 2n2, e dimensional sub-state vector R e, defined by 

(3 - 294) 

and n2,e is the dimension of Qe or q •. In (3-294) summation convention has been assumed over dummy 
indexes I, J, [( over the range 1 to 2n2,e . 

The theory has been applied to the simply supported two-storey single bay frame shown in fig . 3-22. 
J.li , A; , I; and My,i specify the mass per unit length, cross-sectional area, bending second moment of 
inertia and yield moment of element i, respectively. All elements have the same moduli of elasticity. 
For all members the yield hinge model with the incremental stiffness matrices (3-284), (3-285) and 
a consistent mass matrix are applied. The frame is loaded by horizontal acceleration forces ft , f2 
applied symmetrically to the system nodes. Deformations of the frame will then be asymmetric and 
the symmetry can be utilized to reduce the problem as shown in fig. 3-22b. Further, high frequency 
modes corresponding to the axial degrees-of-freedom Xt, X4 have been condensed from the system by 
a Guyan-like reduction scheme. Hence, the global displacement vector of d imension n 1 = 4 becomes 

c 
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XT(t) = (X2(t) 1 X3(t) 1 Xs(t), X6(t)). The intensity (unction d(t) of the excitation process {ii9 (t)} is 
assumed to be constant for t > 0 , and all earthquake excitations are horizontal in the plane of the 
frame . The system data are shown in table 3-2. 

a) 

E 
~ . 
.s 

E 
~ . 

b/2 

Fig. 3-22: a) Two-storey frame. Geometrical and physical designations. b ) Global degrees of freedom . 
c) Designation of potential yield hinges. 

J.li A; I; My ,i 

Beam (kg/m) (10 - 3 m2 ) (lo-s m4) (103 Nm) 

1 46·0 5 ·86 2·63 80 
2 46 ·0 5·86 2·63 80 
3 2000 00 3·89 90 
4 1000 00 1·945 40 

Table 3-2: System data for the two-storey frame. E = 2.1 · 1011 N/m2 
1 w9 = 15.6s - 1 

1 ( 9 = 0.6, d2 = 
0.15 m 2 Js 3

• 

Fig. 3-23: Assumed plastic deformation . 

For the present frame it will be assumed that primarily the lower columns behave plastically
1 

see 
fig. 3-23. For this reason an equivalent cubic expansion for the constitutive relation for this beam 
element will be introduced, whereas equivalent linear expansions are introduced for the remaining 

........................................ ?. 
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beam elements 2, 3 and 4. In principle all beam elements are then assumed to be plastic, so Ko = 0 
in (3-287). For the simply supported beams elements 1, 3 and 4 in fig. 3-22b only a single generalized 
stress variable, selected as the end-section moments Mt, M4 and Ms from fig. 3-22c, need to be 
introduced. The state vector of the integrated system of dimention n = 15 then becomes zT(t) = 
[XT(t), .XT(t), M 1 , ... , Ms, Y(t), Y(t)]. Using a1 = 1 in (3-284), the constitutive equation relating 
M1 to the conjugated end-section rotation e1, reads 

(3 - 295) 

(3-295) is replaced by the following equivalent system with a cubic polynomial expansion in M 1 , and 
e1 

(3- 296) 

The expansion coefficients in equation (3-296) are determined from the least mean square criterion, 
which leads to the following system of linear equations, similar to equation (3-253) 

E[M[J E(M1Sl] E[MiJ E[M;et] E[M[eiJ E[M1S~] bl E[M1S1~~:] 
E[eiJ E[Mfel] E[M[e?J E[MtS~J Efe~J b2 Efe~,.J 

E[Mf] EfMred EfMten E[Mfe~] dl E[Mfel~~:] 
(3-297) Symm. E[Mte~] E[Mfe~] E[M[e{] d2 E[M[Si~~:J 

E[M[e{] E[M1Sf] d3 E[~le~,.J 
Efe~J d4 E[ef~~:J 

The expectations on the left- and right-hand sides of equation (3-297) are evaluated by means of an 
approximate joint pdf f Ml el (m,B) of Mt and el. The marginal pdf of Mt is of mixed type with 
a continuous part for m E] - M 11,1, M 11 ,1 [, and discrete probabilities for m = -M11 ,1 and m = M 11 , 1 , 

formally represented by delta functions. This fact is displayed by the following tentative joint pdf based 
on a Hermite moment closure at the order N = 4 with a Minai-Suzuki (1985) type of modification 

(m,B) E [-M11 ,1, M 31,1] x)- oo, oo[ (3 - 298) 

fve· (m, B)= -
1-<p (~) <p(_j_) ~ 'YijHi (.!2:.) H; (_j_) , N = 4 

1 uv u. uv u . L....,; uv u . 
e1 e1 i+i=O e1 

(3 - 299) 

where the standard deviations uv and ue as well as the Hermite moments 'Yi;(t) are evaluated with 
1 • 

respect to the auxiliary continuous joint pdf fve
1 
(m,8). 

Due to the symmetry condition (3-292) it follows that 'Yij = 0, i + j odd. 
-y2o = -y02 = 0. The remaining 8 non-trivial free parameters, including crv 
from the following joint moment relations similar to (3-223) 

Moreover, 'Yoo = 1 and 
and ff e 1 are determined 

(3- 300) 



160 

where r1,j and sk,i(f3) are given by (3-224) and (3-225) .. The calculation of E(Mf01] is explained below. 
Rather than using (3-300) uv is determined from the transcendent equation 

(3 - 301) 

Equation (3-301) implies that 'Y40 = 0. This restriction has been imposed in order to prevent negative 
side loops of the approximate joint pdf, and has the consequence that this quantity cannot be calibrated 
to E[MtJ. 

For the general beam element with yield hinges at both ends the equivalent constitutive relation (3-293) 
is used. With n 2 ,e = 2 this contains 4 linear terms and 20 cubic terms. Consequently, a total of 48 
different expansion coefficients enters the polynomial expansion. These are determined from a system 
of linear symmetric equations similar to equation (3-297). 

The equivalent to equation (3-298) for this case can also be given, Nielsen, Ml"!rk and Thoft-Christensen 
(1989). The tentative pdf must display the discrete probabilities that one hinge is yielding and the 
other hinge is elastic, or both hinges are yielding. The latter formally occurs as a product of two delta 
functions in the tentative joint pdf. 

01 (t) is related to the global degrees of freedom X(t) through the compatibility condition 

(3- 302) 

The expectations E[Mf0tJ, k+l ~ 4 , on the left-hand side of (3-300) can then be related to the provided 
moments l-'i1 ; 2 .. . in (t) , n ~ 4 upon insertion of (3-302) and expanding the expectation . Further, if 
(3-302) is inserted into the equivalent cubic expansion (3-296), and the result is introduced into the 
drift vector (3-291) the global tensor components Bim and Dimnp of the equivalent cubic expansion 
(3-251) can be evaluated. 

It should be emphasized that even if the exact least mean square solution to the coefficients in equation 
(3-296) could be obtained , this would not necessarily provide exact estimates of the joint central mo­
ments, when inserted into equation (3-252) as stated by the theorem on p . 143. This is because only the 
constitutive equations are represented by an equivalent polynomial expansion, whereas the expansion 
coefficients of equation (3-251) in principle should originate from an equivalent cubic representation of 
all components of the drift vector, whether these are linear or not. However, as learned from example 
3-3 these additional errors are quite ignorable. 

Finally, the resulting moment equations {3-252) are closed by the cumulant neglect closure scheme 
{3-193). 

To verify the results obtained by the present approximate method, a numerical simulation study based 
on the Monte Carlo technique has been carried out. Generation of realizations of a broad-banded , zero 
mean and stationary Gaussian process was performed by the method of Penzien, Clough and Penzien 
{1974) . 

The differential equations were solved by a 4th order Runge-Kutta scheme, with the initial conditions 
X(O) = 0 . The time step was selected as A.t = To/300. The sample size of response time-histories 
was 2000. For each of these the system equations have been integrated from 0 to 6 To, where the 
fundamental period of linear eigenvibrations is To = 0.98 s . 

The following approximate methods have been investigated: 

a : equivalent lineariza.tion using Gaussian closure 

b : equivalent linea.rization using (3-298), (3-299) with N = 2 



c: cubic series expansion in yield hinge 1 using (3-298), (3-299) with N = 4 

d: cubic series expansion in yield hinge 1 using (3-298), (3-299) with N = 4 
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In cases a and b the constitutive relations in all 5 yield hinges have been linearized. However, in case b 
the expansion coefficients of the equivalent linear system have been calculated from a more realistic joint 
pdf of the state variables. In cases c and d the cubic expansion equation (3-296) has been applied to 
yield hinge 1, where excessive yielding is likely to take place. For the remaining yield hinges equivalent 
linearization with Gaussian closure is applied in case c, whereas equivalent linearization using (3-298), 
(3-299) with N = 2 is applied in case d. 

From figs . 3-24 and 3-25 it is evident that equivalent linearization with Gaussian closure significantly 
underestimates the displacement response of the upper and lower storey. Utilizing the more realistic 
pdf as in case b to determine the linearization constants improve the results only slightly. Further, it is 
seen that equivalent linearization in both cases predicts a stationary variance response in contradiction 
to the characteristic drift in the storey displacement displayed by the simulation result and by cases 
c and d. Further, the standard deviations of the 2 storeys approach each other as time goes by. This 
behaviour can be explained with respect to the deformation mode shown in fig. 3-23. Ignoring the 
elastic deformations of the upper storey, the frame deforms as an SDOF ideal elastic-plastic oscillator. 
The non-stationary variance response under stationary Gaussian excitation is similar to the time-linear 
variance response in classical Brownian motion. The indicated analysis shows that this effect is hidden 
in the joint central moments of the 4th order, whereas closure at 2nd order (covariance level) will always 
predict a stationary response. 

As reported by many authors, equivalent linearization is capable of describing the response character­
istics for velocities and end-section moments. This is indeed the case for the present system. In figs. 
3-26 and 3-27 the velocity response for the upper and lower storey is shown. The cubic expansion of 
(3-296) is seen to improve the result compared to the simulation result . The time-dependent standard 
deviations of the end-section moments M1 and Ms are shown in figs. 3-28 and 3-29. 
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Fig. 3-24: Time-dependent standard deviation of upper storey displacement. 
Nielsen, Ms:srk and Thoft-Christensen (1989). 
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HO 

Fig. 3-25: Time-dependent standard deviation of lower storey displacement. 
Nielsen, M!1lrk and Thoft-Christensen (1989). 
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Fig. 3-26: Time-dependent standard deviation of upper storey velocity. 
Nielsen, M!1lrk and Thoft-Christensen (1989). 

400 

300 

200 

100 

.. -----.. ~ -------- ---=-- =­
~...-...... ------ -· 

---sim 

---- (o) 

--- (b) 

---- (<) 
............. (d ) 

~----~r------r------,-------r-----~------,-~·~0 
6 

Fig. 3-27: Time-dependent standard deviation of lower storey displacement. 
Nielsen, M!1lrk and Thoft-Christensen (1989) . 
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Fig. 3-28: Time-dependent standard deviation of end-section moment of lower columns. 
Nielsen, M!2Srk and Thoft-Christensen (1989). 
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Fig. 3-29: Time-dependent standard deviation of end-section moment of upper storey beam element. 
Nielsen, M!2Srk and Thoft-Christensen (1989). 

In the present example a method is presented for approximate stochastic analysis of hysteretic, framed 
structures. The basic idea of the method is to replace the non-analytical and non-linear constitutive 
equations of beam elements, which are likely to be exposed to severe damage, with an equivalent 
cubic expansion in the state variables entering these equations. For the remaining beam elements 
an equivalent linear expansion or a linear elastic analysis is performed. The expansion coefficients of 
the equivalent polynomial expansions are evaluated by means of a mean least square criterion, where 
unprovided expectations are evaluated using a truncated Gram-Charlier series in terms of univariate 
Hermite polynomials with a Minai-Suzuki modification. The global hierarchy of joint central moments 
is next closed at the order N = 4 by means of a cumulant neglect closure scheme. The method 
has been applied to a two-storey linear elastic-ideal plastic framed structure subjected to Gaussian 
white noise of relatively high intensity, filtered through a I<anai-Tajimi filter. For comparison a Monte 
Carlo simulation analysis has been performed. From this it is concluded that equivalent linearization 
procedures give qualitatively and quantitatively erroneous results. Only if equivalent cubic expansions 
are introduced for the most exposed elements a Brownian motion type of non-stationary variance drift 
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can be reproduced. Being a moment equation procedure the method suffers from the well-known 
drawback that the calculation time increases dramaticaily with the dimension n of the state vector and 
the order N of the closure scheme. A system reduction of the external degrees of freedom, e.g. by 
means of Guyan reduction as in the example, should be performed and the number of plastic elements 
critically selected. 

The indicated method was presented by Nielsen, M!llrk and Thoft-Christensen (1989). Previous to that 
time Baber and Wen (1982) and Baber (1986) have presented methods for hysteretic frames, where the 
yield hinges are replaced by hysteretic springs with a Bouc-Wen type of constitutive relations between 
moments and spring rotations. Since equivalent linearization was applied, these results are confined 
to relatively small plastic deformations. Casciati and Farivelli (1984) used an identical analytical 
technique. The calculated Gaussian response inherent in the equivalent linearization technique was 
used to calculate the structural reliability based on certain damage measures. Such an approach is only 
possible in case of very small plastic deformations. 

Example 3-6: Reliability analysis of saturated sand deposits under earth­
quake excitation 

earth 
surface 

h subsoil layer 

Fig. 3-30. Subsoil layer under earthquake excitation. 

Fig. 3-30 shows a saturated sand layer of thickness h covering a rock surface . During an earthquake 
SH-waves propagate from bedrock upwards through the sand layer. The horizontal displacements at 
the surface of the bedrock u 9 (t) and of the sandlayer u(z2 , t) are assumed to occur under plane strain 
condition, where z2 is a vertical coordinate measured from the bedrock surface towards the free surface, 
and z 1 is the horizontal coordinate axis parallel with the direction of the bedrock displacements. During 
an earthquake, shear stresses u12(z2 , t) act on the planes perpendicular to the coordinate axes with 
irregularly varying sign and magnitude. 

In the present example the relevance of damage equations of the type (3-261) for saturated sand 
deposits under earthquake excitation will be investigated and verified in cases where liquefaction is 
considered the principal failure mode of the soil. Liquefaction is loss of strength due to pore pressure 
built up during cyclic loads of soil. In complete analogy with the failure event defined in example 3-4 
liquefaction in soil is assumed to take place, when the accumulated energy dissipated in a certain unit 
volume reaches a critical limit. The rate of dissipated energy per unit volume is given by 

(3- 303) 

where i12 signifies the shear strain rate. 

a 
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Test specimens Vestbjerg Sand Lund No. 0 

Mean diameter d (mm) 0 .11 0.40 
Uniformity U 3.6 1.7 
Void ratio e 0.62 0.63 
Density index I 0.77 0 .70 

Table 3-3: Properties of test sands. 

b) Q 

0 

0.4% 

Fig. 3-31. Hysteretic curves. a) Stress versus strain. b) Mobilization factor versus strain. Test results 
with calibrated Bouc-Wen representation. 

Fig. 3-31a shows the stress-strain relationship obtained by triaxial testing for the samples described 
in table 3-3. The behaviour of the sand is seen to be strongly hysteretic. Fig. 3-31b shows the same 
results using the socalled mobilization factor Q(t) = u~~~r as dependent variable. <112 ,11 = <112 ,

11 
(t ) 

signifies the shear strength at the time t . Notice, that the mobilization factor is usually defined as the 
fraction of the deviatoric stress to its maximum value, and consequently refers to 3-dimensional st ress 
states. The present interpretation only applies to the considered case of pure shear. From the tests 
it was concluded, that the shear strength <112, y (t) and the elastic shear modulus 1-'(t), defined as the 
averaged slope of the hysteretic loops, both decrease from initial values <112,y (0) and 1-'(0) as the pore 
pressure builds up. An interesting finding was that the deterioration of these quantities was almost 
proportional, i.e. 

J.t(:C2,t) J.t(X2,0) :::::
1800 

<112,y(x2, t) - <112,y(x2, 0) (3 - 304) 

The figure 1800 applies to all considered tests and even for different sorts of sand. Apparently, the 
hysteretic loops in fig. 3-31b is much smoother than those in fig. 3-31a. As shown by the unbroken curve 
in fig. 3-31b the hysteresis related to the mobilization factor may then be represented by the Bouc-Wen 
hysteretic model (3-48), (3-51). For applications of the Bouc-Wen model the following normalized shear 
strain turns out to be useful 

X(t) = 2 1-'(t~) E:12(t) = 2 JJ(O~O) E:12(t) 
0'12,y t 0'12,y 

(3- 305) 

Per definition Q(t) is restricted to the interval] -1, 1(, so qy = 1.0 must be used in (3-51). The best fi t 
was obtained with f3 = 1.0, "Y = 0.0 , n = 0.5 for the other Bouc-Wen parameters. Again, these values 
applied to all tests and all investigated sorts of sand . 
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• 

0 
0 0.5 1.0 

Fig. 3-32: Measured value of damage indicator in cyclical testing with variable amplitude qa. 

As a damage measure the accumulated energy per unit volume is introduced, normalized with respect 

to the quantity u;? (x~,o). The normalization factor may be interpreted as twice the strain energy per 
1-' X2, ) 

unit volume, if linear elastic deformations were present up to the maximum shear stress o-12 ,y(x2 , 0). 
Introducing the mobilization factor and the generalized strain defined by (3-305) in (3-301), the differ­
ential equation specifying the development of the damage indicator can be written 

D(t) = J(D) QX(t) (3 - 306) 

where the following non-dimensional function has been introduced 

f(D) = o-12,y(t) = JJ(t) 
o-12,y (0) JJ(O) 

(3- 307) 

As seen, the consecutive deterioration of the strength and the stiffness have been related to the damage 
parameter through the non-dimensional function f(D). The validity of (3-306) has been verified in fig. 
3-32, where the value of E(t) at liquefaction has been measured for 6 cyclic tests performed at different 
stress amplitudes qa. Under complete liquefaction corresponding to D( t) = dcr the shear strength 
vanishes, so f(D) -t 0 as D -t dcr· An appropriate assumption for the unknown function f(D) then 
IS 

1- ..!2.... 

{ 
( )

I 

f(D) = 0 dcr 
D < dcr 

(3- 308) 

Equation (3-208) does not describe the test results in full detail, and the value of I has to be estimated 
by experience. I seems to vary in the interval]0.5, 2.0]. To omit the problem of specifying this parameter 
the following linear expansion will be applied 

1 
D4234 = -­

dcr 
(3- 309) 

In the numerical example simulation results based on (3-308) with I= 0.5 will be compared with the 
analytical results obtained using (3-309) Insertion of the expansion (3-309) into (3-306) provides a 
polynomial expansion similar to (3-270). The major difference is that (3-206), (3-309) is a polynomial 
expansion of the original system, whereas (3-270) is a polynomial expansion of an equivalent system, 
which will produce the same moments as the original system up to some order under certain specified 
conditions. 
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The indicated damage indicator may be used in a reliability analysis in the considered context of 
ordinary stochastic differential equations, if the sublayer continuum is appropriately discretized. In 
this connection the following shape functions for the shear stress and for the shear strain may be used 

( ( IJ(h,D))) '() o-12(x2 ,t)=o-12(0,t) 1- 1-IJ(O,D) ~ ~~ (3- 310) 

e12(x2, t) = e12(0, t)~'(~) (3 - 311) 

~(e) is a non-dimensional shape function, fulfilling the boundary conditions ~(0) = ~'(1) = 0, and 
normalized so ~'(O) = 1. ~'(0 signifies the derivative with respect to e. In (3-310) the shear modulus 
IJ(z2 , D) has been assumed to vary linearly between a minimum value IJ(h, D) at the free surface to 
the maximum value IJ(O, D) at the surface of the bedrock, i.e. 

( ( 
IJ(h,D)) x2) 

J'(X2, D)= IJ(O, D) 1 - 1- IJ(O, D) h (3- 312) 

The equation of motion for the shear layer reads 

(3 - 313) 

where p is the mass density of the soil, and the indicated approximation for the displacement field 
follows from integration of (3-311). Next, (2-313) is multiplied with the variational field followed by an 
integration over [0, h], resulting in the SDOF equation of motion 

2 .. (0 t) + 2 o-12(0, t) - - ao .. (t) 
e12 ' wo IJ(O, 0) - h ug (3- 314) 

where ao is the mode participation factor and wo is the circular eigenfrequency of the sublayer defined 
as 

1 

J~Ce>de 
0 (1.180) ao = = 1 

(3- 315) 

J ~2(~)~ 
0 

(3- 316) 

In (3-216), the fraction %f~:~J has been assumed constant and equal to its initial undamaged value 

t~~:~} as a further assumption. As shape function the first undamped eigenvibration mode is used, 
fulfilling the eigenvalue problem 

ie ( (1 - (1 - Zf~:g})e) fe~<o) (3-317) 

~(0) = ~'(1) = 0 , ~1(0) = 1 
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The results for a0 and w5 in the outermost right-hand brackets of (3-315) and (3-316) relate to solution of 
. 2 

(3-317) for ~~~;~~ = /0 . Notice that the product ,..f;,o) w5 in (3-317), and hence~(~), is independent 

of ,..[;,~) as follows from (3-216). Finally, upon eliminating e12(0, t) and <Tt2(0, t) in favour of the 
generalized strain X(t) and the mobilization factor Q(t) at the surface of the bedrock, (3-314) can be 
written in the form ( 3-4 7) as follows 

X(t) + w~f(D)Q(t) = F(t) (3- 318) 

F(t) = - ao J.I(O, 0) . ug(t) 
h O"t2,y (0, 0) 

(3- 319) 

It is interesting to compare (3-318) to the SDOF model (3-75) for RC-structures . In both cases the 
hysteretic fraction (1 - a) of the restoring force is dependent on the damage parameter. However as 
specified by f(D), the hysteretic fraction has the opposite variation from 1 to 0 in the present case as 
the liquefaction develops. 

Nielsen, Thoft-Christensen and Moust Jakobsen (1989) applied the described dynamic model (3-48), 
(3-51), (3-306), (3-318) to a reliability analysis of the problem defined in fig. 3-30. The loading 
process F(t) was modelled by the non-stationary white noise filtration (3-259), {3-260), (3-265) with 
the following parameters of the output equation (3-259) and amplitude of the intensity function (3-265) 

Po = 0 
ao J.L(O, 0) 

P1 = --
h 0"12,y (0, 0) 

(3 - 220) 

The specified expressions for po and Pl mean that the auxiliary variable Y(t) in {3-259), (3-260) can be 
identified directly as the bedrock acceleration u9 (t). The indicated expression for do implies, that the 
stationary surface bedrock accelerations at stationary white noise excitation become equal to u~ . The 
constitutive equation for the hysteretic component Q(t) was approximated with the following equ~valent 
linear expansion, cf. (3-246) 

(3 - 321) 

Equivalent linearization of the Bouc-Wen model was first suggested by Wen (1980), who applied a 
Gaussian closure scheme for the evaluation of the equivalent expansion coefficients, leading to (3-249). 
In the present case the 2-dimensional version of the Hermite moment neglect closure scheme (3-196) 
at the order N = 2 has been applied instead. (3-309) was truncated at the indicated 1st order level, 
resulting in a cubic expansion of (3-306). The resulting moment equations (4-352) were closed at the 
order N = 4 by means of an ordinary cumulant neglect closure scheme. 

To verify the obtained results, a numerical Monte-Carlo simulation has been carried out. Generation of 
realizations of a broad-banded zero mean Gaussian process was performed by the method of Penzien , 
Clough and Penzien (1974). The integrated dynamic system (3-51), (3-52), (3-262), (3-306), (3-308), 
(3-318) was solved by a 4th order Runge-Kutta scheme, with the initial conditions Z(O) = 0 . The time 
step was selected as 6t = fg-, To = ~~ being the period of linear, undamped eigenvibrations. The 
sample size of ensemble response time-histories was 1000. 

The following data in agreement with test results have been used in the numerical study 

wo = 11.06 s-1 

p = 1850 kgjm3 

J.L(O, 0) = 2.18. 108 Pa 
/3 = 1.0 
b = 0.2 
q1 = 14.25 s-1 

, ao = 1.180 
I= 0.5 

, J.L(h, 0) = 2.18 · 107 Pa 

' "'= 0.0 
1 Tm =1 S 

, q2 = 242.1 s-2 

h = 30.5 m 

1 dcr = 119 
, <T12,y (0, 0) = 1.21 ·105 Pa 

n = 0.5 
, u~ = 4.5 m/s2 

g 

(3- 322) 
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Fig. 3-33: Time-dependent standard 
deviation of normalized strain, ux(t). 
Nielsen, Thoft-Christensen and 
Moust Jakobsen (1989). 
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Fig. 3-35: Time-dependent mean value 
function of damage component, JJo(t). 
Nielsen , Thoft-Christensen and 
Moust Jakobsen (1989) . 
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Fig. 3-37: Time-dependent skewness 
of damage parameter, Sko(t). 
Nielsen , Thoft-Christensen and 
Moust Jakobsen (1989). 
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Fig. 3-34: Time-dependent standard 
deviation of mobilization factor, CTQ (t ). 
Nielsen , Thoft-Christensen and 
Moust Jakobsen (1989). 
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Fig. 3-36: Time-dependent standard 
deviation of damage component , u 0 (t). 
Nielsen, Thoft-Christensen and 
Moust Jakobsen (1989). 

t 
To 

169 



~-----------------------------------------
170 

In the figs. 3-33 - 3-37 time dependent response statis.tics for X(t) , Q(t) and D(t) have been shown. 
Curve a indicates results obtained by Monte Carlo simulation and curve b results from equivalent 
polynomial expansion. Time has ·been normalized with respect to the period of linear eigenvibrations 
To = h. Fig. 3-33 shows the time dependence of the standard deviation of X(t) . Apparently, 

wo 
equivalent linearization underestimates the variance response of the normalized strain X(t), confirming 
the similar observations in examples 3-3 and 3-5. In fig. 3-34 the standard deviation of the mobilization 
factor Q(t) is shown. Again, in agreement with previous observations equivalent linearization produces 
results in acceptable agreement with simulation for this quantity. Q(t) indicates the shear stress 
normalized to the present shear strength. Hence, the slight decrease of uq(t) with time is not due to 
the deterioration of the shear strength, but should be attributed to the the decreasing intensity of the 
excitation process, cf. (3-265). Figs. 3-35 - 3-37 show the time dependence of the mean value function, 
the standard deviation and the skewness coefficient of the damage indicator D(t). The latter quantity 
is defined as Skv(t) = E[{D(t)- J.lv(t)) 3]/u1(t). A good agreement between semi-analytical and 
simulated results is obtained for the mean value function and for the standard deviation, whereas the 
semi-analytical values for the skewness coefficient are only acceptable for ,J.

0 
> 8. This verifies that a 

precise modelling of the f(D) is not nescessary, as long as only the lower-order momemts of D(t) are 
requested. The considered severe earthquake with u11~ = 4.5~ causes mean damage values larger than 
dcr = 119 a.t the end of the considered interval, indicating a. high risk for liquefaction. 

In the present example it was demonstrated that liquefaction in saturated sand deposits under earth­
quake excitation is highly correlated to the accumulated dissipated energy in the soil. Secondly, it was 
demonstrated that the hysteretic behaviour of the so-called mobilization factor may be modelled by a 
Bouc-Wen model with parameters that apply to all tests and to all considered sorts of sand. Finally, a 
SDOF model for the sublayer was formulated, with cubic polynomial expansion of the damage equation 
based on a linear expansion of the function f(D), and an equivalent linear expansion of the Bouc-Wen 
constitutive equation. The accelerations of the bedrock surface was modelled by a non-stationary 
rational filtration of Gaussian white noise. 

The indicated SDOF model is primarily aimed at a relatively crude modelling of single layered deposits. 
A MDOF generalization, aimed at more accurate modelling of single layer or multilayered subsoils, was 
devised by M111rk and Nielsen (1990). 

Example 3-7: Modified cumulant neglect closure of two-well potential oscil­
lator and modified closure scheme for the Bouc-Wen oscillator 

In this example the modified cumulant neglect closure scheme for the two-well potential problem will be 
compared to the results obtained by ordinary cumulant neglect closure scheme at the orders N = 2, 4 
for the parameter values 2/~0 

2 = 1, wo = 1, ( = 0.01. w
0

m 

fx (x)crx •.•• r-----------------, 

o .•• 

•••• 
.... 
0.10 

1\ 

f \- Modified CNC 
I I 
I I 
I I 
I 1 
I I 

•••• L--..::.z...,_ _ ___;,._._ __ __........._ __ ....... ...:.-_ _. 
-7.10 -I.U •••• •••• 7 .•• 

Fig. 3-38: Stationary probability density function of displacement component of two-well potential 
SDOF oscillator and equivalent replacements at closure at the order N = 2. ~ = 1, w0 = 1, 

2(w0 m 
( = 0.01. Koyliioglu and Nielsen (1996). 
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Fig. 3-38 shows with unbroken line the exact stationary marginal pdf fx(:x) of the displacement 
component X(t) for the modal value :ro = ffi . Besides, the modified cumulant neglect approximation 
fx (:r) = -2 

1 
( <p( tl=.o.) + <p( ~) ), er~ = cr2x 0 - z6, as well as the Gaussian closure approximation o-v o-v o-v , . 

fx (;r;) = - 1 -<p( _ x_) is shown. ux2 
0 of the replacements have been determined from the modified and 

o-xo o-xo ' 
ordinary clo~ure approximations (3-201) and (3-200) . For the present case these become u~.o = 10.0333 

and u~.o = 4.1387, respectively. For comparison the exact stationary variance is a~,o = 8.7136. Hence, 
at the order of closure N = 2, (3-201) represents a significant improvement compared to (3-200). 

a) a~(t) J 
I 

b) (J'~ (t) u r--------------, 

FEM lt 

~-.~~---------------1 
Sixth Order Cumulant Neglect • 
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u 11 •• 
•• " .. >0 wot 
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Fig. 3-39: Non-stationary development of displacement variance. a) a~ (t) versus time for ordinary 
cumulant neglect closure at the orders N = 2, 4, 6 compared to exact solution , Bergman et al. (1994). 
b) crx2 (t) versus time for modified cumulant neglect closure at the order N = 2. (,.~a 2 = 1, w0 = 1, 

2 w
0

m 
( = 0.01 . Koyliioglu and Nielsen (1996). 

In fig. 3-39a the development of the non-stationary displacement variance predicted by ordinary cu­
mulant neglect closure is shown in comparison with the exact solution obtained by a Petrov-Galerkin 
variation of the Fokker-Planck equation. As seen, no convergence to the exact result is achieved. Fig. 
3-39b shows the corresponding result obtained by the modified cumulant neglect closure scheme. 

a) u2 
X •• .. 

" 
,. 

• 
• • • 

:xo 
• • • 

b) (J'~ ••r-----------------------------~ .. 

• 
• • 

:xo 

Fig. 3-40: Stationary displacement variance u~.o as a function of the modal value zo . a) Closure at 

the order N = 2. b) Closure at the order N = 4. 2/~0 
2 = 1, wo = 1, ( = 0.01. Koyliioglu and w

0
m 

Nielsen (1996). 

Fig. 3-40 shows the results for the modified and ordinary cumulant neglect closure in comparison 
with the exact solution as a function of the modal value zo. The modified cumulant neglect closure 

.. 



I 

I ! 

172 

solutions as obtained from (3-201) are much closer- to the exact solution than the ordinary cumulant 
neglect closure solutions for all values of zo . However, convergence of the modified cumulant neglect 
closure to the exact solution is slow. Apparently, the significant improvement of the modified cumulant 
neglect closure is already present at closure at the order N = 2, and is caused by the more realistic 
representation of the tentative joint pdf applied in this scheme. 

Monte Carlo simulation Modified closure, order N = 2 Gaussian closure, Wen (1980) 

0.662 0.5568 0.6932 

Table 3.4: Bouc-Wen oscillator. Stationary standard deviation (1'x,o of displacement. 

Next, the Bouc-Wen oscillator (3-47) , (3-48) , (3-51) exposed to stationary Gaussian white noise is 
considered . The parameters of the oscillator are (o = 0.01, a= 0.05, f3 = -y = 0.5 n = 1, qy = 0.35 and 

"i0 
2 = 1.0, and the system is assumed at rest at the timet= 0 with the initial conditions Zo = 0 . 

2(w0 m 

In table 3.4 the results obtained by Monte Carlo simulation, by the Gaussian closure scheme and by 
the modified closure scheme (3-205) closed at the order N = 2 are shown. The stationary result for the 
Gaussian closure scheme was obtained as the transient values after elapsed time 30T0 • For the modified 
scheme the results were calculated by means of a Newton iteration scheme from the stationary moment 
equations with the left-hand sides of (3-329) set equal to zero. The indicated result is similar to that 
of the two-well potential problem. Substantially improved results are obtained if the applied closure 
scheme reflects the physics of the considered problem. 

Ordinary closure schemes such as the cumulant neglect closure, the Hermite moment neglect closure 
scheme, the quasi moment neglect closure scheme will definitely converge to the correct result, if the 
underlying assumed joint pdf as specified by the expansions (3-192), (3-194), (3-196) converge to the 
actual joint pdf. Basically, these expansions are specified as deviations from a Gaussian or almost 
Gaussian distribution. For multi-peaked problems or even joint pdfs of the mixed type with discrete 
probability components the convergence of these essential mono-modal series expansions is slow or non­
existing, which explains the poor performance of these methods in such problems. Instead, the closure 
scheme should reflect the physics of the considered problem as demonstrated in the considered exam­
ple. The main drawback of modified closure schemes is the more involved mathematical formulations 
required . 

The modified closure scheme for the two-well potential problem was formulated by Koyliioglu and 
Nielsen (1996). The modified Hermite moment neglect closure scheme applied in the Bouc-Wen problem 
is due to Nielsen and Koyliioglu (1997) . 
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3 .3.3 Compound Poisson process driven systems 

Using the Kolmogorov backward operator (3-125) in (3-172) and (3-173) the following 
differential equations for the mean value and for the joint central moments are obtained 
for dynamic systems exposed to an n4 dimensional compound Poisson process {V(t), t E 

[0, oo[} as defined in section 3.1.1.2. 

d n4 

dtJJ.i(t) = E [ci (Z(t), t) J + L Va(t)E [Pa] E [ Ci (Z(t), t) J 
a=l 

ft Aij(t) = 2 { E [c?(Z(t), t) ZJ(t) J}., + 

a~l Va(t)E[Pa]2 { E [e?a(Z(t), t)ZJ(t)]} 
9 

+ 

a~l Va(t)E [P;] E [ Cia (Z( t), t) Cja (Z( t), t) J 

ft-\i;k(t) = 3 { E [c?(Z(t), t)ZJ(t)Z2(t)]} 
11 

+ 

a~l Va(t)E[Pa]3 { E [e?a(Z(t), t)ZJ(t)Z2(t)]} 
11 

+ 

a~l Va(t)E [P;] 3 { E [eia (Z(t), t)eja (Z(t), t) Z2(t) J} 
11 

+ 

f
1 
Va(t)E ( P~J [ eia (Z( t), t)e;a (Z( t), t) Cka (Z( t), t) J 

ft Aiikl(t) = 4 { E [c?(Z(t), t)ZJ(t)Z2(t)Zf(t)]} s + 

a~l Va(t)E[Pa]4 { E [e?a(Z(t), t)ZJ(t)Z2(t)Zf(t)]} 
9 

+ 

~ va(t)E[P;]6 { E [eia (Z(t), t)e;a (Z(t), t)Z2(t)Zf(t)]} + 
a=l s 

a~l Va(t)E[P~]4 { E [eia(Z(t), t)e;a (Z(t), t)eka(Z(t), t)Z?(t)]} 
11 

+ 

a~l Va(t)E [P~] [eia (Z(t), t)eja(Z(t), t)eka (Z(t), t)ela (Z(t), t)] 

ftAi 1 ••• iN(t) = N { E [c?
1 
(Z(t), t)Zf

2
(t) .. · ZfN(t)]}., -

0~1 va(t)E (Pa] N { E [ei 1 a(Z(t), t)] Ai2 ... iN(t)} s + 

(3- 323) 

k~l a~l Va(t)E[P!] (~) { E[ei1 a(Z(t), t) · · · eiea(Z(t), t)ZfHt (t) · · · ZfN(t)]} 
11 

(3- 324) 

(3-324) are valid for all impulses for which the moments E [P:] for a = 1, ... , n4 exist . 
FUrther, in (3-324) the centralized drift vector (3-238) has been introduced, as well as 
the centralized diffusion vector defined as 

............................................ ~, 
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e0 (Z(t), t) = e(Z(t), t) - E [e(Z(t) , t) J (3- 325) 

In case of scalar compound Poissonian excitation, and the diffusion terms is state inde­
pendent (3-323) and (3-324) reduce to 

!f.li(t) = E [ci(Z(t), t)] + v(t)E[P]ei(t) 

! >.ii(t) = 2 { E [ c?(Z(t), t)ZJ(t))]} ~ + v(t)E (P2
) ei(t)ej(t) 

!Aijk(t) = 3 { E[c?(Z(t),t)ZJ(t)Z2(t)] L + v(t)E[P3]ei(t)ej(t)ek(t) 

! Aijkl(t) = 4 { E [c~ (Z(t), t)ZJ(t)Z2(t)Z2(t)]} s + 

v(t)E [P2
] 6 { ei(t)ej(t)>.kl(t)Js + v(t)E [P4

] ei(t)ej(t)ek(t)el(t) 

!Ai1 .•. iN(t) = N { E[c~1 (Z(t), t)Zf2 (t) · · · ZfN(t)]} s + 

t v(t)E[P'] (~) { e;, (t) · · · e;, (t)-';•+• . . iN (t)}, 
k=2 

(3- 326) 

In case of cubic polynomial expansions of the drift vector and the centralized drift terms 
in the centralized state variables, as given by (3-240) and (3-241) , (3-326) become 

ftl'-i(t) = Ai + Cimn>-mn + Dimnp>-mnp + v(t)E [P] ei(t) 

:t Aij(t) = 2{ BimAmj} 
9 

+ { CimnAmnj} s + 2{ DimnpAmnpj} s + 
v(t)E [P 2] ei(t)ej(t) 

ft Aijk(t) = 3{ BimAmjk} 
3 
+ 3{ Cimn(Amnjk - AmnAjk)} 

3 
+ 

3{ Dimnp(Amnpjk- AmnpAjk)} 
3 
+ v(t)E[P3

] ei(t)ej(t)ek(t) 

:t Aijkl(t) = 4{ BimAmjkl} 
3 
+ 4{ Cimn(Amnjkl- AmnAjkl)} 

3 
+ 

4{ Dimnp(Amnpjkl- AmnpAjki)} s + v(t)E (P2 ]6{ ei(t)ej(t)>.kl(t)} ~ + 
v( t )E [ P 4

] ei( t)ej (t)ek( t)e1(t) 

(3-327) 
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Again, in (3-327) the summation convention has been used for simplicity, with the 
dummy indices ranging from 1 ton. For a linear system (Cimn = Dimnp = 0), (3-327) 
is automatically closed at any order of truncation. Hence, the response moments of a 
linear system driven by a compound Poisson process can be calculated with arbitrary 
accuracy. For any non-linear system identical closing problems appear as encountered 
for Wiener process driven systems. 

For hysteretic systems exposed to compound Poisson process driven systems the equiv­
alent polynomial expansion technique for the non-analytical and non-linear drift vector 
may be used in the same way as explained in section 3.3.2 for Wiener process driven 
systems. 

Example 3-8: Duffing oscillator subjected to a train of filtered Poisson driven 
pulses 

Consider the dynamic response of the Duffing oscillator {3-44) with the loading process {F(t}, t E 
(0, oo[} obtained as the output process from a filtration through a rational fil ter of the order ( r , s) = {0, 2) 
of a homogeneous compound Poisson process {V(t}, t E (0, oo(} with mean arrival rate v . Then the 
drift vector becomes cubic polynomial and the moment equations {3-327) apply. The idea of the present 
example is to demonstrate the applicability of the modified cumulant neglect closure scheme (3-234), 
(3-235) at closure of the moment equations {3-327) at the order N = 4. 

The equations of motion are given by {3-52) with the following definitions of the state vector, diffusion 
vector and drift vector 

[ 

X(t) l 
Z(t) = ~g] 

Y(t) 

d(t) = e (t) = m (3 - 328a) 

c(Z(t))= [-~~X-wi(X+eX3)+~Y] 
-q1 Y- q2Y 

(3- 328b) 

Introducing centralized state variables in (3-328b) a cubic polynomial expansion of type (3-240) IS 

obtained. The non-zero tensor components become 

A1 = J.l.2 

A2 = -2(WoJ1.2- w~(J.I.i + ~J.I.n + ~J.I.3 
A3 = J.l.4 
A4 = -qlJ.I.4 - q2J1.3 

B12 = 1 
B21 = -w5(1 + 3~JJ.D , Bn = -2(wo , B23 = ~ 
B34 = 1 
B43 = -q2 , B44 = -ql 

{3- 329) 
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The following methods have been investigated: 

a : Monte Carlo simulation. 

b: ordinary cumulant neglect closure scheme at the order N = 3. 

c: ordinary cumulant neglect closure scheme at the order N = 4. 

d: ordinary cumulant neglect closure scheme at the order N = 5. 

e: modified cumulant neglect closure scheme at the order N = 4. 

The generation of time histories for the Monte-Carlo simulation approach has been performed in the 
following way. Assume that an impulse arrives at the time ti, where a sample Pi of the mark variable 
Pis generated . The impulse strength P =Pi causes a jump of the state vector of magnitude ~Z(ti) = 
Z(tt) - Z(ti) = e(t)pi. Next, a sample of the following impulse arrival time ti+1 is generated, using 
that the interarrival times of a homogeneous Poisson counting process is exponentially distributed with 
mean value t. The system then performs eigenvibrations in the interval ]ti, ti+1 [, with the initial 
values Z(tt ) . The eigenvibrations of the dynamic system (3-52), (3-328) are solved by a 4th order 

Runge-Kutta scheme, with the time step ~t = ~. To = ~: being the period of linear, undamped 
eigenvibrations. The sample size of ensemble response time-histories was 50000, from which the relevant 
response statistics were determined. 

The following system data are used in the example 

m = 1.0 , wo = 1.0 
Po = 1.0 , 91 = 4.56 

, ( = 0.05 
, 92 = 5.76 

, c = 0.5 } {3- 330) 

The indicated values for 91 and 92 correspond to a circular eigenfrequency of WJ = 2.4wo and a damping 
ratio of (J = 0.95 of the shaping filter. Hence, the filter is almost critically damped, and the filtered 
compound Poisson process {F(t), t E [O,oo[} given by {3-42) appears as a sequence of non-oscillating 
general pulses. The strength of the impulses is assumed to be Rayleigh distributed, P,...., R(u2 ), where 

the parameter u2 is determined, so ;,EV'
2

~ = 2/~
2 

2 = 1. This level of excitation implies the 
"'om "'om 

stationary variance u3c 0 = 1 of the corresponding linear oscillator exposed to an equivalent Gaussian 

white noise with the a~to-spectral density 21r11E[P2
]. Then, for c = 0.5 the linear part X(t) and non­

linear part cX3 (t) contribute equally to the restoring force of the oscillator, and the system should be 
classified as substantially non-linear. Two values of 11 are considered, namely 11 = 0.05w0 and v = O.lwo, 
corresponding to an average number of impulse arrivals of 0.171" and 0.271" per eigenperiod T0 • v = 0.1wo 
signifies in some sense a limiting case. If v is below this value the response of the system appears as 
highly non-Gaussian, Janssen and Lambert (1967) . 

Fig. 3-41 shows the results for the time-dependent variance of the displacement X(t) at the relatively 
high mean rate of impulses v = O.lwo, obtained for the ordinary cumulant neglect closure at the order 
N = 3, N = 4 and N = 5. Closure at the order N = 4 and N = 5 gives practically identical results for 
i > 2, where only the latter has been shown. As expected, the best result is obtained for closure at 
the order N = 5, but all approximations give acceptable results. Fig. 3-42 shows the time-dependence 
of the mean-value function for 11 = O.lwo . The results obtained by ordinary cumulant neglect closure at 
the order N = 4 have been compared to those obtained by the modified cumulant neglect closure at the 
order N = 4. The latter scheme improves the results substantially compared to simulation in the initial 
part of the excitation, where the modification of the joint pdf as given by (3-229) is most important. Fig. 
3-43 shows the corresponding time-dependence of the variance function. Results obtained by ordinary 
cumulant neglect closure at the order N = 4 have been compared to those obtained by the modified 
cumulant neglect closure scheme at the order N = 4. Again, substantial improvements are noticed in 
the initial phase. Fig. 3-44 shows the time-dependence of the mean value function at the lower mean 
arrival rate v = 0.05w0 . Ordinary and modified cumulant neglect closure schemes at the order N = 4 
have been compared. The ordinary cumulant neglect closure scheme becomes numerically unstable at 
~0 ~ 0.5 , whereas the modified closure remains stable. Finally, fig. 3-45 shows the corresponding 
results for the variance. 

.... 
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Fig. 3-41: Time-dependent variance 
of displacement response, 0"3c (t) . v = O.lwo . 
Iwankiewicz, Nielsen and Thoft-Christensen (1990). 
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Fig. 3-43: Time-dependent variance 
of displacement response, u3c ( t). v = 0.1 wo . 

Iwankiewicz, Nielsen and Thoft-Christensen (1990). 
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Fig. 3-45: Time-dependent variance 
of displacement response, u3c(t) . v = 0.05wo . 
Iwankiewicz, Nielsen and Thoft-Christensen (1990). 

177 
J.LX (t) 

0.14 (I 
I 11-c 
I 11 I 

0.1 I I 
I I 
I I 

0.10 I I I 
I .... I ··•. ...... '\ ..... ·"'~ /•. 
I 
I 

\!' ~ .. ·· ~J 

0.06 I 
I 
I 

0.04 I 
I 
If 

0.02 11 
'I 
~ 

0. 
10 

Fig. 3-42: Time-dependent mean value function 
of displacement response, 11-x (t ). v = O.lw0 

Iwankiewicz , Nielsen and Thoft-Christensen (1990) . 

/1-X (t) 
c 

0.09 

0.08 e 
0.07 

0 .06 

0.05 

,,-a 
t \ /\ /\ /\.r-.. ...... -

t.f 
0.04 

O.Ol 

0.02 

0.01 

o.oo 
0 

t ,~----~--~----~----~--~~--~--- To 
10 12 

Fig. 3-44: Time-dependent mean value function 
of displacement response, J.Lx(t). v = 0.05w0 . 

Iwankiewicz, Nielsen and Thoft-Christensen (1990). 



;· 

I 
' ' 
! 

I· 
I 
I • 
I 

~ · ' 

i 

178 

The general conclusion that can be drawn from th~se results is that the modified cumulant neglect 
closure scheme derived from the setting (3-229) provides more accurate predictions in the early phases 
of excitation and increases the stability of the numerical scheme. This improvement is especially 
pronounced if the mean arrival rate of impulses is very low, and the response is correspondingly non­
Gaussian. However, even the modified cumulant neglect closure scheme runs into numerical instability 
at sufficiently low mean arrival rates. In the present. example this was noticed around 11 :::: 0.01wo. 
Hence, moment equation methods for compound Poisson process driven systems are best applied at 
medium to high mean arrival rates of impulses. 

The present modified cumulant neglect closure scheme was devised by Iwankiewicz, Nielsen and Thoft­
Christensen (1 990). The first attempt to apply moment methods to geometrically non-linear dynamic 
systems driven by compound Poisson processes was made by lwankiewicz and Nielsen (1992a), using 
an ordinary cumulant neglect closure scheme. 

3-9: Reliability analysis of hysteretic systems driven by compound Poisson 
processes 

The aim of the present example is to demonstrate the applicability of the equivalent polynomial expan­
sion technique for hysteretic systems exposed to compound Poisson processes. The Bouc-Wen oscillator 
(3-47), (3-48), (3-51) is considered with various specifications for the excitation {F(t) , t E [0, oo[}. Fur­
ther, a reliability analysis will be performed, using the accumulated dissipated energy on the hysteretic 
component as the damage indicator, leading to the damage indicator differential equation 

.b(t) = QX(t) (3- 331) 

(3-331) corresponds to the general damage indicator format (3-261) with g(X, Q) = Q. 

In one case the loading process is given by an unfiltered homogeneous compound Poisson process with 
the mean arrival rate 11 . Then, the equations of motion of the integrated dynamic system is given by 
(3-52) with the following definitions of the state vector, the diffusion vector and the drift vector 

[

X(t) l 
Z(t) = X(t) 

Q(t) 
D(t) 

d(t) = e(t) = [ f ] 
( ( )) = [ -~":'oX -.w5(aX + (1- a)Q)l 

c Z t ~t(X , Q)X 
qx 

(3 - 332a) 

(3 - 332b) 

K(X, Q) is given by (3-51). In the other case the loading process is obtained from a filtration of the 
stationary compound Poisson process through a time-invariant rational filter of the order (r, s) = (0, 2). 
In this case the state vector, the diffusion vector and the drift vector can be written 

X(t) 0 
x(t) 0 

Z(t) = Q(t) 
d(t) = e(t) = 0 

(3- 333a) 
D(t) 0 
Y(t) 0 
Y(t) 1 

"" 

.............................. ----------•P• 



c(Z(t) ) = 

x 
-2(woX- w~(aX + (1- a)Q) + ~y 

~~:(X , Q)X 
QX 
y 

-q1 Y- q2Y 
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(3- 333b) 

The systems (3-332) and (3-333) will be analyzed by means of an equivalent cubic polynomial expansion. 
In the present case the right-hand sides of the damage differential equations are analytic and quadratic. 
Then, only ~~: (X , Q)X in the drift vectors is replaced by a cubic polynomial expansion, whereas the 
remaining linear or quadratic components are kept unchanged. Since, the system is non-zero mean the 
following expansion in the centralized state variables X 0 = X- E[X] and Q0 = Q- E [ Q] is appropriate, 
cf. (3-240) 

. 0 3 . 0 2 0 . 0 0 )2 ( 0 )3 
D3222(X ) + D3223(X ) Q + D3233X ( Q + D3333 Q (3 - 334) 

The expansion coefficients in (3-334) are determined by a least mean square criterion, leading to the 
following system of linear equations 

1 0 0 
A22 A23 

A a a 

symm. 

~~:(X , Q)X 
~~:(X,Q)xxo 
~~:(X , Q)XQ0 

~~:(X , Q)X(x0 )
2 

~~:(X, Q)XX0 Q0 

~~:(X , Q)X( qo )2 

.X22 

.X222 

Ana 

.X2222 

~~:(X, Q)X(X0 )
3 

~~:(X,Q)x(xo)2Qo 
~~:(X , Q)xxo(Qo)2 
~~:(X , Q)X(Qo)a 

A23 A33 .X222 

.X22a A23a .x2222 

.x233 .Xaaa .x2223 

.X2223 A2233 .x22222 

Ana3 .x2333 .X22223 

A3333 .x22233 

.x222222 

A223 A233 A333 A3 
A2223 A2233 A2333 B32 

A2233 A2333 .Xaaaa Baa 

.x22223 A22233 A22aaa Ca22 

-Xn2aa Anaaa .x23333 0323 

A22333 .x23333 Aaaaaa Caaa 

A22222a A222233 A22 2333 D3222 

.X222233 .x222333 .x223333 D3223 

A223333 .x233333 Da2aa 

A333333 D3333 

(3- 335) 

The expectations on the right-hand side of (3-335) as well as the unprovided joint central moments 
of the 5th and 6th order on the left-hand side are calculated by means of the following quasi-moment 
neglect closure scheme at the order N, cf. (3-194) 

/xq(Z , q, t) = ~,( Z, q; p(t), 1<(t)) {I+ t ;, . t p;, ;, ... ;, (t)H; , ;, ... ;, ( Z, q; p(t), 1<(tl)} (3-336) 

k=3 ' l • .. · ·•k=l 
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where n = 4 or n = 6 signify the dimension of the state vectors (3-332a) og (3-~33a). cp2 ( :i:, 9; p(t) , K(t)) 
indicates the bivariate Gaussian joint probability density function of [X( t), Q( t)], and H;1 ; 2 ... i k 

( :i:, q; p(t), K(t)) are the related multivariate Hermite polynomials defined from (3-182). Notice, since 
N = 4 that all joint quasi-moments /3;1 ; 2 ... ;/c (t) entering (3-336) are identical to the corresponding 
joint cumulants, cf. (3-180). The joint central moments of the 5th and 6th order may be evaluated 
analytically in terms of the parameters entering (3-336) . Analytical evaluation of the expectations on 
the right-hand side of (3-335) in terms of c,o(·) and~(·) can only be performed for integer values of n in 
the Bouc-Wen model (3-51). Closed form solutions for the case n = 1 have been derived by lwankiewicz 
and Nielsen (1992b). 

Results will also be derived for the equivalent linear expansion version, where only the linear terms 
are retained in (3-334). The equivalent linear expansion coefficients will still be calculated by (3-336) 
truncated both at the orders N = 2 and N = 4, where the former corresponds to Gaussian closure. 

The global moment equations of the equivalent cubic system is given by (3-327). The system is closed 
by an ordinary cumulant neglect closure scheme at the order N = 4 for both the equivalent linear ex­
pansion and the equivalent cubic expansion procedures with equivalent coefficients calculated by means 
of (3-336) truncated at the order N = 4. The ordinary cumulant neglect procedure is appropriate in 
the present case, since relatively high mean arrival rates are considered. However, in case of equivalent 
linearization with Gaussian evaluation of the expansion coefficients closure of the global moment equa­
tions at the order N = 2 is performed. Even though the cumulant neglect closure and the quasi-moment 
neglect closure schemes differ for the joint 6th order moments as seen from (3-180), the local closure 
scheme (3- 336) and the applied global closure scheme are consistent in the sense that modifications as 
specified by (3-229) for the discrete component of the underlying joint probability density functions , 
representing the probability of no impulse arrivals during the interval [to, t[, have not been performed in 
any of these cases. As learned from example 3-4, the modification for discrete probability components 
should be performed at the determination of the local equivalent polynomial expansion as well as at 
the closure of the global moment equations, if increased accuracy and stability are to be achieved. 

The results of the moment equation method will be compared to those obtained by Monte Carlo 
simulation. The generation of time-histories is performed in the same way as explained in Example 
3-8. The eigenvibrations of the dynamic systems (3-52), (3-332), (3-333) are solved by a 4th order 
Runge-Kutta scheme with the time step ~t = ~. To = ~~ being the period of linear, undamped 
eigenvibrations. The size of ensemble response time-histories is 50000, from which the relevant response 
statistics are determined. 

The following system data are used in the example 

m = 1.0 , wo = 1.0 , ( = 0.01 , a =0.05 } 

(3- 337) {3 = 0.5 , 'Y = 0.5 n = 1 

po = 1.0 , q1 = 4.56 , q2 = 5. 76 

The filter constants 91 and 92 are identical to those used in example 3-8 with the consequence that the 
filtered compound Poisson process {F(t), t E [O,oo[} applied to the system defined by (3-52), (3-333) 
appears as a sequence of non-oscillating general pulses. 

For the system defined by (3-52), (3-332) two different distributions for the impulse strength P are 
considered . In the 1st case Pis assumed to be Rayleigh distributed, P,.... R(u2 ), where the parameter 
u 2 is determined from E[P2] = 2u2 . In the 2nd case P = R- E[R], R,.... R(u2 ), which implies E[P2] = 
4

; .. u 2 . u 2 of the various distributions and the mean arrival rate of impulses, v, are next specified, 

so "(E\('
2

~ = 57!'. For the present example, as defined in (3-337), this corresponds to vu2 = 0.17!' or 
4 w

0
m 

vu2 = ~~;, respectively. Notice that the indicated level of excitation causes a stationary variance 
u3c 

0 
= 57!' of the linear oscillator exposed to an equivalent Gaussian white noise with the auto-spectral 

' 

• 
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density 2nvE[P2 ). The modification of the setting ·cri 0 = 1 used in previous examples has been 
performed in order to make direct comparison with the zero mean and non-zero mean equivalent 
linearization results of Wen (1976) and Baber (1986) for the white noise excitated problem, identical 
to equivalent linearization of the present system with Gaussian evaluation of the equivalent linear 
expansion coefficients and with zero mean and non-zero mean impulse strengths, respectively. Hence, 
a mean excitation of vE[P] = vcr.Jf = 0.8 is used in the non-zero mean case equal to the one used 
by Baber (1986), leading to a mean arrival rate of impulses as high as v = 1.297wo, or 8.149 impulses 
per linear eigenperiod To on average. It is known that the Poisson distributed train of impulses tends 
to a Gaussian white noise as v-> oo in such a way that vE[P2 ] is kept constant. Another of the ideas 
of the example is to demonstrate the effect of substituting a compound Poisson driven systems by an 
equivalent white noise excitation. It is shown that for strongly non-linear hysteretic systems as the 
present significant deviations in the displacement response may occur even with the indicated relatively 
high impulse arrival rate. 

The obtained results have been shown below in figs. 3-46 - 3-57 versus the non-dimensional time ,].
0

• 

The solid line represents simulation, the dash-dotted curves denote the results obtained by equivalent 
statisticallinearization with the closure scheme (3-334). The dashed curve represents equivalent cubic 
expansion, and the dotted curve indicates the results obtained by Gaussian white noise, i .e . global clo­
sure at the order N = 2 and equivalent linearization with Gaussian evaluation of expansion coefficients. 

Figs. 3-46, 3-47 and 3-48 show the time-dependent mean value functions of the displacement, the 
hysteretic component and the damage indicator for the case of non-zero mean impulse strengths. All 
considered methods give acceptable results for these quantities, although the white noise approximation 
is overestimating the mean value of the hysteretic component somewhat at larger excitation intervals. 
Since, E[X(t)] = E[X(t)] = 0 in the stationary state as t-> oo it follows that w~(aE[X(t)] + (1-
a)E[Q(t)J) -> vE[P) As seen from (3-347), lim E[Q(t)] ::: 0 and so lim E[X(t)] ::: vE~P] :::::: 16 as 

m aw
0

m 

t-> 00. 

Figs. 3-49, 3-50 and 3-51 show the corresponding results for the time-dependent variances of the 
displacement, the hysteretic component and the damage indicator. The equivalent linearization schemes 
clearly underestimate the variances of the displacement and the hysteretic component, but are still 
qualitatively in agreement with the simulation result. However, the variance predictions for the damage 
indicator obtained by the linearized schemes are completely wrong. Instead of predicting an increasing 
variance similar to the one observed for station.;ry white noise excitation of hysteretic systems, cf. figs . 
3-19 and fig. 3-36, a decreasing behaviour is predicted. Equivalent linearization technique will predict 
the exact variance, if all the expectation entering the mean least square criterion are evaluated from 
the exact joint distribution, as stated by the theorem on p. 143. The expansion (3-336) truncated at 
the order N :::::: 4 was thought of as a better approximation to the exact distribution than the normal 
distribution, and hence some improvements of the variance predictions were expected. However, since 
no such improvement is observed, it can be concluded that (3-336) truncated at the order N :::::: 4 is 
still not sufficiently accurate to accomplish any significant improvement. In contrast, the equivalent 
cubic expansion procedure with an ordinary cumulant neglect closure scheme gives accurate variance 
prediction of all three state variables. The relatively good agreement for the variance of the damage 
indicator is mainly due to the fact that the damage rate is quadratic in the state variable, and hence 
it is exactly represented by a cubic polynomial expansion. As already learned from examples 3-3, 3-4 
and 3-5 the characteristic behaviour of strongly non-linear hysteretic systems is h idden in the 4th order 
correlations, for which the equivalent cubic expansion is the consistent level of expansion. 

Figs. 3-52, 3-53 and 3-54 show the results obtained for the time-dependent mean value functions of the 
displacement, the hysteretic component and the damage indicator for the case of zero mean impulse 
strengths, E(P]:::::: 0. In this case one has the asymptotic behaviour of the mean values limE[X(t)]:::::: 
- 1 -;:a lim E[Q(t)J. With lim E(Q(t)] ::: -0.025, as seen in fig. (3-54), it follows that lim E(X(t)J ::: 
0.475. The Gaussian white noise case predicts E[X(t) = 0, coincident with the abscissa axis in fig. 3-
52. The observed non-zero mean values of the displacement response for the compound Poisson driven 
system are a consequence of non-zero higher order odd moments of the impulse strength in combination 
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with strong non-linearity of the oscillator (small value of a) , and represent a significant difference to the 
equivalent Gaussian white noise replacement. As seen in fig. 3-52, equivalent linearization based on the 
series (3-352) truncated at the order N = 4 gives qualitatively correct non-zero mean predictions of the 
displacement mean value, although the quantitative agreement is not good . An acceptable agreement 
with the simulation results is only obtained for the equivalent cubic expansion approach. 

Figs. 3-55 , 3-56 and 3-57 show the results for the corresponding time-varying variances. The equivalent 
linearization methods significantly underestimate the variances of the displacement and the hysteretic 
component compared to the simulation results, whereas the equivalent cubic expansion approach over­
estimates these quantities somehow. Again, the various equivalent linearization schemes were incapable 
predicting even qualitatively correct results for the variance of the damage indicator, and have been 
omitted in fig. 3-57. In contrast the results of the equivalent cubic expansion approach are in good agree­
ment with the simulation results. The irregular behaviour of the simulation results for the hysteretic 
components displays the absolute error of the Monte Carlo method with 50000 generated realizations. 

For the system (3-52), (3-333) driven by a filtered compound Poisson process the impulses are assumed 
to be non-zero mean Rayleigh distributed, P"' R(u2 ). The mean arrival rate and the parameter u are 
chosen as v = l.Owo and u = 3.708. This specific choice is based on evaluations similar to those given 
by (3-266), (3-267), and implies approximately the same mean value and variance for the displacement 
as obtained for the system (3-52), (3-332). 

The results obtained are shown below in figs . 3-58- 3-63. The solid line curves represent simulation, the 
dash-dotted curves denote the results obtained by equivalent statistical linearization with the closure 
scheme (3-334), and the dashed curve represents equivalent cubic expansion. No results are presented 
for the equivalent Gaussian white noise representation. 

Figs. 3-58, 3-59 and 3-60 show the time-dependent mean value functions of the displacement, the 
hysteretic component and the damage indicator. All methods considered give acceptable results for 
these quantities as expected from the similar results for the unfiltered case. Figs. 3-61, 3-62 and 
3-63 show the corresponding results for the time-dependent variances of the displacement, the hysteretic 
component and the damage indicator. Again , the equivalent linearization schemes clearly underestimate 
the variances of the displacement and the hysteretic component, and give completely misleading results 
for the damage indicator. The variance predictions of the equivalent cubic expansion are in much better 
agreement with the simulation results and are of the same quality as those of the unfiltered case. The 
calculation time for the various methods in comparison to those used for the Monte Carlo simulation 
was 0.88% for the equivalent linearization and 6% for the equivalent cubic expansion technique. 

The following conclusions may be drawn from the the study in this example. Both of the considered 
equivalent linearization schemes are able to predict the mean value function of the state variables 
with acceptable accuracy. However, the variances of the displacement and the hysteretic component 
are significantly underestimated, and the variance prediction of the damage indicator is completely 
misleading. Since, the results of the two equivalent linearization methods are of the same quality, 
the idea of using a Gram-Charlier type A expansion for the joint pdf in the one method in order to 
approximate the true distribution better, and hence achieve better results as suggested by the theorem 
on p. 143, does not work when the series is truncated at the order N = 4. In contrast the equivalent 
cubic expansion technique in combination with an ordinary cumulant neglect closure approximation 
provides accurate estimates of the mean value function and variance of all state variables, and seems 
to provide one of the best semi-analytical schemes available for the analysis of hysteretic system driven 
by compound Poisson processes. 

Further, it has been demonstrated that significant non-zero mean displacement responses may occur in 
hysteretic systems with small elastic restoring forces exposed to a compound process with zero mean 
impulses and non-zero odd moments of higher order, even at the relatively high mean arrival rate 
of impulses of v = 8~:9 • Hence, the replacement of compound Poisson process excitations with an 
equivalent Gaussian white noise on these conditions, as is often claimed to be legal, should be performed 
with caution. 



-
!Jx(t) 18 

16 

14 

12 

10 
8 

6 

4 

2 
t 

2 4 6 8 10 12 To 

Fig. 3-46: Mean value function of displacement 

response, IJX (t) . Non-zero mean case. 

Iwankiewicz and Nielsen (1992b). 

!Jo(t) 30 

25 

20 

15 

10 

5 

0 t 

0 2 4 6 8 10 12 To 

Fig. 3-48: Mean-value function of 

damage indicator, !Jo(t). Non-zero mean case. 

lwankiewicz and Nielsen (1992b). 
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Fig. 3-47: Mean value function of hysteretic 

component, 1-'q(t). Non-zero mean case. 

Iwankiewicz and Nielsen (1992b). 
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Fig. 3-49: Time-dependent variance of 

displacement response, ui (t). Non-zero mean case. 

lwankiewicz and Nielsen (1992b). 
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Fig. 3-50: Time-dependent variance of hys­

teretic component, u~ (t). Non-zero mean case. 

lwankiewicz and Nielsen (1992b) . 
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Fig. 3-51: Time-dependent variance of 

damage indicator, uh(t) . Non-zero mean case. 

lwankiewicz and Nielsen (1992b) . 
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Fig. 3-52: Mean value function of displace­

ment response, J.tx(t). Zero mean case. 

Iwankiewicz and Nielsen (1992b). 
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Fig. 3-54: Mean-value function of damage 

indicator, J.to(t). Zero mean case. 

Iwankiewicz and Nielsen (1992b). 
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Fig. 3-56: Time-dependent variance of 

hysteretic component, o-~ (t). Zero mean case. 

Iwankiewicz and Nielsen (1992b). 
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Fig. 3-53: Mean value function of hysteretic 

component, J.tQ(t). Zero mean case. 

Iwankiewicz and Nielsen (1992b). 
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Fig. 3-55: Time-dependent variance of displace­

ment response, <T~ (t) . Zero mean case. 

Iwankiewicz and Nielsen (1992b). 
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3.3.4 Compound renewal process driven systems 

A renewal counting process {Nr(t), t E]to , oo[} can be defined as a sequence of random 
time points t1, t2, ... , tn on the positive real line, such that the interarrival times I; = 
t; - t;_1, i = 2, 3,... are positive, mutually independent and identically distributed 
random variables. The point process is called an ordinary renewal counting process if 
the time I 1 = t1 measured from the origin to the first event has the same distribution 
as other time intervals h, I 3 , •.. , Cox (1962) , Cox and Isham (1980). This means that 
the counting starts at the time to after the arrival of the Oth impulse, which is not 
counted. If I 1 has a distribution different from other time intervals I; , the point process 
is denoted a general or delayed renewal counting process. In that case the time origin 
is placed arbitrarily. An ordinary renewal process can be defined equivalently as the 
sequence of positive, mutually independent and identically distributed random variables 
{h i = 1, 2, ... }. 

Let CJ t,t+~tJ signify the event of an impulse arrival during the interval ]t, t + .6-t] . For the 
ordinary and the general renewal processes the probability that a random point occurs 
in each of the disjoint intervals ]t1, t1 + .6.t1], ... , ]tn, tn + .6-tn] can be written 

{ 

fn ,o(tl, · · · , in).6.t1 · · · .6-tn + 0((.6-tmax)n+l) 
P(CJt1 ,t1 +~t1]n · · ·n C)tn ,tn+~tnJ) = 

fn,g(tb. · · ,tn).6.t1 · · · .6-tn + 0((.6-tmax)n+l) 

(3- 338) 

where .6-tmax = max(.6.t1, ... .6-tn)· fn,o(tl, . .. , tn) and fn ,g(t i, ... , tn ) signify the prod­
uct densities of the order n for the various definitions of the reneval process. These have 
identical meaning to the nth order crossing rates defined in section 2.1, which are actu­
ally product densities for underlying processes counting the number of specific crossing 
events. fn,o(th ... , tn) and fn,g(ti, ... , tn) may easily be expressed in terms of the 
product densities of the 1st order !I,o(t) and ft ,9(t) . With t1 < · · · < tn it follows from 
the assumption of mutually independent interarrival times that 

n 

P(CJt1 ,td~tt]n ' · ·nC]tn ,tn+~tnJ)=P(C]tt,tt+~tl]) IT P(C]t; ,t;+~t;J I Cj t;_ 1 ,t;_t+~t;_ 1J) ::::} 
i=2 

n 

fn ,o(ti, · .. , tn) = ft,o(ti) IT ft,o(t;- ti-I) (3- 339) 
i=2 

n 

fn,g(ih ... 1 tn) = ft ,g(ii) IT ft,o(i;- t;_I) (3- 340) 
i=2 

If the probability density functions of I1 and {I;, i = 2, 3, ... } are denoted fr
1 
(-) and 

fr(·), the 1st order product densities are obtained from the following integral equations, 
known as the renewal equations, Srinivasan (1974) 

t 

ft ,o(t) = /r1 (t) + j !I,o(t- u)fit(u)du (3- 341) 

0 
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t 

h,9 (t) = /J(t) + J h,9(t- u)/r1 (u)du (3- 342) 
0 

a) V(t) 

t 

b) V(t) x ..... ca(k- l,v) 

PR,2 = P2k 

Figur 3-64: Realizations of compound point processes. a) Compound Poisson process. 
b) Compound Erlang renewal process. 

Let the considerations be confined to the class of Erlang renewal processes, i.e. the 
ones for which the interarrival times Ii are independent, gamma distributed random 
variables, Ii "'G(k- 1, v), with the probability density function given by 

vktk-I 
fi(t) = (k _ 1)! exp( -vt) t>O k = 1,2, ... (3- 343) 

The case k = 1 corresponds to a negative exponential density function, hence it is 
the case of a Poisson process. Since, the gamma distributed random variable with 
parameters ( k - 1, v) has the same distribution as the sum of k independent, negative 
exponentially distributed random variables with parameter v, the events driven by an 
Erlang renewal process {Nr(t),t E]to,oo[} with parameter k can be regarded as every 
kth Poisson event, taken out of a stationary Poisson process {N(t), t E]t0 , oo[} with the 
mean arrival rate v, cf. e.g. Osaki (1992). Since, the increment of a Poisson counting 
process is independent, 11 is exponentially distributed with mean value ~, no matter if 
the Oth impulse has arrived at the time t0 or previous. Hence, the distinction between 
ordinary and general renewal counting processes becomes immaterial in this case. 

The idea is to recast the renewal-driven impulse process, or the excitation term of 
the dynamic system in such a way as to obtain a non-zero impulse magnitude for 
every k, 2k, 3k, ... Poisson event and zero magnitudes for all other Poisson events. The 

7 
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governing stochastic equations (3-119) can then be written in terms of the following 
stochastic integro-differential equations as follows 

dX(t) = a(X(t), t)dt + b(X(t), t)p(N(t)) j pM(dt, t, dp,p) (3- 344) 

1' 

As seen, the structural state vector, the drift vector and the diffusion vector have tem­
porarily been denoted X(t), a(X(t), t) and b(X(t), t), respectively. M(dt, t , dp,p) is a 
Poisson random measure, cf. (3-14), and p(N(t)) is the required zero-memory transfor­
mation of the Poisson counting process {N(t), t E]to, oo[} with the property 

( ) { 
1 , N(t) = k- 1, 2k- 1, 3k- 1, .. . 

p N(t) = l 
0 , e se 

(3- 345) 

The transformation satisfying the required property is found to be 

1k-1 ( '(N(t)+1)) 1k-1 
p(N(t)) = k ~ exp i21/ k = k ~ Uj(t) (3- 346) 

The equivalence of (3-345) and (3-346) follows from direct evaluation of the power series 
(3-346) in the quantity exp (i21r(N(t) + 1)/k) . Noticing, that Ui(t) = uz_i(t), where* 
denotes the complex conjugate, the right-hand side of (3-346) can be evaluated as 

k odd 

p(N(t)) = (3- 347) 

k even 

where 

( 
j(N(t)+1)) 

Ci(t) = Re(Ui(t)) =cos 27r k , j = 1, 2, ... , k0 - 1 (3- 348) 

Ck0 (t) = exp (i1r(N(t) + 1)) = ( -1)N(t)+
1 k even (3- 349) 

( 
j(N(t)+1)) 

Sj(t) = lm(Ui(t)) =sin 21r k , j = 1, 2, ... , ko- 1 (3- 350) 

ko = [ k; 1 J (3- 351) 

[·] denotes the integer part. Next, Ci(t) , Si(t) , j = 1, ... , k0 - 1, and Ck0 (t) in case of 
k even, will be considered as additional auxiliary new state variables , somewhat similar 

l ~--------------------· 
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to the auxiliary state variables introduced for the shaping filter (3-36), (3-37). This 
means that stochastic differential equations specifying the development of these new 
state variables must be formulated, which is done in the following few steps 

(
. j(N(t)+dN(t)+1)) (·

2 
j(N(t)+1)) 

exp z27l' k - exp 2 7l' k = 

The equivalence of the last two statements of (3-352) follows from the fact that the 
right-hand sides give the same result for both dN(t) = 0 and dN(t) = 1. 

Specifically, the equations for the real and imaginary parts become 

dCi(t) = [ci(t)( cos (27l't)-1)-si(t)sin (27l'f) ]dN(t), j = 1, ... ,ko-1(3-353) 

dCk0 (i) = -2Ck0 (t)dN(t) , k even (3- 354) 

The state vector augmented by these new variables is governed by the stochastic integro­
differential equations 

dZ(t) = c(Z(t), t)dt + J e(Z(t) , t,p)M(dt, t, dp,p) (3- 356) 

'P 

where for k even 

X(t) a(X(t) , t) 
Ct(i) 0 
St(t) 0 
C2(t) 0 

Z(t) = S2(t) c(Z(t), t) = 0 (3- 357) 

cko-1 (t) 0 

sko-1 (t) 0 

cko(t) 0 



i ! 

190 

e(Z(t), t,p) = 

and fork odd 

X(t) 
Ct(t) 
St(t) 
Cz(t) 

Z(t) = Sz(t) 

t ( 1 + 2 ki~1
1 

Ci(t) + Ck0 (t)) b(X(t), t)p 

C1(t) (cos (2rri) - 1) - S1 (t) sin (2rri) 

C1(t)sin (2rri) + StCt)( cos (2rrt) -1) 
C2(t)( cos(2rrt) -1) -Sz(t)sin(2rrt) 

C2(t)sin (2rrt) + Sz(t)( cos (2rrt) -1) 

cko-tCt)( cos (2rrko;l)- 1) - sko-t(t) sin (2rrko;l) 

cko-1 (t) sin (2rr ko;l) + sko-1 (t) (cos (2rr ko;l) - 1) 
-2Ck0 (t) 

a(X(t), t) 
0 
0 

c(Z(t), t) = 
0 

' 0 

Ck0 -I(t) 0 

Sko-I ( t) 0 

e(Z(t), t,p) = 

t ( 1 + 2 ki~1
1 

Ci(t)) b(X(t), t)p 

CtCt)( cos (2rrt) -1)- St(t)sin (2rrt) 

Ct(t)sin (2rrt) + StCt)( cos (2rrt) -1) 
Cz(t) (cos (27rf) - 1) - Sz(t) sin (2rrt) 

C2(t)sin (2rrt) + Sz(t)( cos (2rrt) -1) 

Cko-I(t)( cos (2rrko;l)- 1)- sko-I(t)sin (2rrko;l) 

cko-l(t)sin (2rrko;l) + sko-tCt)( cos (2rrko;l) -1) 

(3 - 358) 

(3- 359) 

(3- 360) 

The state vector Z(t), augmented by additional auxiliary state variables as governed 
by equation (3-356), is driven by a Poisson process, and hence forms a Markov vector 
process. The differential rule and the equations for joint central moments then follow 
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from (3-166) and (3-324) with the minor correction that only the components of the 
diffusion vector e(Z(t), t, P) belonging to the structural state variables are proportional 
to the impulse strength P. The resulting equations read 

df(Z(t), t) = of(~~t), t) dt + K~t [f(Z(t), t)] dt = of(z:tt), t) dt + 

tcj (Z(t), t) of(!;~), t) dt+ j V (z(t)+e(Z(t), t,p), t)-!(Z(t), t))M(dt, t, dp,p)(3-361) 
s=l p 

ft 1-l i ( t) = E [ c; ( Z ( t), t) J + v E [ e i ( Z ( t), t, E [ P]) J 

ft >.;i(t) = 2{ E [cHZ(t), t)ZJ(t)]} s + 
v · 2{ E [e?(Z(t), t, P)ZJ(t)] L + 

vE [ e; (Z(t), t, P) ei (Z(t) , t, P)] 

ft Aijk(t) = 3{ E [c?(Z(t), t) ZJ(t)Z2(t)]} s + 
v. 3{ E [e?(Z(t), t, P) ZJ(t)Z2(t)]} s + 
v. 3{ E [ei(Z(t), t, P)ei (Z(t), t, P) Z2(t)]} s + 
vE [ e; (Z(t) , t, P) ei (Z(t), t, P) ek (Z(t), t, P)] 

ft>.iikl(t) = 4{ E [c?(Z(t), t)ZJ(t)Z2(t)Zf(t)]} s + 

v. 4{ E [e? (Z(t), t, P) ZJ(t)Z2(t)Zf(t)]} 
8 
+ 

v. 6{ E [e; (Z(t), t, P)ei (Z(t), t, P)Z2(t)Zf(t)]} s + 
v·4E[e;(Z(t),t,P)ei(Z(t),t,P)ek(Z(t),t,P)Zf(t)] + 
v E [ e; (Z( t), t, P) ei (Z( t ), t, P) ek (Z( t), t, P) e, (Z( t ), t, P)] 

ft>.; 1 ... ;N(t) = N{E[c?1 (Z(t),t)Zf2 (t)···ZfN(t)]L­

v·N{E[ei1 (Z(t),t,P)]>.i 2 .. . iN(t)L + 

§!: v · (~) { E [e; 1 (Z(t), t, P) · · · e;,. (Z(t), t, P)Zf,.+
1 
(t) · · · ZfN(t)] } 

k=l s 

(3- 362) 

In case of low mean arrival rates of impulses it may be necessary to modify the applied 
closure scheme in order to take into consideration the probability that no compound 
Erlang impulses have yet excited the structure during the interval ]to, t[. The probability 
of no Erlang events, P(t, t0 ), is equal to the probability of less than k Poisson event. 
Hence, cf. (3-8) 
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k-l ( (t t )f 
P(t, t 0 ) = L v :! 0 

exp (- v(t- to)) 
n=O 

(3 - 363) 

Only the structural state vector components X(t) should be subjected to the modi­
fication, whereas the remaining auxiliary state variables, assembled in the subvector 
Y(t), are unchanged. Hence, the closure scheme (3-229) should be reformulated in the 
following way 

f{x}{Y}(x, y, t) = P(t, to)o(x-d(tlxo, to))f{v}(Y, t)+(l-P(t, to)) !{v}{Y}(x, y, t)(3-364) 

where P(t, t0 )) is given by (3-363) and d(tlxo, to)) signifies the eigenvibrations of the 
structural system (3-344). For polynomial non-linearities modified cumulant neglect 
closure schemes similar to (3-232), (3-233), (3-234) and (3-235) may be derived next. 

The moment equations for the special case k = 2 were originally devised by Iwankiewicz 
and Nielsen (1994). The theory presented, covering systems driven by an arbitrary 
compound Erlang process and using a completely different approach, is due to Nielsen, 
Iwankiewicz and Skjrerbrek (1996). 

Example 3-10: Excitation processes reducible to compound Poisson pro­
cesses 

Consider the point process {V(t), t E]to, oo[} with the increments 

dV(t) = p(N(t))dN(t) (3- 365) 

where p(N(t)) is a zero memory transformation of the homogeneous Poisson process {N(t), t E]to , oo[} 
with the mean arrival rate v. If p(N(t)) is given by (3-346) the Erlang process is obtained, for which 
it has just been demonstrated that introduction of the auxiliary state variables (3-348), (3-349) and 
(3-350) reduces the augmented dynamic system to a Markov system with the state vector given by 
(3-357) or (3-359) . In this example the conditions for such a reduction will be closer investigated. The 
product densities of (3-365) become 

fi(t) = vE[p(N(t))] 

f,.(tt, ··· ,t,.) = v"E[p(N(tt)) · · · p(N(t,.))] 

(3- 366) 

(3- 367) 

Introduce Yj(t) = p(N(t) + j - 1), j = 1, 2, . .. , as new auxiliary state variables. The differential 
equation specifying the development of these state variables can then be written 

dY1 (t) = p(N(t) + dN(t))- p(N(t)) = (p(N(t) + 1)- p(N(t)) )dN(t) => 

dYt(t) = (Y2(t)- Yt(t))dN(t) 

dY2(t) = {Y3(t)- Y2(t))dN(t) 
(3- 368) 
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(3-368) is proved in the same way as (3-352) , using that either dN(t) = 0 or dN(t) = 1. The hierarchy of 
differential equations (3-368) cannot be closed unless Yk+l (t) can be expressed in terms of the previous 
auxiliary state variables. As an example assume the following linear dependence 

(3-368) then attains the form 

dY1(t) = (Y2(t)- Y1(t))dN(t) 

dY2(t) = (Y3(t)- Y2(t))dN(t) 

ai ER 

(3-369) implies that p(N(t)) must fulfil the AR difference equation 

a1p(N(t)) + a2p(N(t) + 1) + · · · + ak+1P(N(t) + k) = 0 

The solution of (3-371) reads 

k 

p(N(t)) = L bj>.f(t) 

j=l 

where bj E C, and Aj denote the solutions of the characteristic equation 

(3 - 369) 

(3- 370) 

(3- 371) 

(3- 372) 

(3- 373) 

If i>.i I # 1 the corresponding term in (3-372) either extincts or explodes. Hence, in case the point process 
(3-365) is assumed to be homogeneous, it is necessary that the eigenvalues all have the magnitude 1, 
so 

>.i = exp (i"Yi) "Yi E R , j = 1, 2, ... , k (3- 374) 

The solutions of (3-373) are either real or complex conjugates in pairs. For a homogeneous point process 
all solutions of the former kind, save Aj ± 1, are excluded by the stationarity requirement, from which 
it follows that the most general expression fulfilling (3-371) has the appearance 

ko 

p(N(t)) = bo + 2 L ( Re(b;) cos ( "Yi N(t))- Im(bj) sin hi N(t))) + bko+l (- 1)N( t ) 

i=l 

(3- 375) 

bo and bko+l signify the coefficients in (3-371) related to the eigenvalues Aj = 1 and Aj = -1, and 
2ko denotes the number of complex eigenvalues with "Yj # 0. Imposing the extra conditions on the 
invariants a1, . . . , ak+l of (3-373) that only solutions of magnitude 1 are permitted , "Yi is related to 
a 1 , . . . , ak+l via a one-to-one correspondence. As seen from (3-346) the Erlang process follows from 
(3-372) upon specialization of the parameters b; and "Yi. 
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Upon insertion of (3-373) into (3-367) the following expression is obtained for the product densities 

k k 

I (tl t ) - vn ~ ... ~ b;· ... b;· E [_xN(tl) ... _xN(tn) ] = 
n > • • • > n - L.J L.J 1 n )1 )n 

k k 
it=l in=l 

v" L .. · L b; 1 • .. bin .X'Jn-1-Xjn-_21 .. · AJ8 Ah exp (v(tn - tn-I}(.X;n - 1)) 

it=l in=l 

exp(v(tn-1-tn-2)(>.;n.Xin- 1 -1)) ... exp(v(t1 -to)(>.;n>.in-t "' >.it -1)) (3- 376) 

where it has been assumed that t1 < t2 < · · · < tn. Consider an arbitrarily regular counting process 
with product densities fn(tl , ... , tn ). The eigenvalues with argument 'Yj and the coefficients b; as well 
as the order of expansion k may then be determined, so the right-hand side of (3-376) approximates the 
left-hand side up to a certain order. Next, from the obtained parameters 'Yi , the expansion coefficients 
ak in (3-369) are determined, and a closed system of auxiliary differential equations (3-370) is obtained . 
By then, an approximate representation of the actual counting process with an equivalent Poissonian 
process has been achieved . 

Example 3-11: Duffing oscillator exposed to compound Erlang process with 
k = 2, k = 3 and k = 4 

Consider the Duffing oscillator (3-44) with the following parameter values 

m= 1.0 w0 = 1.0 ( = 0.05 e = 0.5 (3- 377) 

The excitation process {F(t) , t E)O, oo(} is modelled as a compound Erlang process with the cases k = 2, 
k = 3, k = 4. In order to make meaningful comparison between these cases, the mean arrival rate v 
of the impulses will be adjusted so that f = lOwo. The impulse strengths are assumed to be Rayleigh 
distributed, P,...., R(u2 ), with u = 0.1. The stationary mean value and variance of the corresponding 
linear oscillator exposed to Poissonian impulses with the mean arrival rate f then become 

(3- 378) 

Hence, 1-'X,o = /f and ux,o = 1.0. Deviation of results obtained from these figures can be attributed 
partly to the non-linearity and partly to distributions of interarrival times different from the exponential 
distribution. To estimate the effect of non-linearities on the result the moments for a linear oscillator 
with e = 0 exposed to a compound Poisson process excitation with mean arrival rate v = 10w0 will 
also be calculated. 

The hierarchy of joint statistical moments (3-362) is truncated at the order N = 4. Since the drift terms 
c?(Z(t)) are cubic polynomial in the state variables, joint central moments of the 5th order appear in 
the equations for the 3rd order moments, and 5th and 6th order moments appear in the equations 
for 4th order moments. The mean arrival rate of Erlang impulses is as high as f = 10w0 = 2~;. In 
this case it is not necessary to modify the closure scheme according to (3-366), and the unprovided 
moments of the closure scheme are all obtained by means of the ordinary cumulant neglect closure 
scheme (3-193). 
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The results of the moment equation method are compared to those obtained by Monte Carlo simulation. 
The simulated results have been based on averaging over an ensemble of 32000 independent response 
realizations, each obtained by numerical integration of the governing equations of motion (3-52), (3-
332), (3-333). The interarrival times of the Erlang process between sequential impulses are generated 
as a sum of k mutually independent exponentially distributed random variables. The discontinuous 
change of the state vector due to the generated impulse strength, and succeeding eigenvibrations of 
the system until the arrival of the next Erlang impulse are performed in the same way as explained for 
compound Poisson driven systems in example 3-8. The eigenvibrations of the system between impulse 
arrivals were calculated by a 4th order Runge-Kutta scheme with the time step 6.t = fg-, To = ~ .. 
being the period of linear, undamped eigenvibrations. 

0 

The obtained results for the mean value function and the variance function of the displacement are 
shown in figs. 3-65, 3-66 and 3-70 for the cases k = 2, k = 3 and k = 4, respectively. The unbroken 
curves signify the approximate analytical results from the moment equation method, the dotted curves 
indicate the results from Monte Carlo simulation, and the dashed-dotted curve indicates the results for 
the linear oscillator, when exposed to an equivalent Poisson process. The first thing to notice is that the 
agreement between the approximate analytical results and the simulation results is very good. Secondly, 
the mean value functions are practically the same in all cases, meaning that this quantity is insensible to 
the distribution of the interarrival times. The variances, however, have a marked tendency to decrease 
with increasing values of k. The stationary value of these become u~(oo) ~ 0.30, u~(oo) ~ 0.24 and 
u~ ( oo) ~ 0.21 for the 3 cases. Hence, it may be concluded that the displacement variance depends 
significantly on the specific distribution of the intera.rrival time between Erla.ng impulses. 

Fig. 3-65: Compound Erlang process, case k = 2. a) Time-dependent mean value function, J.'x(t) . 
b) Time dependent variance function, u~(t). Nielsen, lwankiewicz and Skjcerbcek (1996) . 
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Fig. 3-66: Compound Erlang process, case k = 3. a) Time-dependent mean value function, JJ.x(t). 
b) Time dependent variance function, cr]c (t). Nielsen, lwankiewicz and Skjll!rba!k (1996). 
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Fig. 3-67: Compound Erlang process, case k = 4. a) Time-dependent mean value function , J.l.x (t) . 
b) Time dependent variance function, cr]c(t) . Nielsen, lwankiewicz and Skjll!rbll!k (1996). 

The considered example demonstrates the applicability of the moment equation method for the problem 
of a Duffing oscillator driven by a compound Erlang process after reducing the problem to an equivalent 
compound Poisson driven system. The obtained results of the example clearly show that the mean value 
function of the displacement process is insensible to the distribution of the interarrival t imes, whereas 
the variance function strongly depends on this distribution. 
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3.4 Path integration techniques 

For a long time in physics e.g. Wehner and Wolfert (1987), Kleinert (1992), path 
integration methods have been applied to the numerical solution of the Fokker-Planck 
equation for the case of white noise excited non-linear systems. The application of 
the method to structural mechanics problems is due to Naess and Johnsen (1991) and 
Johnsen (1992). The basis of path integration approach is reducing the time continuous 
state continuous Markov vector process to a Markov chain by considering the process at 
discrete instants of time and by discretizing the sample space of the process. Sun and 
Hsu (1988), (1990), used a similar approach, named cell-to-cell mapping, following the 
earlier work of Crandall, Chandiramani and Cook (1966) on the method. However, as 
shown below, cell-to-cell mapping turns out to be merely a different way of evaluating 
the convolution integrals at transitions, and hence the discretization of the state space. 
Hence, path integration and cell-to-cell mapping are merely different names for one and 
the same thing. In what follows the former name will be coined. 

Let q{z}(z, t I x , to) signify the joint transition probability density function of the 
Markov vector process {Z(t), t E [to, t1]} . Further, let !{z}(z, ti) be the 1st order 
probability density function at the time ti = to + itlt, i = 0, 1, 2, .... Next, the 1st 
order probability density function at the following .instant of time ti+l is given by the 
convolution integral 

f{z}(z, ti+d = j q{z}(z, ti+l I x, ti)f{z}(x, ti )dx (3- 379) 

St; 

From (3-379) the time continuous vector process has been discretized to the instants of 
time ti = t0 + itlt. In order to discretize the state space, the sample space Sti is divided 
into a finite number N of small volumes Clzk with an interior centre at Zk. If tlzk is 
sufficiently small for q{z}(Zj, ti + tlt I Zk , ti) and f{z}(zk, ti) is approximately constant 

throughout the cell, the probability 7rJi+l) of being in the jth cell Clzj at the time ti+1 

is then given by the Riemann sum 

N 
(i+l) - "'"'Q(i) (i) 

7rj - L.., jk 7rk j = 1, ... ,N (3- 380) 
k=l 

(3- 381) 

(3- 382) 

More accurate calculations of the nodal probabilities (3-381) and the components (3-
382) of the transition probability matrix Q(i) of the Markov chain were performed by 
Naess and Johnsen (1991) and Johnsen (1992) upon interpolating among adjacent nodal 
point values by means of B - splines . 

................ ----------------------------------~· 
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If the· Markov process {Z(t),t E [to,tl]} is stationary and the intervals L:lt between 
observations of the process are equidistant, the transition probability matrix becomes 
independent of the time of transition ti, i.e. Q(i) = Q, and the Markov chain becomes 
stat ionary, as well. The transition of states (3-380) can then be represented by the 
matrix equation 

(3- 383) 

where ?i(i) is anN-dimensional vector of the state probabilities ?i~i) after i transitions, 
and ?i(o) signifies the initial distribution at the time t0 . 

In reliability problems absorbing states on the exit part of the boundary asi,l) are 
characterized by the transition probability Qkk = 1 =? Qjk = 0, j =/:- k. Each absorbing 
state then forms a recurrent class, whereas all non-absorbing states make up a single 
class of transient states. The transient states are all the cells within the safe domain 
St,. The non-absorbed probability mass, which remains in the transient states after i 
transitions represents the reliability of the system at the time ti+l· 

In stochastic response problems no absorbing states within the sample space should be 
specified. However , in practical calculations one needs to delimit the sample space, so 
artificial absorbing states are specified at sufficiently distant positions for the probability 
of accessing these states to be small enough. The application of cell-to-cell mapping 
methods to reliability problems and to stochastic response problems is then completely 
identical. 

For the stochastic response problem in case of stationary Markov chains one may be 
interested in the question, whether a stationary distribution ?i(oo) to (3-383) exists, ob­
tained after infinitely many transitions as i -t oo, irrespective of the initial distribution 
?i(o) applied. Since the Markov chain in this case is irreducible, positive recurrent and 
aperiodic, the answer to this question is positive, see e.g. Osaki (1992). The limiting 
distribution must be invariant to further transitions, and can then be determined from 
the equation 

(3- 384) 

(3-384) determines ?i(oo) as the normalized eigenvector to a linear eigenvalue problem 
with the known eigenvalue A = 1. This eigenvalue is simple, since the Markov chain 
is irreducible, and the solution ?i( oo) to (3-384) then is unique. Hence the coefficient 
matrix I - Q has the rank N - 1 and (3-384) can be rearranged into a system of 
linear equations of the order N - 1. Alternatively, ?i(oo) can be obtained by iterating 
in the transition equation until convergence for an arbitrary initial value distribution 
1r(O) is attained. Since A = 1 is the largest eigenvalue of Q, this corresponds to the 
power method approach in numerical solution of linear eigenvalue problems. Since 
the eigenvalue A = 1 is known, the former approach is normally the most efficient 
one. Moreover, for symmetric problems, such as double barrier problems, the size of 
eigenvector problem can be further reduced. 
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As seen from (3-382) the transition probability. matrix relies on the transition probability 
density function. Since this is not known in general, nothing seems to be gained at first. 
However, the method benefits from certain asymptotic results for q{z}(Zj, ti+D.t I Zk, ti) , 
valid for small transition time intervals D.t. In sections 3.4.1 and 3.4.2 it is demonstrated 
how these results are obtained for systems driven by Wiener processes and for systems 
driven by generating source processes with jumps. In both cases the illustrative example 
is a non-linear, non-hysteretic SDOF oscillator. This is so, because at present path 
integration methods have not yet been extended to MDOF systems. 

3.4.1 Path integration methods for Wiener process driven systems 

The Wiener process driven system (3-116) is considered. At transitions from the state 
Z(ti) = Zk it is assumed that the transition time interval t- ti is sufficiently small for 
the drift vector c(Z(t), t) to be approximated by a linear function of the state vector 
Z(t), and the diffusion matrix d(Z(t), t) to be considered a constant as a function of 
Z(t), although it may still be a function of time. Hence, fort E]ti, ti + D.t] it is assumed, 
cf. (3-326) 

c(Z(t), t) ~ A(t) + B(t)Z(t) (3- 385) 

d(Z(t), t) ~ do(t) (3- 386) 

The process cannot perform any jumps, so (3-385) and (3-386) will certainly be ac­
ceptable, if only the transition time interval is sufficiently small. Since the approx­
imated system is linear under Gaussian white noise excitation, the response becomes 
Gaussian too. This is the principle of local Gaussianity, valid for non-linear Markov sys­
tems, during small transition time intervals. The transition probability density function 
q{z}(z, t I Zk, ti) then becomes 

where p(t) = E[Z(t) I Z(ti) = Zk] and A(t) = E[(Z(t)- p(t)) (Z(t ) - Jt(t))T I Z(ti) = 
Zk] are the conditional mean value vector and the conditional covariance matrix func­
tion, respectively. These are the solutions of the following ordinary differential equa­
tions, (3-240), (3-242) 

d 
dtp(t) = A(t) + B(t)p(t) (3- 388) 

! A(t) = B(t)A(t) + A(t)BT(t) + do(t)drct) (3- 389) 
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Normally, the linearization parameters A(t), -do(t), B(t) depend on the initial state Zk. 

In case of applications in path integration methods (3-388) and (3-389) should then be 
solved for initial values Zk in all N cells, and for each transition from ti to ti+l· In 
case of stationary excitation in time-invariant problems A(t), do (t ) and B (t ) no longer 
depend explicitly on time. 

Moreover, if the time interval flt between transitions is constant , the Markov chain be­
comes stationary, and (3-388), (3-389) need only be integrated once for all N considered 
states. 

The various path integration methods are characterized by the way the functions A ( t ), d 0 ( t ) 
and B(t) are defined. In ascending order of complexity at least the following four spec­
ifications can be used 

A(t) = c(zk, t) - B(t)zk } 
d 0(t) = d(zk, t) 
B(t) = a:r c(zb t) 

A(t) = c(JL(t), t) - B(t)JL(t) } 
d 0 (t) = d(JL(t), t) 
B(t) = ~c(JL(t), t) 

A(t) = E [c(Z(t), t)] - B(t)JL(t) 

d 0 (t) = E [d(Z(t), t) ] 
B(t) = E [ ~c(Z(t), t)] 

(3 - 390) 

(3- 391) 

(3- 392) 

(3- 393) 

Insertion of (3-390) into (3-388), (3-389) provides the following solutions for the condi­
tional moments 

JL(t) ~ Zk + c(zk, t;)(t - ti) } 

).(t) ~ d(zk , t;)dT(Zk, t;)(t- ti) 
(3- 394) 

(3-387) , (3-394) are identical to the asymptotic solution by Risken (1984), which was 
used by Naess and Johnsen (1981) and Johnsen (1992). Because of the crude level of 
approximation inherent in the linearization scheme (3-390) this approximation can only 
be expected to give accurate results for very small time steps. T his may cause numerical 
inconveniences in the non-stationary case, where transitions from an initial distribution 
1r(o) are requested, and in reliability problems, because a large number of transitions 
(3-383) are requested for evolutions of the system in any finite time interval. However, 
if only a stationary distribution 1r( oo) is required, this problem is omit ted using the 
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eigenvalue approach (3-384) in favour of iterating (3-383) until convergence. The use of 
the method is due to the simple analytical results (3-394) for ~t(t) and A(t ). 

Relationships (3-391) correspond to a first order Taylor expansion of c(Z(t ), t) and zero 
order Taylor expansion of d(Z(t), t) from Z(ti) = Zk . In this case the differential equa­
tions (3-388) and (3-389) become mutually uncoupled systems of differential equations, 
which usually have to be solved numerically. Because of the more accurate lineariza­
tion somehow larger time steps b..t between transitions can be applied compared to the 
previous case. 

In turn, relationship (3-392) corresponds to a first order Taylor expansion of c(Z(t), t ) 
and zero order Taylor expansion of d(Z(t), t) from the running mean value ~t(t). Now, 
the systems of differential equations (3-388) and (3-389) become mutually coupled and 
non-linear. This does not imply any practical problems since these equations must be 
solved numerically anyway. 

The unknown expectations at the right-hand sides of (3-393) are supposed to be eval­
uated by the running joint probability density function (3-387). Then the result cor­
responds to the equivalent linearization scheme in the expected least square sense by 
Atalik and Utku (1976), cf. (3-249). The resulting expectations will be non-linear func­
tions of ~t(t) and ..\(t), resulting in mutually coupled systems of ordinary differential 
equations upon insertion into (3-388), (3-389). This method was first used by Sun and 
Hsu (1990) (in their previous work Sun and Hsu (1988) the transition probability matrix 
Q was obtained by a simulation procedure). The methods resulting from the assertions 
(3-392) and (3-393) are assumed to give results of the same quality. In both cases much 
larger transition time intervals b..t , than for the assertions (3-390) and (3-391 ), can be 
assumed. In some cases b..t can be chosen as large as 0.5To , To being the fundamental 
eigenperiod of the linear oscillator. 

The linearization schemes (3-391), (3-392) were suggested by Nielsen and lwankiewicz (1996). The 
principle of local Gaussianity was also used by A§kar, Koyliioglu, Nielsen and <;akmak (1996) and by 
Koyliioglu, Nielsen and <;akmak (1996a) , (1996b) in devising various Monte Carlo simulat ion schemes 
for geometrically non-linear and hysteretic systems, allowing for larger time steps than conventional 
explicit numerical integration schemes. The schemes were based on the Ermak-AIIen algorithms, Ermak 
and Buckholtz (1980), Alien (1982), devised for Monte Carlo simulation in molecular dynamics. Such 
algorithms require a piecewise linearization for which the the linearization schemes (3-391), (3-392) and 
(3-393) were considered again . 

Example 3-12: Duffing oscillator subjected to a Gaussian white noise 

The Duffing oscillator (3-44), (3-45) , (3-46) is considered with the following parameter values 

m = 1.0 , wo = 1.0 , ( = 0.03 , e = 0.2 (3- 395) 

Since d is constant in time and independent of the state vector no approximation is needed for th is quan­
tity. For the cases (3-390) - (3-394) the quantities A(t) and B(t) defining the equivalent linearization 
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of the drift vector become 

A= } (3- 396) 
B= 

} (3- 397) 

A(t)= [~e:w5J-L~(t)] 
B(t) = [ -~5(1 + 3e:J-Li(t)) _;(wo] } (3- 398) 

A(t) = [~e:w5J-L~(t)] 
B(t) = [ -:5 ( 1 + 3e:{J-Li(t) + .Xu (t))) -~(wo] } (3- 399) 

Hence, the 1st order Taylor linearization from the running mean, (3-398), and the expected least-square 
minimization (3-399) only deviate in the component B21 of the gradient matrix. (3-398) is significantly 
easier to a apply in case of hysteretic multi-degrees-of-freedom systems. 

(3-398) will be applied for the determination of the stochastic response and reliability of the Duffing 
oscillator exposed to Gaussian white noise. In the numerical calculations the limits of the mesh are 
taken as [-4ux, 0 ,4ux,o) x [-4u_x,0 ,4u_x,0], where ux,o and u.x,o denote the stationary standard 
deviations of the displacement and velocity of the corresponding linear oscillator. A uniform coarse 
20 x 20 mesh is applied, so f}.x = 0.4ux,o,f}.:i: = 0.4u_x ,0 . The transition probability density at one 
transition time-interval has been obtained from (3-385), (3-386), (3-388), (3-389), (3-398) for all 400 
cells using a 4th order Runge-Kutta scheme. The transition time-interval was selected as f}.t = 'If, 
where To is the eigenperiod of the linear oscillator. The auto-spectral density function of the Gaussian 
white noise has been selected, so ux,o = u x ,o = 1. 

The results for the stationary marginal pdfs of the displacement and velocity have been shown in figs. 
3-68 - 3-71. To emphasize on the tails of the distributions the results have also been shown in semi­
logarithmic scale. The solid line curves represent the analytical solutions, whereas the results m arked 
with • and o signify the numerical results obtained from iterating (3-383) n = 60 times and from the 
eigenvector solution (3-384) , respectively. The iteration solution was started with deterministic start in 
the origin Z(O) = 0. From these results it is concluded that the path integration method provides very 
accurate results for Wiener process driven systems at all levels of probability including the tails even 
with the applied coarse mesh and the applied large time step. In turn, the applicability of large time 
steps is a consequence of the relative accuracy of the linearization schemes (3-392) and (3-393). The 
calculation times were 39s for the iteration approach, and 139s for the eigenvector approach. Notice, 
for the present problem the number n of iteration required to achieve convergence is determined by the 
criterion n( !}.two :::: 2.8. Hence the benefit of using the iteration approach is partly due to the relatively 
large time step of f}.t = 'If and the large damping ratio of ( = 0.03. Johnsen (1992) used a time step 

of f}.t = 20~%.,.. and a 47 x 47 for the same problem with a damping ratio of ( = 0.10. In this case the 
eigenvector solution will turn out to be beneficial , especially in case of lower damping ratios . 

........................... ________ __ 
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In figs. 3-72 and 3-73 the time dependence of the first-passage time probability distribution function 
and the first-passage time probability density functions are shown for the same Duffing oscillator in case 
of a. single constant barrier first-passage time problem with deterministic start a.t Z(O = 0, obtained 
by Monte-Carlo path integration and simulation, respectively. The path integration results are shown 
with a.n unbroken curve and the simulation results with a. dotted curve. The barrier level is 2.0trx(oo), 
where the stationary variance tri(oo) = 0.721023 was obtained from the analytical 4th order cumulant 
neglect closure solution, Wu and Lin (1984). The simulation results are based on 32000 independent 
realizations, obtained from numerical integration of the equations of motion (3-44), (3-45), (3-46), by 
means of the 4th order Runge-Kutta scheme with the time step D..t = fg-. Generation of realizations 
of a broad-band broken line zero mean Gaussian process was performed by the method of Penzien, 
Clough and Penzien (1974). As seen from fig. 3-72 the computed results overestimate the probability 
of failure somehow during the first period of the excitation, which provides a parallel translation of 
the first-pasage time probability distribution curve obtained by path integration compared to the one 
obtained by simulation. This effect can be attributed to the problem of convecting and diffusing the 
probability mass, initially concentrated at Z(O) = 0, to the nodes of the mesh, with the relatively large 
transition time step of To/4 in combination with the applied coarse 20 x 20 mesh. The first-passage 
time probability density functions on fig. 3-73 were obtained by numerical differentiation, which caused 
the highly irregular behaviour . 

The general conclusion from this example is that path integration methods are useful both for stochastic 
response problems and for reliablity problems of SDOF non-linear oscillators. For stochastic response 
problems very coarse meshes may be used, whereas a somewhat finer mesh should be used in reliability 
problems. The main shortcoming of path integration methods is the rapid growth of the cpu time for 
problems of higher dimension than 2. According to Naess and Johnsen (1991) the cpu time for the 
path integration method applied by them easily runs up to many hours on a work station (Dec 3100) 
for 3-dimensional problems. Hence supercomputing (parallel computing) becomes nescessary at even 
higher dimensions . 

3.4.2 Path integration methods for systems driven by processes with jumps 

In this section attention will be restricted to systems driven by a scalar generating 
source process with jumps {V(t), t E [to, oo[}. 

Initially, the case of a system driven by a scalar compound Poisson process is considered. 
Let qi~}(z, t I Zk, ti) be the transition probability density function of the state vector 
from the state Z( t0 ) = Zk on condition of exact n impulse arrivals in the time interval 
[ti, t[, and let P{N}(n, t, ti) denote the probability function of exactly n arrivals in this 
time interval as given by (3-8). Using the total probability theorem the unconditional 
transition probability density function can then be written as 

00 

q{z}(z, t I Zk, ti) = L P{N}(n, t, ti)q~~}(z, t I Zk, ti) (3- 400) 
n=O 

The 1st term in the sum (3-400) is identical to the 1st term in the modified closure 

(3-229). qi~}(z, t I Zk, ti) describes the purely deterministic drift (eigenvibration) of the 
system from the state Z(ti) = Zk, since the states are conditioned on no impulse arrival. 

J 
I 
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n 

q~~}(z,t I Zk,ti) =IT 8(zi- dj(tlzk , ti )) (3- 401) 
j=l 

where d(tlzb ti) with the components d;(tlzk, t;) denotes the deterministic drift motion 
of the system from the initial state Zk at the time ti. The vector d(tlzk, ti) is the solution 
of the initial value problem originating from (3-119) 

(3- 402) 

For linear systems (3-402) may be solved analytically, depending on whether a funda­
mental basis of solutions can be found . This is the case of linear vibratory systems, 
for which modal decoupling can be used. For other linear systems and for non-linear 
systems (3-402) must be solved numerically. 

The remaining conditional transition probability density functions, q~~)}(z,t I zk,ti ), 
n ;::: 1, are all continuous functions without delta spikes, and of the same order of 

magnitude, cf. (3-229). Since p{N}(n,t,ti) = o((v(t;)(t- t;)r), it follows that (3-

400) can be written as 

q{z}(z, t I Zk , tt) = Po(t, t;)q~~} (z, t I Zk, t;) + 

(1- Po(t , to )) q~~}(z, t I Zk , t;) + 0 ( (v(t;)(t- ti)) 
2

) (3- 403) 

where the probability of no impulse arrivals in the interval [ti , t[, P0 (t, t; ) = P{N}(O, t, t;), 
is given by (3-228). The asymptotic relationship (3-403) forms the basis for path inte­
gration methods for Poisson driven systems. The specific formulation of (3-403) ensures 
that upon chopping the remainder, the quality of a genuine (actual) probability density 
function is preserved, i.e. the integral of the function over the sample space is exactly 
equal to one, for any choice of the transition time interval t- ti. Further, it is impor­
tant to notice that the remainder depends on the magnitude of the product v(ti)(t- ti) , 
rather than of the interval length t- t; itself. Hence, truncation is permitted if 

(3- 404) 

For any finite transition interval (3-404) is more easily fulfilled for sparse pulse trains, for 
which v(ti)To ~ 1, To being the fundamental eigenperiod of the corresponding linear 
structure, than for dense pulse trains. Hence, in contrast to the moment equations 
method of section 3.3.3 and the Petrov-Galerkin finite element formulation of section 
3.5, which both work well for rather dense pulse trains and run into numerical instability 
for sparse pulses, the indicated path integration method is designed to work the other 
way around in providing the best results for sparse pulses. 
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On the other hand the coarseness of the mesh sets lower bounds for the admissibility of 
the transition time interval, t- k This is so, because the distribution of the convected 
probability masses to the adjacent nodes in the mesh cannot be done sufficiently accu­
rately, if t- ti is too small. Let c(k) = jc(zb ti)l be the magnitude of the convection 
vector at the centre of the kth cell, and let ..6.z(k) be the diameter of the cell in the 
direction of c(zb ti)· It is then required that a convection at least of the length ..6.z(k) 

should take place during the interval t- ti in all cells, i.e. 

c<k) = c(k)(t- ti) 1 
..6.z(k) > (3- 405) 

where C(k) is the local Courant number for the kth cell. Numerical instability and 
inaccurate results occur if C(k ) becomes too large in some part of the mesh. For a 
SDOF system c(k) ~ ..6.± in the most critical cells close to origo. Then C(k) ~ ..::l:i:~~t; ) ~ 

crx o(t - t;) ~ w0 (t- ti) follows. Hence, the following lower bound for the transition time 
CT X , 0 

interval is obtained from (3-405), t- ti 2: ~· Therefore, a decrease in the transition 
time interval must be accompanied by a finer mesh to guarantee stability and higher 
accuracy. 

At the determination of q~~}(z,t I Zk,ti) the state is conditioned on exactly one im­
pulse arrival in [ti, t[. The arrival time (first-passage time), Tt, of this impulse has the 
probability density function, e.g. Osaki (1992) 

v(r) 
fr1 ( r ) = -t ___:___c__ 

J v(u)du 
t ; 

(3- 406) 

Assume that the impulse arrives at the time T1 =rand has the strength P = p . Up to 
the time r the system has been performing eigenvibrations from the initial state Zk at 
the time ti. Then the state at the timer- is given by Z(r- ) = d(r izk , ti)· At the timer 
a discontinuous change of the state of magnitude ..6.Z( r) = e ( d( r lzk, ti ), r )p takes place, 
so the state at the timer+ becomes Z( r+) = d( rjzk, ti) + e( d( r jzk, ti) , 7 )p, cf. (3-165). 
e(Z( 7 ), 7) signifies the diffusion vector of the system, cf. (3-119). Succeedingly, during 
the time interval]r, t] the system continues performing eigenvibrations with these initial 
values, so the state at the time t is 

(3- 407) 

Joint statistical moments conditioned on the state Zk at the time ti and on exactly one 
impulse can then be evaluated from 

t oo n J J IT dii (tld(7 jZk,ti) + e(d(7jZk,ti),7)p,7 )fp(p)fr1 (r)dpd7 
t; -oo J=l 

(3- 408) 
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At the derivation of (3-408), the mutual statistical independence of T1 and P has been 
taken into account. In the same manner the joint characteristic function is obtained as, 
cf. (2-155) 

M{z} ( 9, t I Zk, t;, N(t) = 1) = E [ exp (iOTZ(t)) I Zk, t; , N(t) = 1) = 

t oo n J J exp (i~Bjdj(t,d(rjzk,ti)+e(d(rlzk,ti),r)p,r) )fp(p)fT1 (r)dpdr(3-409) 

t; - oo J-l 

The results (3-408) , (3-409) were derived by Nielsen and Iwankiewicz (1996). Next , 

the function q~~}(z,t I Zk ,ti) can be obtained as an inverse Fourier transform of (4-

409). Since this can be performed numerically since no severe singularities are present, 
the problem has, in principle, been solved. However, the indicated method calls for 
an enormous numerical effort. Alternatively, q~~} ( z , t I Zk, ti) can be represented as 
a Gram-Charlier or Edgeworth expansion, see (2-158). Again, extensive computa­
tions are necessary, and only approximate solutions are obtained, due to the manda­
tory truncation of this expansion. Instead, two numerically stable methods , derived 
by Koyliioglu, Nielsen and Iwankiewicz (1995) and Koyliioglu, Nielsen and Cakmak 
(1995), respectively, are presented below, which requires much less numerical effort . 
The methods will be explained by a 2-dimensional state vector with the expanding do­
main [-4ax(t),4ax(t)] x [-4ax(t) , 4ax(t)] as shown in fig. 3-74. ax(t) and ax(t) 
signify the nonstationary standard deviations of the corresponding linear oscillator ex­
posed to a comparable Gaussian white noise, which can be determined analytically. For 
the sake of simplicity the method will be explained for the case where the diffusion 
vector e is assumed to be state- and time-independent. However the method is equally 
valid if this is not so. 

t.x ;-4ux,o 
I I 
I I 
I I 

- - - - -~ - loo. 
t.x lA"' !"... 

-Y ~ > 
1T~i)_] zk~ '/ -<d(tlzk,ti) 

X 

-4 / 

ux.o '4ux,o 

\_ -40' · X,o 

Fig. 3-74: Path integration of compound Poisson process driven system. Method 1: 
Discretization of phase plane, and convection and diffusion of probability mass. 
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On condition of being in node Zk at the time ti? the transition probability Qik of being in 
node j at the timet can now be evaluated as shown in fig . 3-74. The discrete probability 
mass ?rki) attached to node Zk at the time ti is partly convected to d (t lzb ti ) with the 
probability Po = P0 (t, ti) on condition that no impulses arrive in ]ti, t]. The rest of 
the probability mass 7rki)(1- Po) is continuously distributed according to the transition 

probability density q~~} (z,t I Zk , ti ) of exactly one pulse arrival in ]ti,t]. Numerically, 
this is attained by dividing the time interval [ti, t[ into a number of subintervals of the 
length b.r. In the subinterval [r, r+b.r] a probability mass of magnitude /r1 ( T )b.r1rki) is 
lumped at the time T + ! b. r , and succeedingly diffused and lumped along the direction 
e according to the probability density function fp(p ), see fig. 3-74. At the position 

d( r + !b.rizk, ti) + ep a probability mass of magnitude /r1 ( r )b.r fp(p )b.p(1- P0 )1rki) is 
lumped. Next, this probability mass is convected to the position d(t ld (r+ !b.r/zk , ti)+ 
ep, r + !b.r). Finally, at the timet all the convected probability masses are dist ributed 
to the 4 neighbouring nodal points, weighted according to their distances. 

The second method is based on the following identity, valid for any r E]ti, t[ 

(3 - 410) 

The left- and right-hand sides of (3-410) just state that the oscillator arrives at the same 
position at the timet, if it starts on the very same trajectory at the position d( r izk , ti) 
at the time r or at the position d(tilzk , ti) = Zk at the time ti. From (3-410) the 
following Taylor expansion prevails for Z(t) given by (3-407) 

od( t/d( r /zk , ti), T) 
Z(t)=d(t /d (ri zk,ti )+ eP,r) =d(tld(r/zk,ti),r)+ 

0 
T eP+··· 

zk 

d(t/zk , ti) + d(1)(t/zk, ti)P + d( 2)(t/zk, ti)P2 + · · · (3- 411) 

where 

(3 - 412) 

Equation (3-411) is basically a Taylor expansion in the impulse magnitude P . Notice 
that the random time r entering the left-hand side of (3-411) has totally disappeared 
at the right-hand side. Instead the unknown Taylor expansion vectors d(l), d(2 ), ... 

appear. Differential equations for these quantities can be derived upon multiple partial 
differentiations of (3-403) with respect to Zk and contractions with the vector e 
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(3- 413) 
.Q_ d (2)(t j t ·) _ ac(d(tlzk.t;),t)d(2 )(tj t ·) + 
8t z k l I - 8z T z k l I 

where the partial differentiation with respect to the forward state z concerns the drift 
vector c(z, t ). Relationships (3-402), (3-413) represent a coupled system of n + n + 
n + · · · non-linear 1st order differential equations for the determination of d (tJzk , ti), 
d <1>(t1zk, ti), d< 2>(tlzk, ti), .... The indicated method was given by Koyli.ioglu, Nielsen 
and Qakmak (1995) in a somewhat more involved outline. Rather than formulating the 
differential equations for d(1)(t Jzk, ti), d< 2>(tJ zk , ti), ... directly as shown in (3-413), dif­

ferential equations were specified for the gradients a~T d(tJzk, ti), az~:T d(t lzk, ti), . ... 
Taking the symmetry into consideration there will ben+ n 2 + -frn 3 + · · · such different 
coupled differential equations. Hence, the specification (3-413) represents a signifi­
cant saving if n is of even moderate magnitude. Even so the original formulation by 
Koyli.ioglu, Nielsen and Qakmak (1995) proved extremely advantageous compared to 
Monte Carlo simulation results as indicated below in example 3-13. 

For a linear system the drift vector is a linear function of the state vector, so oz~:T c( z, t) = 
0. Due to the homogeneous initial values it then follows from (3-413) that d<2>(tJzk, ti) = 
0. Generally, it can be shown that d (N)(toJzk, to)= 0, N ~ 1, in this case. Hence, the 
Taylor expansion (3-411) becomes linear in P for linear systems. At small transition 
time intervals c(Z(t), t) can be approximated by a linear function as stated by (3-385). 
Since this approach works well even for rather large time steps in case of white noise 
driven systems, it will also do so in the present case of compound Poisson driven systems. 
Consequently, it can be concluded that one can chop all terms higher than the 1st power 
in P in the expansion (3-411) with pretty good accuracy. Notice, that this approxima­
tion merely concerns the drift vector, and puts no restrictions on the magnitudes of the 
impulse strength P , as may appear at first sight. 
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Fig. 3-75: Path integration of compound Poisson process driven system. Method 2: 
Convection and lumping of probability mass. 

As an approximation assuming the linear expansion in Pin (3-411) even for non-linear 
systems, the convection and lumping of probability mass can be explained in the fol­
lowing way, see fig. 3-75. The probability mass 11t) at the node Zk at the time ti is 
convected to the position d(tlzk, ti) according to the Oth order term in (3-411), where a 
probability mass of magnitude ·n{i) Po(t, ti) is lumped. As specified by the 1st order term 

in (3-411) the remaining probability mass 7rki) (1- Po(t, ti)) is distributed along the line 
with the direction d(l)(tjzk, ti) according to the probability density function fp(p) of 
the impulse intensity P. At the position d(tjzk, ti) + d(1)(t jzk, ti)P a probability mass 
of magnitude 1rii) (1 - Po(t, ti))fp(p)l).p is then lumped as sketched in fig. 3-75. Again, 
all lumped probability masses are redistributed to the 4 neighbouring nodal points, 
weighted according to their distances. 

Example 3-13: Duffing oscillator subjected to compound Poisson process. 
Methods 1 and 2. 

The Duffing oscillator (3-44), (3-45), (3-46) is considered, when driven by a stationary compound 
Poisson process. 

For Method 1 the following system data are used 

m = 1.0 , w0 = 1.0 , ( = 0.01 , ~ = 0.2 (3- 414) 

The impulse strength of the compound Poisson process is assumed to be zero-mean normally distributed , 
2 

P ""' N(O, u~) with the variance chosen, so 
4

c"rrl' 2 = 1, corresponding to the stationary standard 
w

0
m 

deviations ux,o = u.x,o = 1 of a linear oscillator exposed to an equivalent Gaussian white noise. 

Three values of v are considered, namely v = 0.01wo = 0 ·~~,.., v = O.lwo = 0;j
0
7<, v = l.Owo = 

~1<, which may be categorized as the cases of sparse, medium level and dense pulse arrival rates, 
re~pectively. Basically, the path integration has been performed by a uniform 20 x 20 mesh with the 

• 

• 

• 
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limits (-4ux,0 ,4ux,o] x [-4u_x,0 ,4u_x,0 ] . However, in the case of 11 = O.Olwo = 0 ·~~,.. , where very 
peaked distributions occur at the origin, a non-uniform 25 X 25 mesh has been applied with a 4 times 
finer spacing close to origin . In establishing the transition probability matrix, all convection problems 
have been solved numerically, using a 4th order Runge-Kutta scheme. The transition time interval At 
is passed by 3 uniformly distributed steps for diffusion, i.e. Ar = tAt, see fig. 3-74. An ensemble of 
100000 Monte Carlo samples of ~he state vector is generated in order to estimate the stationary joint 
probability density of X(t) and X(t) by the same way as explained in Example 3-8. Stationarity of the 
response is assumed after 50 To, at which time the stationary distributions have been sampled. In all 
cases, simulation results for the pdfs have been obtained with the same class-width as applied in the 
path integration scheme. 

In figs. 3-76 - 3-79 are shown the stationary marginal probability density functions of the displacement 
and the velocity for the case of sparse pulse arrivals 11 = O.Olwo. To emphasize on the tails the results 
have been indicated both in linear and semi-logarithmic scale. Transit ion is passed with the relatively 
large transition time interval At = To, so 11At = 0.0211'. The stationary joint probability density 
functions have been obtained from (3-383) with start in the origin using 100 iterations until stationarity. 
As seen the probability density functions reveal pronounced peaks at the origin. This is because the 
vibrations for sparse pulse arrivals almost extinct between the impulses as it can be observed in fig. 
2-24. The oscillator is then in a position close to the origin for a large part of time, and hence there is 
a high probability density for the oscillator to be there. Since the dissipation of impulses is increased 
at large values of (, the peaks will even increase as the damping ratio is increased. Actually, the 
controlling parameter for the peakedness turns out to be the fraction ~. In order to catch the peaks, 
results for the finer 25 x 25 mesh have also been obtained as explained above. The stationary standard 
deviations obtained from path integration are ux(oo) = 0.787 and u_x(oo) = 0.958, respectively. T he 
corresponding Monte Carlo simulation results are ux(oo) = 0.799 and u.x (oo) = 0 .999. Especially for 
the fine mesh high accuracy is achieved, when compared to Monte Carlo simulations. 

Figs. 3-80 - 3-83 show the correponding results for the case of medium level pulse arrivals 11 = O. l w0 . 

The transition time interval is still kept at At = To, so 11At = 0.211'. The stationary standard deviations 
obtained from path integration are u x ( oo) = 0.868 and u x ( oo) = 1.022, respectively, whereas the 
corresponding Monte Carlo simulation results are ux(oo) = 0.842 and u_x(oo) = 0.999. As seen 
from the results high accuracy compared to Monte Carlo simulation is obtained even in this case with 
11At = 0 .211', which may be considered the outermost limit for the theory. 

In figs. 3-84 - 3-87 the results for the case of dense pulse arrivals 11 = l.Owo are shown. Under the 
restriction that 11E[P2] is kept constant at the value 4(wgm2 the response then resembles that of a 
Gaussian white noise driven system. For this reason the analytical solution for the white noise case has 
also been shown. Stationarity was achieved after 50 iterations of (3-383). Even though the transition 
time was reduced to 'If the method is now performing rather poor. Of course this is due to fact 
that the restriction on the method, (3-404), is no longer fulfilled with the present value of 11At = 11' . 

The exact standard deviations for the white noise case are ux(oo) = 0.851 and u_x (oo) = 1.000. 
The corresponding results for Monte Carlo simulation are ux(oo) = 0.852 and u_x (oo) = 0.997. The 
conclusion is that for dense pulse arrivals an equivalent white noise approximation is doing better than 
the indicated path integration method . 
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Fig. 3-76: Method 1. Pdf of displacement, fx (z) . 
Linear scale. 11 = 0.01wo, t:.t = To . Fine mesh: 
(-- -) simulation,(-) path integration . Uniform 
mesh: (-·-·-) simulation,(· ·· ) path integration. 
Koyliioglu, Nielsen and Iwankiewicz (1995). 
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Fig. 3-78: Method 1. Pdfofvelocity, fx_(i) . 
Linear scale. 11 = 0.01wo, t:.t =To . Fine mesh : 
(-- -) simulation , (-) path integration. Uniform 
mesh: ( -·-·-) simulation, ( · · ·) path integration. 
Koyliioglu, Nielsen and Iwankiewicz (1995). 
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Fig. 3-80: Method 1. Pdf of displacement, fx (x ). 
Linear scale. 11 = 0.1wo , t:.t =To. Uniform 
mesh: (- - -) simulation, (-) path integration. 
Koyliioglu , Nielsen and Iwankiewicz (1995). 
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Fig. 3-77: Method 1. Pdfof displacement, fx(1:). 
Semi-log scale. 11 = O.Olwo , t:.t = To . Fine mesh: 
(---)simulation,(-) path integration. Uniform 
mesh: (-·-·-)simulation,(···) path integration. 
Koyliioglu, Nielsen and Iwankiewicz (1995). 
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Fig. 3-79: Method 1. Pdfofvelocity, fx_(i.:) . 
Semi-log scale. 11 = 0.01wo , t:.t = To. Fine mesh: 
(---)simulation,(-) path integration. Uniform 
mesh: (-·-·-) simulation, ( · · ·) path integration. 
Koyliioglu, Nielsen and Iwankiewicz (1995) . 
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Fig. 3-81: Method 1. Pdfofdisplacement, fx(x) . 
Semi-log scale. 11 = O.lwo , t:.t = To . Uniform 
mesh: (- - -) simulation, (-) path integration . 
Koyliioglu, Nielsen and Iwankiewicz (1995) . 
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Fig. 3-82: Method 1. Pdf of velocity, fx(i). 
Linear scale. v = 0.1wo, ~t =To. Uniform 
mesh: (---)simulation,(-) path integration. 
Koyliioglu, Nielsen and lwankiewicz (1995). 
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Fig. 3-84: Method 1. Pdf of displacement, fx(z). 
Linear scale. v = l.Owo, ~t = Tf. Uniform 
mesh: (---)simulation,(-) path integration, 
(· · · ) exact solution to white noise excitation. 
Koyliioglu, Nielsen and lwankiewicz (1995). 
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Fig. 3-86: Method 1. Pdf of velocity, fx (i ) . 

Linear scale. v = l.Owo, ~t = Tf. Uniform 
mesh: (- --) simulation,(-) path integration, 
( · · · ) exact solution to white noise excitation. 
Koyliioglu, Nielsen and lwankiewicz (1995) . 
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Fig. 3-83: Method 1. Pdfofvelocity, fx (x). 
Semi-log scale. v = 0.1wo, ~t = To . Uniform 
mesh: (---)simulation,(-) path integration. 
Koyliioglu, Nielsen and lwankiewicz (1995). 
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Fig. 3-85: Method 1. Pdf of displacement, f x ( x ). 
Semi-log scale. v = l.Owo, ~t = Tf. Uniform 
mesh: (---)simulation, (-) path integration, 
( · · · ) exact solution to white noise excitation. 
Koyliioglu, Nielsen and Iwankiewicz {1995). 
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Fig. 3-87: Method 1. Pdf of velocity, fx (i ). 
Semi-log scale. v = l.Owo, tot = Tf. Uniform 
mesh: (-- -) simulation,(-) path integration, 
( · · · ) exact solution to white noise excitation. 
Koyliioglu, Nielsen and lwankiewicz. (1995). 
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Figs. 3-88 and 3-89 show the time dependence of the reliability function R(tiO) = 1 - FT1 (t iO) and the 
first-passage time probabilty density function fT1 (tjO) for the case of sparse pulse arrivals 11 = 0.01w0 . 

The considered first-passage problem has symmetrically constant double barriers, b = -a = l.Oo-x,o 
with deterministic start problem in Z(O) = 0 . Results obtained by path integration with a transition 
time interval D.t = ~ have been compared to those obtained by Monte Carlo simulations . The 
simulation results are based on 100000 independent sample functions obtained by numerical integration 
with the average time step fg-, by means of a 4th order Runge-Kutta scheme. The first-passage time 
probability density functions for path integration and Monte Carlo simulation have been obtained by 
numerical differentiation of the reliability function. As is the case for the white noise case, cf. figs. 3-72 
- 3-73, the path integration method underestimates the probability of failure during the first periods 
of excitation, because of the large transition time interval, made necessary by the coarseness of the 
applied uniform 20 X 20 mesh . 

Figs. 3-90 and 3-91 show the corresponding results for the case of medium level pulse arrivals, 11 = 0.1w0 . 

The obtained results have also been compared to those obtained by approximating the excitation process 
with an equivalent Gaussian white noise excitation, which was obtained upon solving the boundary 
value problem (3-138), using a Petrov-Galerkin variational formulation as explained in Section 3 .5. As 
seen the results for 11 = 0.1wo deviate significantly from those for the white noise case, whereas the 
path integration results are in much better agreement with Monte Carlo simulation. 

Figs. 3-92 - 3-93 show the reliability function and first-passage time probability density function for a 
single constant barrier problem problem with stationary start in the safe domain. The barrier level is 
b = l.Oo-x,o . The initial distribution -,r(O) was obtained from the analytical solution for the Gaussian 
white noise case, which was lumped at the nodes of the mesh, and normalized, so the probability mass 
within the safe domain amounts to 1. The simulation results were obtained by ergodic sampling based 
on (2-31) with 10000 out-crossing events. As seen, the staircase character of the first-passage time 
probability density function during the initial stages of first-passages cannot be caught by the path 
integration results . Nevertheless, the correct limiting exponential decay, corresponding to a discrete 
eigen-spectrum of the backward Kolmogorov- Feller operator with absorbing exit boundaries, cf. (2-11 7) , 
is clearly captured by the path integration method. 

Figs. 3-94 and 3-95 show the corresponding solutions for the case of medium level arrival rate of 
impulses, 11 = 0.1w0 . Notice that the transition time interval has been reduced to D.t =~·Again the 
correct limiting decay rate is captured. Hence, the method provides an alternative to the results (2-162), 
(2-166) for the determination of the lowest eigenvalue of the backward or forward Kolmogorov-Feller 
operator with absorbing exit or entrance boundaries, respectively. 

For Method 2 a slightly larger damping ratio of ( = 0.03 has been used, resulting in the system data 
specified in (3-395). The impulse strength of the compound Poisson process is still assumed to be zero-

2 

mean normally distributed, P,...., N(O, o-~) , with the variance chosen, so 
4
,"{' 2 = 1. The mean arrival 

w
0

m 

rates of impulses are chosen as v = 0~1 wo . Then the fraction ~ is approximately the same as for the 
system in figs. 3-76 - 3-79, and markedly peaked behaviour should be expected. In establishing the 
transitional probability matrix, the coupled differential equations (3-402), (3-413) have been solved by a 
4th order Runge-Kutta scheme. The path integration is performed by a uniform 20 x 20 mesh with the 
limits (-4o-x,o, 4o-x,o] x [ -4o-x ,o, 4o-x ,0 ], and the transition time interval is taken as D.t =To. Solutions 

for the stationary marginal pdfs of X(oo) and X(oo) have been obtained both by iteration of (3-383) 
with start in the origin using 50 iterations until stationarity, and by the eigenvector solution (3-384). 
Monte Carlo simulation results have been based on an ensemble of 100000 Monte Carlo realizations 
of X(t) and X(t). Stationarity of the response is assumed after 50To, at which time the stationary 
distributions have been sampled, using the same class-width as applied in the path integration scheme. 
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Fig. 3-88: Method 1. Reliability function, R(tiO). 
Deterministic start, double barrier problem. 
b =-a= crx,o, 11 = 0.01wo, t::..t = Jf. Uniform 
mesh: (- - -) simulation, (-) path integration. 
Koyliioglu, Nielsen and lwankiewicz (1995). 
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Fig. 3-90: Method 1. Reliability function, R(tiO). 
Deterministic start, double barrier problem. 
b =-a= crx,o, 11 = 0.1wo, t::..t = Jf. Uniform 
mesh: (- - -) simulation, (-) path integration, 
mesh: (· · ·) white noise excitation. 
Koyliioglu, Nielsen and lwankiewicz (1995). 
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Fig. 3-92: Method 1. Reliability function, R(tiEo). 
Stationary start, single barrier problem. 
b = crx,o, 11 = 0.01wo, t::..t =To. Uniform 
mesh: (- - -) simulation, (-) path integration. 
Koyliioglu, Nielsen and lwankiewicz (1995) . 
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Fig. 3-89: Method 1. First-passage time pdf, fT
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(tiO). 

Deterministic start, double barrier problem. 
b =-a= crx,o, 11 = O.Olwo, t::..t = If. Uniform 
mesh: (- - -) simulation, (-) path integration. 
Koyliioglu, Nielsen and lwankiewicz (1995). 
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Fig. 3-91: Method 1. First-passage time pdf, fT
1 

(tiO). 
Deterministic start, double barrier problem. 
b =-a= ux,o, v = O.lwo, t::..t = Jf. Uniform 
mesh: (- --) simulation,(-) path integration, 
mesh: (· · ·) white noise excitation. 
Koyliioglu, Nielsen and lwankiewicz (1995). 
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Fig. 3-93: Method 1. First-passagetimepdf, fT
1 
(tl£0 ). 

Stationary start, single barrier problem. 
b = ux,o, 11 = O.Olwo, t::..t =To. Uniform 
mesh: (---)simulation,(-) path integration. 
Koyliioglu, Nielsen and lwankiewicz (1995). 
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Fig. 3-94: Method 1. Reliability function, R(tll'o)­
Stationary start, single barrier problem. 
b = crx,o. v = 0.1wo, D..t = ~ - Uniform 
mesh: (---)simulation, (-) path integration. 
Koyliioglu, Nielsen and Iwankiewicz (1995). 
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Fig. 3-96: Method 2. Pdf of displacement, fx(x). 
Linear scale. v = hlwo, D..t =To. Uniform .. 
mesh : (-) simulation, • path integration, iteration, 
( o) path integration, eigenvector solution. 
Koyliioglu, Nielsen and <;akmak (1995). 
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Fig. 3-98: Method 2. Pdf of velocity, f x (:i: ). 
Linear scale. v = Q.J. wo, D. t = To . Uniform .. 
mesh : (-) simulation, • path integration, iteration, 
( o) path integration, eigenvector solution. 
Koyliioglu, Nielsen and <;akmak (1995). 

0.7,----~--~------~--~--~--------,· 

0.6 : 

o.s 

~ 0.3 
-.;.., 

~ 0.2 

0.1 : 
'·· ... _ 

~~--~~~~o==~~s====w~~n--~~~~3l~_j~· 
tfTo 

Fig. 3-95: Method 1. First-passage time pdf, /T1 (tll'o ). 
Stationary start, single barrier problem. 
b = crx,o . v = 0.1wo, D..t = ~- Uniform 
mesh: (- - -) simulation , (-) path integration. 
Koyliioglu, Nielsen and lwankiewicz (1995). 
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Fig. 3-97: Method 2. Pdfofdisplacement, fx(x) . 
Semi-log scale. v = hlw0 , D..t = To . Uniform .. 
mesh: (-) simulation, • path integration, iteration, 
( o) path integration , eigenvector solution. 
Koyliioglu, Nielsen and <;akmak (1995). 
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Fig. 3-99: Method 2. Pdfofvelocity, fx(x) . 
Semi-log scale. v = 0~1 wo , D..t = To . Uniform 
mesh: (-) simulation, • path integration, iteration, 
( o) path integration, eigenvector solution. 
Koyliioglu, Nielsen and <;akmak (1995). 
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In figs. 3-96 - 3-99 the obtained stationary marginal p.robability density functions of the displacement 
and the velocity in linear and semi-logarithmic scale are shown . Upon comparison with the correspond­
ing results in figs. 3-76 - 3-79 obtained by Method 1 with a uniform mesh it is concluded that the 
present distribution and lumping scheme is performing at least equally well. At the same time the 
scheme is significantly simpler and faster to use . The necessary computing times for the path inte­
gration method based on iteration, on eigenvector solution and for the Monte Carlo s imulation were 
37s, 3ls, and 13950s, respectively, which concludes that path integration offers extreme computational 
advantages over the Monte Carlo simulation method. 

The main conclusion to be drawn from this example is that both the convection and diffusion schemes 
explained in figs. 3-74 and 3-75 provide accurate estimates of the probability density functions, even 
with the mesh as coarse as 20 x 20. In reliability applications, the probabilty of failure is underestimated 
during the initial periods of first-passages with such a mesh, and a finer mesh should be applied . How­
ever, even with the coarse mesh the methods are capable of capturing the correct limiting exponential 
decay of the reliability function and the first-passage time probability density functions. 

The path integration schemes of Method 1 and Method 2 are both based on the asymptotic expansion 
(3-403), which is valid under the restriction (3-404) . For the present example of a Duffing oscillator with 
moderate non-linearity parameter this criterion turns out to be fulfilled for v ~ O.lwo. As mentioned 
in Example 3-8, moment methods work at best at the other extreme of very dense pulse arrivals . Upon 
using the modified cumulant neglect closure schemes (3-234), (3-235), devised for closure at the order 
N = 4, it was possible to extend the applicability of moment methods for the present example to mean 
arrival rates down to v ~ 0.05wo. Hence the whole range of mean arrival rates has been covered by the 
two methods in combination . 

The differential equations for a dynamic system driven by Levy a-stable motion is given 
by (3-119) with {V(t) , t E [to, oo[} signifying a Levy a-stable motion. During the interval 
[ r, T + dr[, T E]ti , t[, an increment (impulse) of magnitude dV( T) is assumed to occur. 
With the same approximation as assumed in Method 2 for compound Poisson process 
driven systems, the state vector at the time t from the impulse dV( T) can then be 
written, cf. (3-411), Z(t) ~ d(tlzk , ti) + d(l)(tjzk, ti)dV(r). Since, Z(t ) is independent 
of T and depends linearly on dV ( T), the state vector from all such differential impulses 
becomes 

t 

~V(ti) = J dV(r) = V(t)-V (ti )(3-4l5 ) 
t; 

Fig. 3-100: Path integration of compound Levy a-stable motion driven system. Con­
vection and lumping of probability mass. 
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~V(ti) in (3-415) is an a-stable random var1able ~V(ti)"' Sa((a~t)1 1a,,B, O), cf. (3-

23). According to (3-415) the probability mass 1rio) at the node Zk at the time ti is 
then convected to the position d(tizk, ti), where it is diffused along the direction of 
d< 1>(tizk,ti) , according to the probability density function /D.V(t;}(p). At the position 

d(tizk, ti) + d< 1>(tizk, ti)P a probability mass of magnitude 1rii) /D.V(t;) (p) L:ip is then 
lumped as sketched in fig. 3-100. 

As shown by (3-356) - (3-360) a system driven by an Erlang renewal process can be 
reduced to an equivalent Poisson driven system at the expense of the introduction of 
a number of auxiliary state variables in addition to the structural state variables X(t), 
which control that only every kth Poisson generated impulse is applied to the structure. 
This suggests that the devised path integration schemes for compound Poisson driven 
systems can be applied also to compound Erlang driven systems as well. However, a 
modification of the convection and diffusion scheme is needed to ensure that only every 
kth Poisson impulse causes a convection and diffusion in the mesh. A modification of 
the Method 2 path integration scheme has been devised by Iwankiewicz and Nielsen 
(1996), and will be explained in detail in what follows . 

j = 1 (p(N(t1 ))=O) 

j=2 (P(N(t, ))-1) 

Fig. 3-101. Discretization of the state space for the case k = 2. Convection and lumping 
of the probability mass. 

The function p ( N ( t)) defined by ( 3-345) repeats itself periodically, attaining the value 
p(N(t)) = 0 during the first k - 1 Poisson events, followed by a value p(N(t)) = 1 in 
the kth event. To each Poisson event in the cycle a path integration mesh is defined for 
convection and diffusion calculation in the discretized structural state space variables, 
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so totally k such meshes should be pointed out, as illustrated in fig . 3-101 for the case 
k = 2 for a 2-dimensional structural sample space. 

Assume that the system at the time t; is in the structural state X ( t;) = Xk after the 
(j - 1 )th Poisson event in the sequence has occurred, j = 1, ... , k - 1. During the 

interval ]t;, t] the probability mass rrii) of being at the node Xk of mesh j at the timet; 
is convected to the position d (tixk , ti) according to the Oth order term in (3-411). At 
this position a probability mass of magnitude rrki) Po is lumped , where P0 = P0 (t , t; ) 
signifies the probability that no Poisson impulse has occurred in ]t;, t ]. If j < k - 1 the 
remaining probability mass rrii)(1-Po) is transferred to the succeeding mesh j + 1, where 
it is lumped at the same position d (tixk, t; ). However, if j = k -1 the probability mass 
1rki)(1-P0 ) is distributed along the line d <1>(t lxk , t;) in the mesh j = k, according to the 
probability density function fp (p) as in the original formulation of Method 2. In either 
case the probability mass 1rki)(I - Po) is attached to the succeeding mesh j + 1, because 
the distribution is performed on the condition that one extra Poisson event has occured 
during ]t; , t ]. If the system at the time ti is in the structural state X (ti) = xk after the 

( k -1)th Poisson event in the sequence has occurred, the probability mass 1rki) P0 is still 
lumped at the posit ion d(ti xk , t;) of mesh j = k. The remaining probability mass is 
transferred to mesh j = 1, where it is lumped at the position d (t ixk, ti) to start a new 
sequence. As previously, all lumped probability masses are finally redistributed to the 
adjacent grid points in all k meshes. 

As specified by (3-357) and (3-359) the total number of auxiliary state variables amounts 
to k - 1, so the dimension of the state vector Z(t) of the integrated dynamic system 
becomes n + k- 1. Appearently, using N cells per state variable in the discretized mesh, 
the number of states of the Markov chain becomes ( N + 1) n+k-l . However, the number 

of states of the described path integration scheme only amounts to k(N + 1r, i.e. the 
growth is linear with k rather than exponential. 

Example 3-14: Duffing oscillator subjected to compound Erlang process with 
k=2 

T he Duffing oscillator (3-44), (3-45), (3-46) is considered with the following system data 

m = 1.0 , wo = 1.0 , ( = 0.01 , c = 0.5 (3- 416) 

The strength of the impulses is assumed to be zero-mean normally distributed, P"' N(O , u~) with the 
2 

variance chosen , so I 
4

( "fm2 = 1, corresponding to ~he stationary s tandard deviations u x ,o = u X ,o = 1 
0 

of a linear oscillator exposed to an equivalent Gaussian white noise. Only the case k = 2 is considered 
with the following three values of -k" 

wo 

__::__ = 0.10 
{ 

0.01 

kwo l.OO 
- - 0.20 
t:..t - { 1.00 

To 0.05 { 

0.126 
vt:..t = 0.251 

0.628 
(3- 417) 

T he indicated values of -k
11 make comparison possible to the compound Poisson cases considered in 
wo 

example 3-13. Again the indicated arrival r ates may be categorized as the cases of sparse, medium level 
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and dense pulse arrival rates. The corresponding transition time intervals, ~t, have been selected to 
meet the upper bound requirement (3-404). Obviously, the lower bound ~; ~ 2

1
", as stated subsequent 

to (3-405), is not met by the specification of ~t for the case of sparse pulses. Hence, rather poor results 
are to be expected in this case. The path integration has been performed by a uniform 44 x 44 mesh with 
the limits ( -5ux ,o, 5ux,o] x [-5u x,o, 5u_x,0 ]. The stationary marginal pdfs of X(oo) and X(oo) were 
estimated from (3-383) with start in the origin of the mesh j = 1 using 60 iterations until stationarity. 
Again, comparison has been made with the results obtained by Monte Carlo simulation. The stationary 
marginal pdfs were obtained by ergodic sampling, using a time-series of the length 4000000T0 , which 
was obtained by numerical integration of the equations of motions by means of a 4th order Runge­
Kutta scheme with the time-step fg. . The generation of the underlying compound Erlang process, 
and the succeeding numerical integration procedure, was performed as explained in example 3-11. The 
sampling was performed with the same class-width as applied in the path integration scheme at the 
end of each integration time-step. Sampling was not initiated until the elapse of an initial transient 
phase of length 200To. 

ux(oo) u.x(oo) 
11 At 

kwo To 
si m. num. s1m. nu m. 

0.01 1.00 0.69938 0 .70703 0.99768 1.00295 
0.10 0 .20 0.75587 0.79073 1.00138 1.06577 
1.00 0.05 0.76174 0.64546 1.00151 0.80115 

Table 3.5: Stationary standard deviations ux(oo), u_x(oo) of displacement 
and velocity response as a function of ~. 

~<Wo 

In table 3.5 the predictions of the stationary standard deviations obtained from path integration in 
comparison to those of Monte Carlo simulation are shown. As seen , the results are excellent in the 
case of sparse pulses k:o = 0.01 , they are still quite good in the case of medium level pulse arrivals, 
~ = 0.10, but they are not satisfactory for ~ = 1.00. 
~<WO ~<WO 

Below, in figs. 3-102 - 3-105 the stationary marginal probability density functions of the displacement 
and the velocity for the case of sparse pulse arrivals, ~ = 0.01 are shown, with the non-dimensional 

"WO 

transition time interval *; = 1.0. To emphasize on the tails, the results have been indicated both in 
linear and semi-logarithmic scale. As seen, the agreement with Monte Carlo simulation is very good. 
Similarly to the comparable Poisson driven system in example 3-13 the marginal pdfs reveal pronounced 
peaks at the origin in case of sparse pulse arrivals. 

Figs. 3-106 and 3-107 show the prediction of path integration method in semi-logarithmic scale for 
the case ~ = 0.01 for various values of the non-dimensional transition time interval ~~. The results 

"WO •O 

for ~; = 5.0 are not very good, because the upper bound criterion (3-404) has been violated in this 

case. The case *: = 0.2, which is close to the lower bound for allowable transition time intervals, still 

provides good results. However, the best results are obtained for ~: = 1.0, which is well within the 
admissible interval for the transition time interval. 

Figs. 3-108 - 3-111 show the corresponding results for the stationary marginal probability density 
functions of the displacement and the velocity for the case of medium level pulse arrivals ~ = 0.1 

~<WO 

with the non-dimensional transition time interval ~; = 0.2, which is close to the acceptable lower limit 
for the transition time interval. As expected the results are not so good as those of the previous case 
of sparse impulses. 
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Fig. 3-102: Stationary pdf of displacement, fx(x). 
Linear scale. k = 2, ~ = 0.01, T~t = 1.0. Uni-

"'wo o 
form mesh: (-) simulation, (- --) path integration . 
Iwankiewicz and Nielsen {1996). 
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Fig. 3-104: Stationary pdf of velocity, f X (i ). 
Linear scale. k = 2, ~ = 0.01 , T~t = 1.0. Uni-,.wo 0 

form mesh: (-)simulation,(---) path integration. 
Iwankiewicz and Nielsen (1996). 
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Fig. 3-103: Stationary pdf of displacement , fx (x). 
Semi-log scale. k = 2, f = 0.01w0 , ~t = 1.0. Uni-

. 0 
form mesh: (-) simulation, (- - -) path integration. 
Iwankiewicz and Nielsen (1996). 

0 5 
i f ux. ,o 

Fig. 3-105: Stationary pdf of velocity, fx.(i ). 

Semi-log scale. k = 2, f = 0.01w0 , *~ = 1.0. Uni­
form mesh: (-) simulation, (- - -) path integration. 
Iwankiewicz and Nielsen {1996). 

10-3L-----~~----~------~------L-----~------~----~~----~ 
-4 -3 -2 -1 0 2 3 4 

xfux,o 

Fig. 3-106: Dependence of path integration results on the length of transition time interval t::.t . 
Stationary pdf of displacement, fx (x) . Semi-log scale. k = 2, k~o = 0.01 , uniform mesh . 

(-): simulation, (-- -): ~~ = 5.0, (· · · ) : ~~ = 1.0, (-·-·-): *~ = 0.2. Iwankiewicz and Nielsen (1996) . 

~ .............................................. ~$ 
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xfux,o 
Fig. 3-107: Dependence of path integration results on the length of transition time interval At. 
Stationary pdf of velocity, f X (x ). Semi-log scale. k = 2, k~o = 0.01 , uniform mesh. 

(-): simulation, (-- -): ~: = 5.0, (- · · ): ~: = 1.0, (-·- ·-): ~: = 0.2. 
Iwankiewicz and Nielsen (1996). 
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Fig. 3-108: Stationary pdf of displacement, fx(z) . 
Linear scale. k = 2, _kv = 0.1, T~' = 0.2. Uni-wo 0 
form mesh: (-)simulation,(---) path integration. 
lwankiewicz and Nielsen (1996). 
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Fig. 3-110: Stationary pdfofvelocity, fx(x) . 
Linear scale. k = 2, _kv = 0.1, ~t = 0.2. Uni-wo ~o 

form mesh: (-)simulation,(---) path integration. 
lwankiewicz and Nielsen (1996) . 
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Fig. 3-109: Stationary pdfofdisplacement, fx(z). 
Semi-log scale. k = 2, _kv = 0.1, ~~ = 0.2. Uni-wo ~o 

form mesh: (-) simulation , (- - -) path integration. 
Iwankiewicz and Nielsen (1996). 
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Fig. 3-111: Stationary pdf of velocity, fx(x) . 
Semi-log scale. k = 2, _kv = 0.1, ~~ = 0.2. Uni-wo ~o 

form mesh: (-) simulation, (- - -) path integration. 
lwankiewicz and Nielsen (1996). 
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Fig. 3-112: Dependence of path integration results on the length of transition time interval t:..t. 
Stationary pdf of displacement, fx(x). Semi-log scale. k = 2, ;:L- = 0.1, uniform mesh . .. wo 

(-): simulation, (-- -): ~~ = 1.0, {- · · ) : ~~ = 0.2, (-·-·-): ~~ = 0.1. 
lwankiewicz and Nielsen (1996). 
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Fig. 3-113: Dependence of path integration results on the length of transition time interval t:..t. 
Stationary pdf of velocity, fx(i:) . Semi-log scale. k = 2, k~o = 0.1, uniform mesh. 

(-): simulation, (-- -): ~~ = 1.0, (- · · ): ~~ = 0.2, (-·-·-): ~~ = 0.1. 
lwankiewicz and Nielsen (1996). 
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Fig. 3-114: Stationary pdf of displacement, fx (x ). 
Linear scale. k = 2, -k" = 1.0, ~~ = 0.05. Uni-

wo •o 

Fig. 3-115: Stationary pdf of displacement, fx (x ). 
Semi-log scale. k = 2, -k" = 1.0, ~~ = 0.05. Uni-

wo •o 
form mesh: (-) simulation, (- - -) path integration. form mesh: (-)simulation,(---) path integration. 
lwankiewicz and Nielsen (1996). Iwankiewicz and Nielsen (1996). 
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Fig. 3-116: Stationary pdfofvelocity, fx(i:). 
Linear scale. k = 2, ;:-L = 1.0, T~t = 0.05. Uni-,.wo 0 

Fig. 3-117: Stationary pdfofvelocity, fx(i:). 
Semi-log scale. k = 2, -1:11 = 1.0, ~t = 0.05. Uni-

wo •o 
form mesh: (-) simulation, (- - -) path integration . form mesh : (-)simulation,(---) path integration. 
lwankiewicz and Nielsen (1996). Iwankiewicz and Nielsen (1996) . 
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Fig. 3-118: Dependence of path integration results on the length of transition time interval Llt. 
Stationary pdf of displacement, fx (x) . Semi-log scale. k = 2, k:o = 1.0, uniform mesh. 

(-): simulation, (-- -): ~: = 0.02, (· · · ): ~: = 0.1, (-·-·-): ~: = 0.05. 
lwankiewicz and Nielsen (1996). 
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Fig. 3-119: Dependence of path integration results on the length of transition time interval Llt . 
Stationary pdf of velocity, f x ( i: ) . Semi-log scale. k = 2, k:o = 1.0, uniform mesh. 

(-): simulation, (- - -): ~: = 0.02, (· · · ): ~: = 0.1, (- ·- ·-): ~: = 0.05. 
Iwankiewicz and Nielsen (1996). 
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Figs. 3-112 and 3-113 show the dependence of the p~th integration results on ~: for the same case. 

The results for ~: = 1.0 are unacceptably poor, because the upper bound criterion {3-404) has been 

violated in this case. The cases ~: = 0.2 and ~: = 0.1 both provide more accurate results. However, 
in the latter case a peak is predicted at the origin , which is not present in the simulation result . This 
may be attributed to the application of too small transition intervals. 

Finally, figs . 3-114 - 3-117 show the r esults for the stationary marginal probability density functions 
of the displacement and the velocity for the case of dense pulse arrivals, k:o = 1.0, with the non-

dimensional transition time interval ~: = 0 .05. Due to the application of too small transition time 
intervals the path integration results are neither qualitatively nor quantitatively in agreement with 
simulation results . Again a peak is predicted at the origin, which is not present in the simulation 
results . 

The dependence on ~: for the same case is shown in figs. 3-118 and 3-119. Although none of the cases 

provide acceptable results, the accuracy is much better for the cases ~: =0.05 and 0.1, than for the 

case ~: = 0.02. 

The example demonstrates the applicability of path integration technique for a Duffing oscillator sub­
jected to impulses driven by an Erlang renewal process of order k = 2. The applied path integration 
scheme was a modification of the Method 2 for compound Poisson driven systems. Again, it has been 
demonstrated that the path integration method provides accurate results for the case of sparse pulses, 
whereas unaccaptable results are obtained if the non-dimensional transition interval ~: is either too 
small or too large. 
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3.5 Diffusion methods 

Attempts to solve the forward or backward integro-differential Chapman-Kolmogorov 
equations (3-94), (3-96), as well as the related reliability problems (3-128), (3-131) and 
(3-134), (3-138) by means of conventional finite difference or finite element schemes 
have proved to be unsuccessful, due to large convection velocities compared to the 
diffusion velocities present in the phase space at large values of the velocity compo­
nent x, which renders such schemes unstable, when the local Peclet number becomes 
large, Zienkiewicz and Taylor (1991). Such instability problems have also been found 
in convective heat transport problems at large convection velocities, in fluid dynamic 
problems at high Reynolds number and other mixed convection-diffusion problems with 
high velocities. For the forward and backward Fokker-Planck equation Bergman and 
his eo-workers demonstrated in a number of papers on non-hysteretic simple oscillators, 
Bergman and Heinrich (1982), Bergman and Spencer (1983), as well as hysteretic oscil­
lators, Spencer (1986), that corrections for the convection flows could be achieved by 
applying a Petrov-Galerkin type of weighting with upwind differentiation to the weak 
formulation of the ruling differential equations. Similar approaches have been proposed 
by Langley (1988b ), Langtangen (1990), and others. 

In this section the reliability problem is considered for the non-linear, non-hysteretic 
time-invariant SDOF oscillator (3-45), (3-46), subject to a stationary compound Poisson 
process {F(t), t E [0, oo[} with the mean arrival rate v . The weak counterpart of (3-138) 
with the Kolmogorov-Feller operator given by (3-123) or (3-125) is solved by a Petrov­
Galerkin approach. Because of the severe requirements of differentiability and continuity 
in the :i:-direction, the shape and weighting functions for the :i:-component have to be 
globally specified, which rules out the possibility of any finite element formulation of 
the applied variational approach. 

iJR ~ x 
R= ax = . . . =o~" as<2> 

as<o>i - - - - - - - - as<t> 
I 

a 

as<l) 

R(Oix.ic)=O 

v=O I 
I 
I 

las<o> __ _ ____ _ _j 

R= a~ = .. ·=o \_as<2> 
iJx 

X 

Fig. 3-120: Boundary and initial conditions. 
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A double barrier problem with constant barriers is considered, i.e. the safe domain S 
is given as S = {(x, x )I a < x < b 1\ -oo < x < oo }. The boundary and initial value 
problem for the reliability function R( T I z) = 1 - FT1 ( T I z) then becomes, see fig. 
3-120 and (3-138) 

:r R( T I X, X) - X :x R( T I X, X) + u( X, X):% R( T I X, X) -

v E -frE~~<J ;;,R(r I x,x) = 0, Vr E]O,oo[, V(x,x) E S 
k=l 

R(O 1 x,x) = 1, V(x,x) E S (3 - 418) 

R(r I x,x) = 0, Vr E]O,oo[, V(x,x) E {)S(I) uos<2> 

tz""R(rlx,x)=O, n=1,2, . .. , VrE]O,oo[, V(x,x)EoS<2
) 

The Kramer-Moyal expansion for the backward Kolmogorov-Feller operator (3-125) has 
been applied in (3-418). Hence, it is assumed that moments E[Pn] of the impulse 
strength P exist for any order n. In what follows a scheme for obtaining numerical 
solutions of (3-418) will be devised. First, the weak counterpart of (3-418) will be 
derived. Assuming the weighting function v(x, x) to fulfil the boundary conditions 
v(x,x) = 0, (x,x) E {)S(o), and using u(x,x) = R(r I x,x) in (3-110) it follows that 

j R(r I x,x)K:z[v(x,x)]dxdx = j v(x,x)K:~[R(r I x,x)]dxdx =? 

s s 

J v(x, x)! R(r I x, x)dxdx- J R(r I x, x)K:z [v(x,x)]dxdx = 0 (3- 419) 

s s 

(3-419) provides the weak counterpart of the considered problem. K:z [v(x, x )] is the 
forward Kolmogorov-Feller operator given by (3-124). The variational equation (3-419) 
is discretized upon expanding R( T I x, x) into the following product form 

Io Jo 

R(r I x,x) = L L RIJ(r)NJ
1
)(x)N}

2
>(x) (3- 420) 

1=1 J=l 

The variational field v(x, x) is also restricted to a subspace of functions expanded by 
the following linearly independent basis 

Vu(x,x)=VP)(x)v)2>(x), 1=1, ... ,/o, J=1, .. . ,Jo (3- 421) 

The shape functions Njt>(x) are continuous and the weight functions vp>(x) are both 

continuous and piecewise differentiable in ]a, b[. Additionally, Njt> ( x) vanishes on {)S(1) 

and vp)(x) vanishes on oS<0>. In the x-direction, the weight functions Vj2>(x) are 
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continuous and infinitely many times differentiable in ] - oo, oo[. Further, v_?> ( x) and 

all its derivatives vanish on 8S(2 ) . In principle the shape functions N}2
) ( x) need only be 

piecewise continuous, and are not requested to fulfil any boundary conditions on as<2). 

The fulfilment of (3-419) for any variation w(x, x) within the considered subspaces leads 
to the following discrete variational equations 

Io Jo Io Jo 
L L Mrt1ti2J2Rr2J2 + L L Kltltl2hRI2J2 = 0 

[2=1 J2=1 [2=1 h=l 

11 = 1, ... , Io J1 = 1, ... , Jo (3- 422) 

The components of the "mass"-tensor MftJti2 J 2 and the "stiffness"-tensor Krtlti2J2 are 
given as 

(3- 423) 

a -oo 

Tf Jb dVI~1)(x)N(1)( )d /00. v(2)(')N(2)(')d' Aft ltl2 J 2 = d [ X X X J X J X X -X 2 t 2 

a -oo 

b 00 J j v}t1 )(x)NJ~)(x)! ( u(x , x)VJ:)(x))N}~)(x)dxdx -
a -oo 

b oo ( )k E[Pk] loo dkV(2)( ' ) Jv(1)( )N(1)( )d "~-- lt X N(2)(')d' It X [2 X X V~ k! mk dxk J2 X X 
a k=1 -oo 

(3- 424) 

All integrals on the right-hand sides of (3-423) and (3-424) are the products of one­
dimensional quadratures, except the 2nd term on the right-hand side of (3-424). How­
ever, this term is also reducible to such a form if u(x, x) is given as a polynomial of 
the state variables x and x, as is the case of usually considered non-linear oscillators 
(Duffing, van der Pol, etc ), i.e. 

n m 

u(x,x) = LLaijXixi (3- 425) 
i=O j=O 

If Nji>(x) = vp>(x) and N?>(x) = vj2>(x), the conventional Galerkin approach is 
obtained. By analogy with the corresponding white noise excited problem, this turns 
out to render the numerical scheme unstable due to the large convection velocities at 
Jxl --+ oo. Numerical inaccuracies and instabilities can be overcome by introducing a 

• 
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Petrov-Galerkin type of weighting to consider ·upwind differencing. Petrov-Galerkin fi­
nite element schemes have been employed in numerous applications in convection dom­
inated problems, Zienkiewicz and Taylor (1991). Therefore, instead of the Galerkin 
formulation, a Petrov-Galerkin approach will be applied to solve (3-419), (3-422). The 
gist for the success of the Petrov-Galerkin solution is the proper selection of the upwind 
parameter controlling the approximation for the correction of the convection flows. 

1~--~--~--~----~~~--~--~----~--~---. 

0.8 -Flow 

-0.8 -0.6 -0.4 ..().2 0 0.2 0.4 0.6 0.8 

% 

Fig. 3-121: Shape and weight functions in the x-direction. (a= 1, !lx = 1). 
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-Flow 
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o.s v}z)(x)// 
,,,•' _,.. 

0~--~----~~--~----~----._~~~--~-----J 
-2 -l.S -1 -O.S 0 O.S 1 l.S 2 

x 
Fig. 3-122: Shape and weight functions in the ±-direction. ((3 = j'f, 1 = 1, !lx = J;). 

In the variational formulation shape and weight functions will be indicated, which fulfils 
all the requirements of differentiability, continuity and boundary values. These functions 
clearly constitute a basis for the finite dimensional subspaces for the spaces of the trial 
functions and the weighting functions. In the x-direction, the following linear shape 
functions and quadratic weighting functions are utilized, fig. 3-121 

x E [(I- 1)/lx, I !lx] 

x E [I!lx, (I+ 1)/lx 

elsewhere 

x E [(I -1)/lx,I!lx] 

x E [I!lx, (I+ 1)/lx] 

elsewhere 

(3- 426) 

(3- 427) 
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F1 t(x) = 3(~-I) (r -1-~) 
I ~X ~X 

F1,2(x) = 3(;x -I) (1+1- ;x)C3-428) 

a= coth - -- = (rx) 2 { 1 
2 rx -1 

{ 
+oo rx = 
-oo 

x<O 
x>O 

(3- 429) 

(3- 430) 

where r x is the local Peclet number and a is the upwind parameter. As shown in 
fig. 3-122, the shape and weighting functions in the ±-direction are specified globally in 
order to fulfil the severe requirements of differentiability and continuity in this direction. 
Shape functions are chosen as normal probability density functions with varying means 

(2) . 1 ( (x- J~x)2 ) 
NJ (x) = ..Jf;,~x exp - 2(,~±)2 (3- 431) 

Weighting functions are chosen as the scaled first derivative of normal probability density 
functions superimposed on the Gaussian curve 

(2) . (2). f3 (x - J~x ) ( (x-J~x)2 ) 
VJ (x) = NJ (x) + vs;,2~x r~x exp - 2(r~x)2 (3- 432) 

(r·) 2 {3 = coth _!_ - -
2 rx (3- 433) 

2 ( u( x, X) - 11 ~P] ) 
r· = ~x 

x vE(f2J 
m 

(3- 434) 

The parameter r, used in the definition of the standard deviation of the shape and weight 
functions, can be termed as the interaction parameter, since it somehow represents the 
interaction degree of two weighting functions. The local Peclet number r X and the 
upwind parameter {3 are defined as position dependent in the (x,x)-plane. 

The white noise case is obtained if the sum in the backward Kolmogorov equation, 
(3-418), is truncated at k = 2. The optimal choice for the denominator of (3-434) then 
becomes vE[P2]/m2 = vE[P2]/m2. In this case, rx can be interpreted as a measure of 
the relative strength of convective and diffusive velocities in the ±-direction, and stability 
is guaranteed if r x < 2, Bergman and Heinrich (1982), Bergman and Spencer (1983), 
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Spencer (1986). In the compound Poisson case, a straightforward generalization would 
be to introduce the following quantity in (3-434) as the average diffusion constant 

2 "'oo (-I)~ E[~~J a~ ( I ·) vE[P ] L....k=2 -rr m wR T x, X 

2 = V 1 8 2 R( I . ) m 2az2 T x,x 
(3- 435) 

After inserting (3-420) into (3-435), highly nonlinear differential equations are obtained 
from (3-422). In order to preserve linearity, the following approximate diffusion coeffi­
cient is suggested as an alternative 

E[p2] "'00 i=..!.t. E[PA:] LN(2)(.) 
V = VL-k=2 k! mlo 82:~ J X 

m2 !~N(2)( .) 
2 82:2 J X 

(3-436) 

With N}2)(i:) given by (3-431), the right-hand side of (3-436) can be evaluated as a 
closed form expression. Using (3-436), the stability requirement on r X is no longer 
exactly fulfilled. However, since (3-436) is qualitatively correct, it follows from (3-434) 

that the fraction :;~;:~7:: is an indication of the number of times the mesh width, ~x, 
must be reduced, compared to the white noise case, in order to ensure stability. 

The semi-discrete equation of (3-422), which can be interpreted as a coupled system of 
ordinary differential equations, is solved using the following unconditionally stable and 
second order accurate Crank-Nicolson scheme. 

(3- 437) 

Initial values R(O) are obtained from equation (3-420) after constraining the reliability 
function to unity at T = 0. Each period is passed by 50 time steps to achieve convergence 
in the Crank-Nicholson scheme. 

The first-passage time probability density function /T1 ( t I x, x) on condition of deter­
ministic start in ( x, x) E S can be evaluated from (3-420) 

(3- 438) 

where the derivatives RIJ(t) are calculated from (3-422) as given by the matrix solution 
R(r) = -M-1KR(r). 

The indicated variational scheme and solution approach were suggested by Koyliioglu, 
Nielsen and lwankiewicz (1994), who also derived the somewhat lengthy analytical ex­
pression for the components of the mass tensor and the stiffness tensors (3-423) and 
(3-424) for the case of a Duffing oscillator exposed to a compound Poisson process as 
considered in the following example 3-15. 
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Example 3-15: Reliability analysis of .Duffing oscillator driven by a com­
pound Poisson process 

The Duffing oscillator (3-44), (3-45), (3-46) is considered, when driven by a stationary compound 
Poisson process. Generally, the following system data are used m = 1.0, wo = 1.0. The considered 
values of the damping ratio ( and non-linearity parameter c are indicated in the legend of the figures. 
The impulse strength of the compound Poisson process is assumed to be zero-mean normally distributed, 
P"' N(O, u~). The safe domainS in fig. 3-120 is meshed into 30 X 30 identical rectangles. Boundaries of 
the mesh in the :i:-direction are chosen as 5 times the stationary standard deviation 0' X ( oo). This bound 
is reduced to 2 times the standard deviation of the stationary response, when stability requirements 
could not be met by the indicated mesh size. It should be noted that stability of the Petrov-Galerkin 
solution is fully correlated to the local Peclet numbers. Hence, unstable results are expected for coarse 
meshes. This will be illustrated in the coming examples. For the specification of the mesh width, the 
standard deviation of the stationary response of the nonlinear oscillator is obtained from an initial 
Monte Carlo simulation in which stationarity is assumed after 20 periods. Results are obtained for 
the reliability function, R(tiO), and first-passage time probability density function, fT1 (t iO) , only for 
symmetric time-invariant double barrier problems, -a= b, with deterministic start in the origo, [x, x] = 
[0, 0]. 

Figs. 3-123 and 3-124 illustrate the convergence of the numerical scheme to the solution of the Fokker­

Planck equation as v -+ oo under the restriction of constant :tV'
2

~ for the cases of the relatively w0 m 

large damping ratio ( = 0.08 and the medium level damping ratio ( = 0.01, respectively. The Gaussian 
white noise results have been obtained from the variational principle and weighting functions proposed 
in this study upon truncating the sum in (3-418) after the first two terms . The dashed line indicated the 
corresponding results obtained upon using the present solution with the excessive large mean arrival 
rate of v = 100w0 . As seen, the results are in excellent agreement . The examples covered in figs. 
3-423 and 3-424 have been taken from Bergman and Spencer (1983), who used somewhat simpler and 
different weighting functions. 

Fig. 3-125 shows the effect of the non-linearity parameter, c on the reliability function and the first­
passage time probability density function. The following values, c = 0.00, c = 0.25 and c = 0.50, are 
considered, representing the cases of linear, medium non-linear and significantly non-linear restoring 
forces. In order to make comparison meaningful the barrier level b is adjusted in proportion to the 
stationary standard deviation of the displacement, u x ( oo ), which is obtained by Monte Carlo sim­
ulation. Corresponding to the indicated values of c the following standard deviations are obtained 
ux(oo) = 1.004, ux(oo) = 0.827, ux(oo) = 0.759. From the results shown it is concluded that the 
reliability function and the first-passage time probability density function are significantly dependent 
on the non-linearity parameter. 

Fig. 3-126 shows the dependence on the damping ratio, (. The following damping ratios have been 
considered, ( = 0.05, ( = 0 .10 and ( = 0.15. The corresponding stationary standard deviations of the 
displacement are ux(oo) = 0.759, ux(oo) = 0.587, ux(oo) = 0.501. From the results it is concluded 
that the reliability function and the first-passage time probability density function are rather insensible 
to the damping ratio. 

I 
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Fig. 3-123; Comparison with Gaussian white noise. a) Reliability function , R(tjO). b) First-passage 
time pdf, fT

1 
(tjO) . Deterministic start, constant double barrier problem. b =-a= ux(oo), ( = 0.08, 

e = 0.2, vE[P2 ] = 4(wgm2 = 0.32. Koyliioglu, Nielsen and lwankiewicz (1994). 

a) 

0.9 

0.8 

0.7 

,........ 0.6 
£. .... 
Cg' 0.5 

0.4 

0.3 

0.2 

0.1 
0 

White noise 

- Poisson process 
with li= 100 

5 

wot 

b) 

10 

0.2 

0.18 

0.16 

0.14 

0 0.12 
~ 

.£ 0.1 

.... ,3 0.08 

0.06 

0.04 

0.02 

0 
0 

White noise 

-- Poisson process 
with v= 100 

5 
wot 

10 

Fig. 3-124; Comparison with Gaussian white noise. a) Reliability function, R(t jO). b) First-passage 
time pdf, fT

1 
(tjO). Deterministic start, constant double barrier problem. b =-a= ux(oo), ( = 0.01, 

e = 0.2, vE[P2] = 4(wgm2 = 0.04. Koyliioglu, Nielsen and lwankiewicz (1994) . 
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Fig. 3-125: Dependence on non-linearity parameter,£. a) Reliability function , R(t!O) . b) First-passage 
time pdf, fT1 (t!O). Deterministic start, constant double barrier problem. b ==-a= 2ux (oo) , ( = 0.05, 
vE[P2J = 4(wgm2 = 0.20, v = 5w0 . Koyliioglu, Nielsen and lwankiewicz (1994). 
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Fig. 3-127: Dependence on mean arrival rate, 11 . a) Reliability function, R(tjO). b) First-passage time 
pdf, /T1 (t!O) . Deterministic start, constant double barrier problem. b = -a = 2ux(oo), ( = .0.05, 
E: = 0.5, 11E[P2] = 4(wgm2 = 0.20 . Koyliioglu , Nielsen and lwankiewicz (1994). 
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Fig. 3-127 shows the dependence on the mean arrival rate, v. The following damping ratios have been 
considered, v = 5.0wo, v = 2.0wo and wo = l.Owo. The corresponding stationary standard deviations 
of the displacement are a-x(oo) = 0.760, a-x{oo) = 0.758, a-x(oo) = 0.757. For comparison, the white 
noise case has also been shown in the figure . As seen, the results are quite insensible to variations in 
v . Hence, the case v = l.Owo , corresponding to averagely 6.28 impulse arrivals per linear eigenperiod 
To is effectively equivalent to Gaussian white noise for the reliability problems considered for the 
Duffing oscillator. Notice, in example 3-9 it was demonstrated that signifantly deviating displacement 
responses were obtained for a compound Poisson process with v = 1.297wo and for the comparable 
white noise process. However, this was observed for a hysteretic oscillator with small values of the 
elastic fraction of the restoring force, a . Attempts to reduce v beyond v = l.Owo with vE[P2 ] kept 
constant imply numerical instability with the present 30 X 30 mesh. Although , these instabilities can 
be cured by decreasing the mesh size, limitations in the memory allocations of the avaliable computer 

facilities prevented the application of finer meshes. The fraction "E[P
2
) = ~'".<<oof, which indicates the 

11E[P2) ... ., 11 

necessary mesh refinement to ensure stability for finite values of v relative to the stable white noise 
mesh, is plotted in fig. 3-128. As shown in the figure, a reduction factor of 32 in the mesh width is 
necessary to obtain stability for mean arrival rates equal to v = 0.1wo. 

The main conclusion drawn from this example is, that the numerical integration of the backward 
Kolmogorov-Feller equation for the reliability function of a SDOF non-linear and non-hysteretic oscil­
lator subject to a stationary Poisson driven train of impulses, based on a Petrov-Galerkin variational 
formulation may be performed for relatively high values of the mean arrival rate , v. In the example the 
limit was v ~ 1.0wo using a coarse 30 x 30 mesh. If smaller mean arrival rates are applied numerical 
instability is observed . It is addressed how these instabilities can be cured using finer meshes. However, 
the necessary width of the calculation mesh is decreasing dramatically as v decreases. As is the case for 
moment methods the Petrov-Galerkin variational method is working at best at relatively large mean 
arrival rates. A short parameter study for the Duffing oscillator was performed in the example, which 
demonstrated that the reliability function and the first-passage time probability density function is 
insensible to the value of the damping ratio, and highly sensible to the non-linearity parameter. 

tr 
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3.6 Summary and conclusions 

Initially, in section 3.1 Wiener processes, compound Poisson and a -stable Levy motions 
are introduced and briefly described. All these stochastic processes have independent 
increments. It is discussed how some other actual random excitations can be modelled 
using a filtration of processes with independent increments through a sharpening filter. 
Thus the attention has been focused on the processes for which the respon se of the 
dynamic system may be regarded as a Markov process. The general state vector formu­
lation for geometric non-linear elastic as well as hysteretic systems is given. Especially, 
in example 3-1 equivalent hysteretic SDOF and MDOF shear models are formulated for 
instrumentated reinforced concrete structures exposed to earthquakes. The models are 
aimed at the prediction of the stochastic response and reliability and the global and 
localized damage of the structure, based on a sequential updating of a few number of 
system parameters. The accuracy of the predictions of the models as compared to avail­
able model tests is primarily due to a modelling of the elastic fraction of the restoring 
force as a degrading function of the damage, corresponding to gradual transition from 
elastic to plastic response, as larger and larger parts of the structure become plastic. 

In section 3.2 the forward and backward integro-differential Chapman-Kolmogorov equa­
tions for transition probability density function of the Markov vector have been indi­
cated as a reference for later sections for system driven Wiener processes , compound 
Poisson processes and a-stable Levy motions. Further, the first-passage time problem 
has been formulated based on the solution of the forward or backward integro-differential 
Chapman-Kolmogorov equation with absorbing boundary conditions. 

Section 3.3 deals with stochastic response analysis of Markov systems based on moment 
equation methods. Initially, the generalized Ito differential rule for diffusion and jump 
excited systems is derived , from which the generic equation for moments is derived. 
Especially, explicit expressions for joint central moments have been indicated. 

In Section 3.3.1 the closure problem for the hierarchy of moment equations is treated, 
i.e. the specification of an approximate joint pdf for the state variables from which 
unknown expectations may be calculated. The free parameters of the closure assumption 
is calibrated, so that the said joint pdf displays the joint moments provided by the 
retained moment equations. The moment neglect closure, the cumulant neglect closure, 
the quasi-moment neglect closure and the Hermite moment neglect closure schemes are 
adressed. It is emphasized that most of these methods are likely to work well for systems, 
which are almost Gaussian, i.e. of the monomodal and smooth type. In fact they may 
all be considered as expansions from Gaussian probability densities with the remainder 
in the expansion beyond the first two terms measuring the deviation from Gaussianity. 
Systems with joint pdf of the multimode or mixed continuous-discrete type are often 
met in stochastic structural dynamics. For these cases the rate of convergence of series 
expansions from Gaussianity may be very slow or convergence may be totally lacking. 
Instead, modified closure schemes need to be formulated, guided by physical insight into 
the system dynamics. A modified cumulant neglect closure scheme is presented for the 
socalled double-well potential oscillator with a bimodal joint pdf. Even at closure at the 
covariance level rather accurate results are obtained. In contrast the rate of convergence 
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of the ordinary cumulant neglect closure scheme is extremely slow as demonstrated in 
example 3-7. Next, a similar modification is suggested for the Hermite moment neglect 
closure scheme applied to the Bouc-Wen oscillator exposed to high intensity Gaussian 
white noise, in which case the marginal pdf of the hysteretic component displays a 
marked double-peaked behaviour. Again substantial improvements are registered as 
compared to the ordinary Hermite moment neglect closure scheme. Finally, a modified 
closure scheme is proposed for Poisson driven systems with low mean arrival rate, where 
a transient discrete probability component is present in the joint pdf, representing the 
deterministic drift from the initial values on condition that no impulses have yet arrived. 
Explicit expressions for the modified cumulant neglect closure scheme have been derived 
for systems with polynomial non-linear drift vectors at closure at the order N = 4. 

In section 3.3.2 moment equations for Wiener process driven dynamic systems are de­
rived. Especially, formulas for systems with cubic polynomial drift vectors (such as 
the Duffing and the van der Pol oscillators) are addressed. Besides, the conditions are 
determined for replacing a system with non-analytical (e.g. hysteretic) drift vector by 
an equivalent system with polynomial non-linear drift vector. A theorem is proved, 
stating that exact joint moments up to the order N + 1 are provided by the equiva­
lent system, if an equivalent polynomial expansion of the order N is applied, and the 
expansion coefficients of the equivalent expansion are determined from a least mean 
square criterion with the unknown expectations evaluated with the exact joint pdf. In 
example 3-3 the method of equivalent polynomial expansion is applied to the stochastic 
analysis of a bilinear hysteretic oscillator exposed to stationary Gaussian white noise. 
The idea is to replace merely the constitutive equation for the hysteretic component by 
an equivalent polynomial expansion, whereas the linear equations are left unchanged. 
In contrast, the global mean least square criterion of the mentioned theorem assumes 
that all components are replaced by equivalent polynomial expansions of the order N. 
In the numerical example it is demonstrated that such an approach introduces quite 
ignorable additional errors in the analysis. The benefit of the method is that only a 
marginal joint pdf of the velocity and the hysteretic component need to be calibrated at 
the calculation of the coefficients of the equivalent cubic expansion. The said tentative 
joint pdf is selected as a truncated 2-dimensional Gram-Charlier series with a Minai­
Suzuki modification for the discrete probability of attaining the plastic branches. Two 
equivalent linearization strategies are investigated. Both of these predict a stationary 
displacement variance for the case of an ideal elastic-plastic oscillator (a = 0), in con­
trast to the Brownian motion type of variance growth displayed by the Monte-Carlo 
simulation and the cubic polynomial expansion method. This suggests that the vari­
ance growth phenomenon is caused by joint moments of the 4th and higher order. The 
main discrepancies between the cubic polynomial expansion method and the simulation 
results can be attributed to the application of an ordinary cumulant neglect closure 
scheme with no modification for discrete probability components in the global moment 
equations. This problem has been further investigated in example 3-4, which includes a 
reliability analysis of the bilinear hysteretic oscillator. The reliability analysis is based 
on the observation of a damage indicator, which is selected as the accumulated energy 
dissipated by the system during plastic deformations. The failure event of the system 
occurs, when the non-decreasing damage indicator makes a first-passage of some critical 
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level, dcr· The damage indicator is included in the state vector as an extra state variable, 
and a differential equation has been formulated specifying its development with time. 
The load process of the system is obtained from rational filtration of time-modulated 
Gaussian white noise through a time-invariant rational filter of the order (r, s) = (1, 2). 
The state variables of the filter is also included in the state vector of the integrated 
dynamic system along with the displacement, the velocity, the hysteretic component 
and the damage indicator. Only the differential equations for the hysteretic component 
and the damage indicator are replaced by equivalent polynomial expansions. The con­
sistant expansions turn out to be of the 3rd order for the hysteretic component and of 
the 2nd order for the damage indicator. At the evaluation of the equivalent expansion 
coefficients a least square criterion is applied, and the joint pdf for the evaluation of 
the unknown expectations is selected as a truncated 2-dimensional Gram-Charlier series 
with a Minai-Suzuki modification. Besides, a modified cumulant neglect closure scheme 
is devised for the global moment equations, which takes the discrete probability com­
ponents in the joint pdf into account. The closure scheme only requires the same joint 
pdf of the velocity and hysteretic component as applied in the equivalent polynomial 
expansions of the hysteretic and damage indicator differential equations. In the example 
results obtained with the ordinary and the modified cumulant neglect closure scheme 
have been compared with those obtained by Monte Carlo simulation. The conclusion 
drawn from this comparison is that significantly better results are obtained with the 
modified cumulant neglect closure scheme than with the ordinary scheme. Hence, the 
same tentative joint pdf should be applied at the local and at the global level. Ex­
ample 3-5 deals with the stochastic analysis of hysteretic multi-storey plane frames. 
Initially a differential formulation of the constitutive equations for elasto-plastic beaiJl 
elements has been indicated, connecting the rate of the generalized stresses and strains 
of the element. This is next specialized to yield hinge models, where the generalized 
strains and stresses are made up of the end-section rotations and end-section bend­
ing moments. The frame is subjected to a horizontal earthquake excitation obtained 
upon filtering modulated Gaussian white noise through a Kanai-Tajimi filter, which 
is merely a rational filtration of the order ( r, s) = ( 1, 2) with physically interpretable 
filter constants. The state vector components for the integrated dynamic system con­
sist of nodal displacements and nodal velocities, the generalized stresses from all plastic 
elements, and the filter state variables. The resulting differential equations on state vec­
tor form represent a MDOF generalization of the corresponding differential equations 
for the elasto-plastic oscillator in example 3-4 with the generalized stresses forming the 
multi-variate hysteretic components. Only the constitutive equations for the generalized 
stresses (the hysteretic components) are replaced by equivalent polynomial expansions 
in the local generalized stresses and generalized strain rates. Hence, the equivalent 
polynomial expansion is performed at element level, which facilitates the formulation 
of a global equivalent polynomial system significantly. The global joint moment equa­
tions are next closed by an ordinary cumulant neglect closure scheme. The theory has 
been applied to a simply supported two-storey single-bay plane frame with the Kanai­
Tajimi filter exposed to a stationary Gaussian white noise. Severe plastic deformations 
are most likely to occur in the lower storey columns. Equivalent cubic expansions are 
only applied to the constitutive equations for these elements, whereas equivalent linear 
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expansions are introduced for the remaining elements. The joint expectations of the 
rate of the end-section rotations and bending moments , entering the least mean square 
equations for the determination of the coefficients of the equivalent polynomial expan­
sions, are evaluated by means of a Gram-Charlier expansion to the 4th order of the 
joint pdf with a Minai-Suzuki modification for plastic deformations. From the results 
obtained it is concluded that equivalent linearization for all elements with Gaussian 
evaluation of the expansion coefficients provides results for the displacement response 
of the storeys that neither quantitatively nor quantitatively are in agreement with those 
obtained by Monte Carlo simulation. Only slightly better results are obtained by an 
equivalent linearization scheme, where a Gram-Charlier expansion to the 2nd order with 
a Minai-Suzuki modification for plastic deformations has been applied for the evaluation 
of the linear expansion coefficients. In both cases a stationary variance is predicted for 
the storey displacements in contrast to the simulation results, which shows a similar 
Brownian motion type of variance drift, as addressed in example 3-3. The inevitable 
conclusion seems to be that equivalent linearization techniques should not be used for 
elasto-plastic structures exposed to severe stationary excitations. Instead, the analysis 
should involve at least the 4th order moments. In contrast the application of a cubic 
polynomial expansion for the lower storey columns provided results, which are in much 
better agreement with the simulation results. No significant difference is noticed in 
the results, if the equivalent linearization for the remaining elements is performed with 
Gaussian closure or with a joint normal pdf or with Gram-Charlier expansion to the 2nd 
order with a Minai-Suzuki modification. In example 3-6 the theory has been applied 
to the reliability analysis of saturated sand deposits under horizontal shear earthquake 
excitations (SH waves), assuming liquefaction to be the principal failure mode of the 
soil. Liquefaction is assumed to take place, when the accumulated dissipated energy 
per unit of volume of the soil reaches a critical level. In the example the applicability 
of this damage indicator is verified by triaxial testing of various sand samples exposed 
to cyclic testing with variable amplitudes. The triaxial tests also show that the rate of 
the mobilization factor , which for the present plane strain case can be defined as the 
shear stress in proportion to the shear strength, can be related to rates of the shear 
strain by a Bouc-Wen hysteretic model. The shear strength is a decreasing function 
with time as the pore pressure builds up , and turns out to deteriorate proportionally to 
the deterioration of the shear modulus. Both have been related to the damage indicator 
by a simpellinear relation. A statically admissible stress field is prescribed, from which 
the subsoil continuum is discretized into a SDOF system. The acceleration process at 
the top of the bedrock is obtained from filtration of modulated Gaussian white noise 
through a time-invariant rational filter of the order (r, s) = (1, 2). The differential equa­
tion for the evolution of the damage indicator becomes cubicly polynomial, whereas the 
differential equation for the velocity becomes quadratic. The constitutive equation for 
the mobilization factor is replaced by an equivalent linear expansion, with the expan­
sion coefficients evaluated by a Gram-Charlier expansion truncated at the order N = 2, 
whereas the linear, the quadratic and the cubic equation are left unchanged. The re­
sulting global hierarchy of moment equations is truncated at the order N = 4 by means 
of an ordinary cumulant neglect closure scheme. The obtained results for the variance 
response of the displacement and the mobilization factor are rather poor in comparison 
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to simulation results, as can be expected from the application of equivalent linearization 
to the hysteretic equation. However, excellent results are obtained for the mean value 
and standard deviation of the damage indicator, whereas the skewness parameter of this 
variable is less accurately estimated. The reason for the improved results for the lower 
order statistical moments of the damage indicator in comparison to those for the other 
state variables is merely the exact cubic polynomial form of the differential equation 
of this variable. Improved results for the skewness parameter requires application of 
higher order equivalent polynomial expansion of constitutive differential equation for 
the hysteretic component and global closure at higher than the order N = 4. 

Section 3.3.3 deals with the stochastic analysis of compound Poisson process driven 
systems by means of moment equations. Initially, the differential equations for the joint 
central moments of dynamic systems exposed to a multi-dimensional or scalar compound 
Poisson process are indicated. Especially, the moment equations for systems with cubic 
polynomial drift vectors are derived. In example 3-8 the theory is applied to a Duffing 
oscillator. The idea of the example is to demonstrate the applicability of the modified 
cumulant neglect closure scheme, devised for Poisson counting processes with low mean 
arrival rates. Ordinary cumulant neglect closure schemes at the orders N = 3, N = 4 
and N = 5, and modified cumulant neglect closure at the order N = 4 are considered. 
The excitation process has Rayleigh distributed impulse strengths, and is obtained as 
output process from a filtration of a homogeneous compound Poisson process through 
a rational filter of the order ( r, s) = (0, 2). For the relatively high mean arrival rate of 
impulses of 11 = O.lw0 , the considered ordinary cumulant neglect closure schemes work 
well and all give acceptable results, although the best result is obtained for closure a t 
the order N = 5 as expected. In comparison to ordinary cumulant neglect closure at the 
order N = 4 the modified cumulant neglect closure scheme gives substantially improved 
results for the mean value functions and for the variance functions in the initial part of 
the excitation, where the modification of the joint pdf is most important. Application 
of a pulse train with the lower mean arrival rate of 11 = 0.05wo renders the ordinary cu­
mulant neglect closure schemes numerically unstable, whereas the modified scheme still 
produces accurate estimates for the mean value functions and variance functions. From 
the example it is then concluded that more accurate and numerically stable results are 
obtained by the modified cumulant neglect closure scheme. However, even the modified 
cumulant neglect closu.re scheme eventually renders into numerical instability as 11 is 
reduced. In the present example this occurs for 11 ::::: O.Olwo, which is approximately 
one order of magnitude less than the corresponding limit for the comparable ordinary 
cumulant neglect closure scheme. In example 3-9 a reliability analysis of a Bouc-Wen 
oscillator exposed to both an unfiltered and a filtered homogeneous compound Poisson 
process has been performed by means of the equivalent polynomial expansion technique. 
The reliability analysis is based on a damage indicator , which is selected as the accumu­
lated energy dissipated by the hysteretic component. Then the said damage indicator is 
quadratically polynomial. Only the constitutive equation for the hysteretic component 
is replaced by a cubic polynomial expansion, whereas the remaining linear or quadratic 
non-linear differential equations are kept unchanged. As in previous applications the 
expansion coefficients of the equivalent polynomial expansion are determined by a least 
mean square criterion. Evaluation of the unknown expectations entering the mean least 
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square criterion is performed by a quasi-moment neglect closure scheme, truncated at 
the order N = 4. Besides, equivalent linear expansions of the hysteretic differential 
equation are considered with the expansion coefficients evaluated by means of quasi 
moment expansions truncated at the order N = 2 and N = 4, respectively. The former 
linearization scheme is equivalent to a white noise excitation with Gaussian closure. The 
hierarchy of global moment equations is closed at the order N = 4 by means of an ordi­
nary cumulant neglect closure scheme for both equivalent linear expansions and for the 
equivalent cubic polynomial expansion. First, the case of excitation with an unfiltered 
compound Poisson process is considered. Two alternative distributions for the impulse 
strength are assumed. The first of these concerns an ordinary Rayleigh distribution , 
while the other is a zero-mean centered Rayleigh distribution. The relatively high mean 
arrival rate of impulses of v = 1.297wo is applied. For the case of an ordinary Rayleigh 
distribution of the impulse strength the obtained results for the mean value functions 
of the displacement, the hysteretic component and the damage indicator are all in good 
agreement with the simulation results, both for the two equivalent linearization schemes 
and for the cubic polynomial expansion method, although the Gaussian closure algo­
rithm overestimates the mean value function of the hysteretic component somewhat at 
larger excitation intervals. The variance response of the displacement and the hysteretic 
component is significantly underestimated by the equivalent linearization methods, and 
these methods completely fail to predict the variance response of the damage indica­
tor. In contrast, the variances predicted by the equivalent cubic polynomial expansion 
method are acceptable for the displacement and hysteretic component and very good 
for the damage indicator. For the case of a zero-mean centered Rayleigh distribution 
of impulse strengths it is demonstrated that significant non-zero mean values for the 
displacement and the hysteretic component are present even at the relatively high mean 
arrival rate of v = 1.297wo, which is a consequence of non-zero higher order odd mo­
ments of the impulse strength in combinations with small values of the elastic fraction 
of the total restoring force, a. In contrast, the equivalent linearization scheme with 
Gaussian closure predicts zero mean responses. Hence the replacement of a compound 
Poisson process with a comparable Gaussian white noise process should be performed 
with some caution for such systems even at relatively high mean arrival rates of the im­
pulses. The equivalent linearization scheme based on a 4th order quasi-moment neglect 
series expansion captures the qualitative behaviour of the mean values, but the quantita­
tive predictions are not good. In contrast, the predictions of the equivalent polynomial 
expansion are in excellent agreement with the Monte Carlo simulation results. Both 
equivalent linearization techniques underestimate the variances of the displacement and 
the hysteretic component. Only the equivalent cubic polynomial expansion gives accept­
able variance estimates, and is the only one of the methods that provide meaningful 
and even accurate results for the damage indicator. Next, the case of excitation with 
a compound Poisson process filtered through a time-invariant and rational filter of the 
order (r, s) = (0, 2) is considered. Only the case of an ordinary Rayleigh distribution of 
the impulse strength is considered, and only the equivalent linearization scheme with 
expansion coefficients evaluated from the quasi-moment expansion at the order N = 4 
is investigated. The mean arrival rate is selected as relatively high as v = l.Ow0 • As for 
the non-zero mean case for unfiltered impulses the considered methods give acceptable 
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results for the mean values. Again , the equi~alent linearization method underestimates 
the variance responses of the displacement and the hysteretic component, and com­
pletely fails to predict the variance response of the hysteretic component, whereas the 
equivalent cubic polynomial expansion technique provides acceptable variance estimates 
for all considered state variables. The conclusion to be drawn from the results of this 
example is that equivalent linearization methods fail to predict the variance response 
of all state variables. Especially for the damage indicator the results are completely 
misleading. Hence equivalent linearization methods should not be used in a reliabil­
ity analysis of hysteretic oscillators exposed to compound Poisson processes if response 
statistics beyond the mean value function of the damage indicator is requested. Only 
equivalent polynomial expansion techniques of at least the 3rd order in combination with 
an ordinary cumulant neglect closure scheme provide accurate estimates of the mean 
value and variances of the damage indicator, and in fact seems to be the best available 
semi-analytical scheme for the analysis of such response statistics. The computer time in 
comparison to Monte Carlo simulation for the methods in the example is 0.88% for the 
equivalent linearization methods and 6% for the equivalent cubic polynomial expansion 
technique. 

Section 3.3.4 deals with dynamic systems driven by compound Erlang renewal pro­
cesses. Initially, it is demonstrated that such systems can be reduced to an equivalent 
system driven by a compound Poisson process at the expense of the introduction of 
some auxiliary state variables. Next, the stochastic differential equations specifying the 
development of these extra state variables are formulated. The integrated dynamic sys­
tem with the state vector made up of the structural state variables in combination with 
the auxiliary state variables then form a Markov system, and the moment equations 
for systems driven by a compound Poisson process can be applied in a slightly changed 
form. Also the modified closure schemes for sparse pulse arrivals need to be changed 
slightly. In example 3-10 the general conditions for reducing a system driven by a com­
pound regular counting process to an equivalent system driven by a compound Poisson 
process are settled, and it is shown that the compound Erlang process is obtained as 
a special case of the general formulation. In example 3-11 the stochastic response of a 
Duffing oscillator exposed to compound Erlang processes with the parameters k = 2, 
k = 3 and k = 4 is analysed. The impulse strength is assumed to be ordinary Rayleigh 
distributed. To make comparison between the indicated cases meaningful the mean ar­
rival rate of Poisson events is selected as f = 10wo. Then the average number of renewal 
impulses per unit of time is the same for the three cases of k, and any differences in the 
calculated response moments can be attributed to the different interarrival time distri­
butions. The indicated mean arrival rate of impulses is very large, so the hierarchy of 
moment equations can be closed at the order N = 4 by means of an ordinary cumulant 
neglect closure scheme. The obtained mean value functions and variance functions for 
the displacement are all in excellent agreement with the simulation results . The mean 
value functions are practically the same for the three cases of k. However, the variances 
have a marked tendency to decrease with increasing value of k. From these observations 
is concluded that the moment equation method can be used for the stochastic analysis 
of a class of non-linear systems exposed to a compound Erlang renewal process after 
reduction to an equivalent compound Poisson process driven system. The mean value 



I ! . 
I: 
I • I:· 

.· ' :j. 

l 

. ' 
'i. 
I 

' : 
I 

! . 

. ! 
I 

! . 

'• 
il 
• I 

; I 

: ' 

•'i I 

I 

'I 

' 
' 

,, 
I!. i . 

; .. 
i 
J 
) 
; 

' r . i 

244 

function of the displacement response is believed to be rather insensible to the choice 
of distribution for the interarrival times , and depends primarily on the mean arrival 
rate of impulses. In contrast the variance function shows significant dependency on this 
distribution. The application of compound Poisson processes as a load model for cases 
where the interarrival times are far from exponentially distributed should then be done 
with caution. 

Section 3.4 deals with the numerical integration of the forward integro-differential 
Chapman-Kolmogorov equation by means of path integration. Initially the applied dis­
cretization scheme is described, which reduces the time and space continuous Markov 
vector process to an irreducible, positive recurrent and aperiodic Markov chain. In case 
of stationary processes observed at equidistant time intervals it is next demonstrated , 
how the stationary distribution may be obtained from a linear eigenvalue problem with 
the known eigenvalue >. = 1. 

In section 3.4.1 the application of path integration to Wiener process driven systems 
is dealt with. Since the state vector process does not perform any jumps in this case, 
the drift vector may the approximated by a piecewise linear vector function and the 
diffusion matrix by a piecewise constant matrix. For sufficiently small transition time 
intervals the system then behaves as local Gaussian, and the differential equations for 
the development of the conditional mean value functions and the conditional cova.ri­
ances, as well as the transitional joint pdf can be specified at once. Four alternative 
linearization strategies are indicated in ascending order of complexity. Especially, the 
running mean linearization scheme and the equivalent linearization scheme are promis­
ing, since much larger transition time intervals may be used, then allowed for the other 
two mentioned linearization schemes. The use of the latter schemes is due to the simple 
solutions obtained for the conditional mean value function and the conditional covari­
ance matrix function. In example 3-12 the linearization schemes have been explicitly 
stated for a Duffing oscillator subjected to Gaussian white noise. Next, the running 
mean linearization scheme has been chosen with a uniform coarse 20 x 20 mesh extend­
ing four linear stationary standard deviations in the positive and negative displacement 
and velocity directions, and with a transition interval of fl.t = If. Excellent agreement 
with Monte Carlo simulation results is obtained both at the central part of the marginal 
distributions and at their tails. The first-passage time problem for a deterministic start 
problem with a single constant barrier is also solved. The first-passage time proba­
bility distribution function obtained by path integration overestimates the probability 
of failure somehow during the first period as compared to Monte Carlo simulation re­
sults, which is an effect of using the indicated coarse mesh in combination with the 
relatively large transition interval. From the results of the example it is concluded that 
the stochastic response can be determined by path integration with a very coarse mesh 
without affecting the accuracy significantly, whereas a somewhat finer mesh must be 
used in reliability problems. 

In section 3.4.2 path integration methods are devised for systems driven by compound 
Poisson processes, Levy a-stable motions and compound Erlang processes. First the 
case of a dynamic system driven by a scalar compound Poisson process is considered. 
An asymptotic expansion is derived for the transitional joint pdf, valid under the re-
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striction v!:l.t ~ 1, and involving only the tr~tnsitional joint pdfs on condition of zero 
and one impulse arrivals during the transition interval. The transitional joint pdf on 
condition of zero impulses specifies the eigenvibrations of the system from the initial 
conditions, which is obtained by numerical integration. The various path integration 
schemes are sorted out in the same way as the transitional joint pdf on condition of 
one impulse arrival during the transitional time interval is specified. Due to the restric­
tion on v!:l.t, path integration methods are likely to work best for small values of v in 
contrast to moment equation methods. For fixed v the restriction indicates an upper 
bound for the choice of !:l.t. On the other hand it is shown that a lower bound for this 
quantity also exists, so the optimal results are obtained, when !:l.t is confined to some 
interval. Two methods are presented for the convection and diffusion of the probability 
mass on condition of one impulse arrival during the transition time interval. Method 1 
is based on the fact that the arrival time of the impulse is uniformly distributed in the 
transitional interval for homogeneous Poisson processes. The transition interval is then 
divided into a finite number of sub-intervals, and the convection and diffusion of the 
probability mass are performed for each sub-interval in a sequence on condition that 
the impulse arrives in the said interval. Method 2 is based on a Taylor expansion of 
the state vector at the end of the transition interval in terms of the strength of the 
impulse, P. The Taylor expansion coefficients only depend on the start- and terminal 
time and the position of the system at the start of the transition, but not on the time 
where the impulse actually occurs. Next, coupled ordinary non-linear differential equa­
tions for the determination of these expansion coefficients are formulated and solved 
numerically. It is shown that the Taylor expansion for linear systems becomes linear in 
P. Since a local linear replacement of the drift vector is always possible at sufficiently 
small transition time intervals, it follows that the Taylor expansion of the state vector 
in P becomes asymptotically linear as the transition time interval goes to zero. This 
observation is the background for Method 2, which assumes such a linear Taylor ex­
pansion to be exactly valid. It should be noticed that the linearization approximation 
concerns the drift vector as a function of the state vector and puts no restriction on 
the magnitude of the impulse strength. In example 3-13 the stochastic response and 
reliability analysis of a Duffing oscillator is performed both by Method 1 and Method 
2. The Duffing oscillator is lightly damped with a medium level non-linearity param­
eter. Basically the path integration analysis is performed with a coarse and uniform 
20 x 20 mesh extending four linear stationary standard deviations in the positive and 
negative displacement and velocity directions. The strength of the impulses is assumed 
to be zero-mean normally distributed. For Method 1 three values of v are considered 
corresponding to sparse, medium, and dense impulse arrivals. For the case of sparse im­
pulse arrivals very peaked distributions occur at the origin. For this case a non-uniform 
25 x 25 mesh has been applied with a four times finer spacing close to the origin. The 
transition time interval !:l.t is passed through by three sub-divisions. The stationary 
marginal pdf of the displacement and velocity has been obtained by iterating the tran­
sition equation of the Markov chain into stationarity. The transition intervals for the 
three cases of v are !:l.t = To, !:l.t = To and !:l.t = .7f, respectively. For the cases of 
sparse and medium level impulse arrivals excellent results are obtained in comparison 
with results obtained by Monte Carlo simulation even with the present relatively coarse 
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meshes, both at the central part of the distributions and at the tails. However, for 
the case of dense pulse arrivals path integration provides rather poor results because 
the upper bound restriction on 11t is no longer fulfilled. Next, the first-passage time 
problem for a deterministic start problem with symmetrically constant double barriers 
is solved for the cases of sparse and medium level impulse arrivals. As is the case for the 
corresponding white noise excitation the path integration method underestimates the 
probability of failure during the first periods of exitation as a consequence of the coarse­
ness of the mesh and the large transition time interval. For the case of medium level 
impulse arrivals a comparison has been made with the probability of failure obtained 
by approximating the excitation process by an equivalent Gaussian white noise process. 
The results obtained by Method 1 are in much better agreement with Monte Carlo 
simulation results than those of the white noise excitation are. Hence a replacement of 
the compound Poisson process by an equivalent Gaussian white noise is misleading in 
reliability analyses with mean arrival rates of the considered magnitude. Next a single 
barrier problem with stationary start in the safe domain is considered for the cases of 
sparse and medium level impulse arrival rates. In neither case the staircase character of 
the first-passage time probability density function is captured by the path integration. 
However, the correct limiting exponential decay, corresponding to a discrete eigenvalue 
spectrum of the backward or forward Kolmogorov-Feller operator with absorbing exit or 
entrance boundaries, respectively, is captured by the path integration method for both 
deterministic and stationary start problems. Next, Method 2 has been used for the 
determination of the stationary marginal pdfs of the displacement and velocity in case 
of relatively sparse mean arrival rate of impulses. The obtained results for the marginal 
distributions are of the same quality as the corresponding results of Method 1. However, 
the algorithm of Method 2 is significantly simpler and faster to use. The computer t ime 
for performing the path integration analysis with Method 2 in the considered example 
is 0.22% in proportion to the computer time for the simulation, which concludes that 
the method offers extreme computational advantages over the Monte Carlo simulation 
method. Next, Method 2 is modified for path integration of systems driven by Levy a­
stable motions and compound Erlang processes. The modification for systems driven by 
a Levy a-stable motion merely consists of replacing the actual process by an equivalent 
compound Poisson process with a-stable distributed impulse strengths. No example has 
been indicated for this theory. For systems driven by Erlang renewal processes a more 
involved modification of the method needs to be devised. Instead of a single mesh for 
the discretized space of the structural state variables it becomes nescessary to define k 
such meshes, one for each of the k Poisson events per Erlang event. For each of the 
first k - 1 Poisson events the probability mass at a certain node of the mesh related 
to this event is convected on the same mesh according to the eigenvibrations from the 
initial values. The fraction of probability mass corresponding to the probability of no 
impulse arrivals in the transition interval is lumped at the terminal point of the sys­
tem, whereas the remaining probability is tranferred to the next mesh in line. If this 
next mesh is the kth and final mesh the transferred probability mass is diffused in this 
plane. Else it is lumped at the same terminal point on the new mesh as in the previous 
one. If the system starts on the kth mesh, the probability mass on condition of one 
impulse arrival is transferred to the first mesh to start a new sequence. It follows that 
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the number of states of the resulting Markov- chain only grows linearly with k rather 
than exponentially. Hence the introduction of the auxiliary state variables, necessary 
at the reduction of the Erlang process driven system into an equivalent Poisson driven 
system, has relatively small influence on the computational effort of the devised path 
integration scheme. In example 3-14 the method has been applied to a Duffing oscillator 
with relatively high non-linearity parameter subject to a compound Erlang process with 
parameter k = 2. The strength of the renewal impulses is assumed to be zero-mean 
normally distributed. Three cases of mean arrival rates of Poisson events are consid­
ered, corresponding to sparse, medium level and dense renewal impulse arrivals. The 
path integration is performed with two uniform 44 x 44 meshes extending five linear 
stationary standard deviations in the positive and negative displacement and velocity 
directions. For the case of sparse impulse arrivals excellent results are obtained for the 
marginal pdfs of the displacement and the velocity in comparison to results obtained 
by Monte Carlo simulation. In this case the lower and upper bounds on the allowable 
interval for the transition time interval can easily be met. The importance of these 
requirements is demonstrated in a study of the quality of the obtained results as a func­
tion of the length of the transition time interval. Results obtained with the very large 
transition interval of 5.0To in the case of sparse impulse arrivals are useless because 
the upper bound criterion has been violated in this case. The corresponding results for 
the medium level pulse arrival rate are acceptable but not so good as those obtained 
with sparse pulses. The transition time interval is selected as ~t = 0.2T0 to meet the 
upper-bound criterion. However, this choice is also close to the acceptable lower-bound 
value, as demonstrated in the performed study of the dependence on the transition in­
terval with the used value of v, where transition time intervals smaller or larger than 
the selected value provide less accurate results. The path integration results for the 
case of dense impulse arrivals are even worse. The path integration has been performed 
with the transition time interval of ~t = 0.05To to meet the upper-bound criterion, but 
the lower-bound criterion is certainly violated. Hence the observations of the example 
confirm the previous results for systems exposed to compound Poisson processes that 
path integration methods for pulse driven systems provide accurate results for the case 
of sparse impulse arrivals with properly selected transition time interval, whereas useless 
results are obtained if the transition time interval is either too small or too large. 

Section 3.5 deals with the numerical solution of the reliability problem for the non-linear, 
non-hysteretic time-invariant SDOF oscillator subjected to a homogeneous stationary 
compound Poisson process by means of a Petrov-Galerkin approach. Based on the 
general formulation in section 3.2.2, the boundary and initial value problem for the 
determination of the reliability function for a double barrier problem with constant bar­
riers is stated , and the weak counterpart of the boundary and initial problem is derived. 
In the formulation a Kramer-Moyal expansion of the backward Kolmogorov-Feller op­
erator is assumed, requiring that moments of the impulse strength of arbitrary order 
exists. In the displacement direction triangular shape functions are applied, and the 
weight functions are obtained from these by adding a quadratic upwind differencing. 
In the velocity direction the shape functions are chosen as normal probability density 
functions with varying means to meet the severe requirements on differentiability. The 
weight functions are obtained by adding upwind differencings chosen as the scaled first 
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derivative of the shape functions. Expressions for the scaling factor of the upwind 
differencing and the local Peclet number are suggested. The discretized system of cou­
pled first order differential equations for the reliability function is solved by means of a 
Crank-Nicolson scheme. In example 3-15 the method has been applied to a symmetric 
double barrier first-passage time problem with deterministic start in the origin for a 
Duffing oscillator driven by a compound Poisson process. The damping ratio and the 
non-linearity parameter of the oscillator is varied in the example to analyse their in­
fluence on the reliability function. The impulse strength is assumed to be zero-mean 
normally distributed. The safe domain is divided into a uniform 30 x 30 mesh extending 
five stationary standard deviations in the positive and negative velocity directions. The 
stationary standard deviations are obtained from an initial Monte-Carlo simulation, 
but may be obtained from the method as well. It is demonstrated that the numerical 
scheme converges to the results obtained by Gaussian white noise as v --+ oo. The 
parameter studies show that the reliability function is significantly dependent on the 
non-linearity parameter, whereas is it rather insensible to the damping ratio. A study 
of the dependence of the reliability function on the mean arrival rate shows that the 
method with a 30 x 30 mesh renders into numerical instability for v < l.Ow0 , and that 
the obtained results are rather insensible to values of the mean arrival rate above this 
limit. It is demonstrated that attempts to achieve numerical stability for mean arrival 
rates below the indicated stability limit demand drastical reduction of the mesh width. 
Hence, the Petrov-Galerkin variational approach shares the drawback of the moment 
equation method for compound Poisson process driven systems that these methods are 
most effective for excitation processes with large mean arrival rate of impulses . 
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a(X(t), t) 

a 

ao 

a(t) 

a; 

a; 

a( t) 

(a, b] 

]a, b( 

B(t) 

b(t) 

b(t) 

b(X(t), t) 

b 

b; 

b(t) 

b( t) 

c 
c 
c(k) 

257 

Vector of 1st order tensor components A ;(t) . 

Cross-sectional area of beam element. 

Cross-sectional area of beam element i. 

1st order tensor components in cubic expansion of drift vector. 

Time-dependent slope in Clough-J ohnston hysteretic model. 

Drift vector of compound Erlang process driven system. 

Parameter in a-stable random variable. 

Mode participation factor. 

Coefficients in polynomial expansion of u ( x, :i:). 

Lower barrier level. 

Parameter in hysteretic model for shear force between ( i- 1 )th 
and ith storey in shear building. 

Coefficients in closure expression for Yk + 1 ( t). 

ddt a(t). 

Closed interval from a to b. 

Open interval from a to b. 

Peak value of u9 (t). 

Matrix of 2nd order tensor components B;m(t). 

2nd order tensor components in cubic expansion of drift vec­
tor. 

Position vector to surface area element da 1• 

Diffusion vector of compound Erlang driven system. 

Decay rate of intensity function of white noise excitation . 

· Coefficients in equivalent cubic expansion of constitutive equa­
tion for hysteretic beam with a single yield hinge. 

Expansion coefficients in solution to AR difference equation 
for p(N(t)). 

Upper barrier level. 

ft b(t). 

Covariance matrix. 

Linear viscous damping matrix . 

Local Courant number for the kth cell. 
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c-
' 

cJ~,t+A tJ 

et 
cJtt+AtJ 

C; (z, t) 

c( Z(t), t) 

c0 (Z(t), t) 

Ceq,;(Z (t), t) 

c;( Z(t), t) 

c~(Z(t), t) 

c(t I zo, to) 

c(t I zo ,to) 

Cn 

C{z}(b(t), t I zo, to) 

D(t) 

D 

D(t) 

3rd order tensor components in cubic expansion of drift vec­
tor. 

Re ( Uj ). Auxiliary state variable at the transformation of 
Erlang process driven system into equivalent Poisson process 
driven system. 

Event that a crossing through 8S1 takes place. 

Eve~t that a crossing through 8S1 takes place during )t, t + 
Llt] . 

Event that an in-crossing to St takes place. 

Event that an in-crossing to St takes place during )t, t + Llt]. 

Event that an out-crossing from S1 takes place. 

Event that an out-crossing from St takes place during ]t, t + 
Llt]. 

Derivate moment of the 1st order of Markov vector process 
{Z(t) , t E [to ,oo[} . (C;(z ,t) = lim LE[Z;(t+Ll.t)-Z;(t) I 

At~o 

Z (t ) = z]). 

Drift vector in Markov system. 

c(Z(t), t)- E[c(Z(t), t)] . Zero-mean centralized drift vector . 

ith component in equivalent polynomial expansion of drift 
vector. 

ith component of c (Z(t), t) . 

ith component of c0 ( Z (t), t) . 

Deterministic displacement drift (eigenvibration) fro~ initial 
state zo at the time to of single-degrees-of-freedom system. 

%, c(t I zo, to). Deterministic velocity drift ( eigenvibration) 
from initial state zo at the time to of single-degrees-of-freedom 
system. 

lc(Zk, t) l. Length of drift-vector at the centre of the kth cell 
at the time t . 

Coefficient in eigenfunction expansion of first-passage t ime 
probability density function . 

Probability current of Markov scalar process { Z(t), t E [to, oo[} 
through barrier b(t) at the time t on condition of Gt

0
. 

Probability current ofMarkov scalar process {Z(t), t E [to, oo[} 
through barrier b(t) at t he timet on condition of deterministic 
start at zo E So at the time to . 

Vector of damage indicators. 

Diffusion coefficient. 

Damage indicator. Bilinear and Bouc-Wen hysteret ic oscilla­
tors. 

• 

t 



D;(t) 

Dt(t), Di(t) 

d(Z(t), t) 

t d(tlzo, to) 

do 

do(t) 

d(J l (tlzk. t;) 

d(2 ) (tlzk. t;) 

d(t) 

do 

dl' ... 'd4 

dat 

der 

d;(tlzo, t) 

d;o:(Z(t), t) 

dn 

E 

t E 

E[·] 

E[]o 
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Damage indicator between (i- l)th and ith storey in shear 
building. 

Accumulated plastic deformation at positive and negative yield­
ing between (i - l)th and ith storey in shear building. 

4th order tensor components in cubic expansion of drift vec­
tor. 

Derivate moment of order N of scalar Markov process {Z(t), t E 

[to, oo(}. (DN(z, t) = lim L E[(Z(t + At) - Z(t))N I 
~t--> oo 

Z(t) = z]). 

Derivate moment of order N of Markov vector process {Z(t) , t E 

[to, oo[}. (D; 1 ... ;N (z, t) = lim L E [(Z; 1 (t+At)-Z;
1 

(t)) · · · 
~t-oo 

(Z;N(t +At)- Z;N(t)) I Z(t) == z]). 

Diffusion vector in Markov system due to excitation by Wiener 
processes. 

Deterministic drift (eigenvibrations) during interval)to, t] from 
initial value Z(to) = zo. 

Vector for scaling of external normalized Wiener vector pro­
cess {W(t)}. 

Diffusion vector in path integration of Wiener process driven 
systems. Piecewise constant as a function of Z(t). 

8d(tl•.& t·) 1 d · · T 1 · T' • e . st or er expanswn vector m ay or expansiOn 
8zk 

of Z(t) on condition of one impulse arrival in ]t;, t] . 

1 T8 2 d(tlz t·) 2e 88 kT' e. 2nd order expansion vector in Taylor ex­
"k • k 

pansion of Z(t) on condition of one impulse arrival in ]t;, t]. 

Diffusion function. 

Amplitude of white noise intensity function. 

Coefficients in equivalent cubic expansion of constitutive equa­
tion for hysteretic beam with a single yield hinge. 

Area element of surface 8st . 

Critical value of D(t) . 

ith component of d(tlzo, to). 

Component in ith row and ath column of d(Z(t), t). 

Coefficient in eigenfunction expansion for FT
1 
(t lz). 

Modulus of elasticity. 

Dissipated energy per unit volume of soil. 

Expectation operator. 

Expectations with respect to fv(v, t). 

Event. 
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Ct0 

C]to,t] 

[ (n.) 
]to ,t] 

e(Z(t), t) 

eo 

ea (t) 

e(t) 

e;a (Z(t) , t) 

e?a (Z(t) , t) 

{F(t), t E]to,tl]} 

{F(t), t E]to , it]} 

F1 ,t (x) , F1,2(x) 

FL( ·) 

p- . (tt .··· , t.,. , t) n.,) 

p+ . ( t.,., .. . , it I £, 0 ) n.,) 

Fp(p) 

FT1 (t I Ct 0 ) 

Fxmax(x; [0, t]) 

:F(I) 
t 

:F(t) 
]t,t+t:.t] 

:F(n. ) 
t 

:F( n) 
Jt,t+t:.t) 

it (t) 

/ 1- (ttiCt) 

Event that a ·subset of initial values belongs to 5 10 . 

Event nrEJto,tJSr . 

Event that at least n out-crossings take place from the safe 
domain during the interval ]to , t] of sample curves originating 
in S,0 • 

Diffusion vector in Markov system due to excitation by jump 
process. 

Vector for scaling of external jump vector process {V(t)}. 

e(Z(t), t)- E[e(Z(t), t)]. Zero-mean centralized diffusion ma­
trix. 

crth column matrix of e(t) . 

Diffusion function . 

Parameters for specification of amplitude do of white noise 
intensity function. 

Component in ith row and ath column of e(Z(t), t ). 

Component in ith row and ath column of e0 (Z(t) , t) . 

Vector load process. 

Scalar load process. 

Quadratic upwind correction of weighting functions in x-direction 
in Petrov-Galerkin variational approach. 

Probability distribution function of L . 

Integral of /;.f.·jf.1 ···-+(tt ... , t.,. , tn. +J, ... , t n.+j, t ) over 

one triangle of [t.,. , t]i with respect to tn.+i , ... , tn.+l. 

Integral of J;t.t;++···+(tn.+j ,··· , tn+t , tn ,· ·· , t 1 I Ct 0 ) over 
one triangle of [to, t.,. Ji with respect to t.,.+ j, ... , t.,.+ 1 . 

Probability distribution function of P. 

First-passage time probability distribution function . 

Probability distribution function of Xmax = max X(r). 
rE[O,t] 

Event that a first-passage takes place at the time t. 

Event that a first-passage takes place during Jt, t + ~t]. 

Event that an nth-passage takes place at the time t . 

Event that an nth-passage takes place during ]t , t + ~t] . 

Unconditioned first order crossing rate through 851 • 

First order in-crossing rate to S t1 on condition of an out­
crossing from St, to < it < t . 

Kernel in integral equations for h+(t- i t ) . Rate of m­
t 



ff(t) 

Jt(t l £t 0 ) 

ff (t I :&1 , :i: 1, ti) 

f +(t 1 e- n .rC1>) 1 tl 12 

f +(t I£ n _r(1)) 
1 to t 1 
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crossings to S11 on condition of an in-crossing to S 12 , on 
condition of an out-crossing from St and on condition that 
the sample curves are not leaving the safe domain in the in­
terval ]t2, t[, to < t1 < t2 < t. 

Kernel in integral equations for f L+ ( t- tn+1 I e;- n ... netn ). 
I I 

Rate of in-crossings to Stn+l on condition of an in-crossing 
to St1 , ... , Stn, Stn+l, on condition of an out-crossing from 
S 1 and on condition that the sample curves are not leaving 
the safe domain in the interval ]tn+2, t [, to < t1 < · · · < tn < 
tn+1 < tn+2 < t. 

Unconditioned first order out-crossing rate from S 1• 

First order out-crossing rate from S 1 on condition of £10 . 

First order out-crossing rate from St on condition of deter­

ministic start in (X(tt), X (tJ)j = [:t 11 :i:1 ] at the time t 1 < t . 

Kernel in integral equation for f L - (t - t1 ). Rate of out-
tl 

crossings from St on condition of e~;_ and on condition of a 
first-passage at the time t2 E]t1, t[. 

Kernel in integral equation for fT
1 
(t I £ 10 ) . Rate of out­

crossings from St on condition of E:t 0 and on condition of a 
prior first-passage at the time t1 E]to 1 t[. 

Kernel in integral equation for fu- (t- t 1 I Et
0

). Rate of 
11 

out-crossings from St on condition of Ct 0 and on condition of 
Ut11t 2 , to < t1 < t2 < t. 

Kernel in integral equation for f u+ (t - t1 I £ 10 ). Rate of 
t 

out-crossings from St 1 on condition of £1
0 

and on condition 
of Ut 2 1t · 

Rate of out-crossings from St on condition £10 of sample 
curves in the safe domain at instants of times T1

1 
• • • , Tm. 

Kernel in integral equation for fT1 (t I Et 0 ). Rate of out­
crossings from S 1 on condition of £ 10 and on condition of a 
first-passage at the time t 1 E)to , t[ of sample curves in the 
safe domain at instants of times T1 1 • • • , Tm. 

Rate of out-crossing from Stn on condition of £10 and on 
condition of out-crossings from Stn_ 11 ··· ,St

11
St

1
io < tn < 

tn-1 < · · · < it < t. 

f +(t lEt n .rCt) ne+ n---ne+ ne+) 1 n 0 tn+l tn- 1 tl t 

Kernel in integral equations for !TI (tn I Cto net,_l n -. - ne~ n 
et). Rate of out-crossings from Stn on condition of £101 on 
condition of a first-passage at the time tn+1 and on condi tion 
of out-crossings from Stn_ 1, ... 1S11, St1 to< tn+1 < t n < 
tn-1 < · · · < t 1 < t . 

2nd order rate of in-crossings to St 1 and St 2 of sample curves 
which does not leave the safe domain in ]tz, t[ on condition of 
an out-crossing at the time t. 
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J(D) 

/.(Q.) 

!IO 

h10 

h- (l) 
t 

f - (t 1 c+ n ... n c+ n c+) L tn t2 t 
tl 

h+(l) 
t 

f +( I 1 c- n · · · n c- ) L
1 

lt In 

fn(tl 1 • .. 1 tn) 

Jn(tl1 · · · 1tn I E) 

f +···++(t t t I " n -r(l J) n n.-], ... , }, '-'to .rtn 

fn,o(tt, ... ,tn) 

.,. 12 Y (z 2 ,t) - ~ Deterioration function for shear strength 
<7t2 ~(%2,0) - 1'(%2,0). 
and shear modulus. 

Yield function. 

Probability density function of inter arrival times h 1 /3 1 • • • • 

Waiting time probability density function of first impulse ar­
rival of renewal counting process . 

Probability density function of L;:. 

Probability density function of Lt; on condition of joint out­

crossings from 5tn' .. . I 5,2 I 5, I to < tl < tl + l < t,. < ... < 
t2 < t. 

Probability density function of Lt. 

Probability density function of Lt on condition of prior joint 

in-crossings to 5,1 I ••• I 5tn, to < tl < ... < tn < t - I < t. 

Unconditioned nth order crossing rate through 85,1 I . . . I 85tn. 

nth order crossing rate through 85,1 I . .. , 85tn on condition 
of event£. 

nth order crossing rate through 85, 1 , •.. , 851" of samples in 
event E. 

nth order crossing rate through 8511 , • • • , 85tn on condition 
of £, 0 of sample curves in the safe domain at instants of times 
'~1, · · · ,Tm. 

nth order in-crossing rate to 5, 1 , ... , 5tn on condition of an 
out-crossing from St , to < t1 < · · · < tn < t. 

nth order out-crossing rate from 5t2 , .• . 1 5tn+ t on condition 

of event c,~. to < tl < t2 < ... < tn+l. 

Kernel in integral equation for h- ( t - t1) . nth order out.-
tl 

crossing rate from 5tn, ... , 5,3' 5,2 I 5t on condition of c,~ 
and on condition of a first-passage at time tn+l 1 to < t 1 < 
tn+l < tn < · · · < t3 < lz < t. 

nth order out-crossing rate from 5t 1 , • •• , 5tn on condition of 
event Et 0 • 

Kernel in integral equation for fT
1 
(t I Et 0 ). nth order out­

crossing rate from Stn _ 1 , .. . , 5, 1 , 5t on condition of £,
0 

and 
on condition of a first-passage at the time tn , to < tn < 
ln -1 < · · · < t1 < t . 

nth order product density of generalized renewal counting 
process. 

nth order product density of ordinary renewal counting pro­
cess. 

First-passage time probability density function on condition 



' 

fp(p) 

fu-(ulEt 0 ) 
t 

f - (u 1 Et n c+ n · · · n c+ n c+) V a !2 In t tl 
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of initial values in Et0 • 

First-passage time probability density function on condition 
of Et 0 and on condition of later joint out-crossings from St 

1 
, ..• 

, Stn, to < t < t1 < · · · < tn. 

nth-passage time probability density function on condition of 
initial values in Et0 • 

Probability density function of P . 

Probability density function of ut- on condition of Eta. 

Probability density function of U~ on condition of Eta and 

on condition of joint out-crossings from St 2 , • .. , St n , 5 1 , to < 
t1 < t1 +I < tz < · · · < tn < t . 

Probability density function of Ut on condition of Eta. 

Probability density function of ut on condition of Eta and on 

condition of prior joint out-crossings from St
1

, • • . , 5 1", to < 
f1 < · · · < ln < t - I < t. 

Joint probability density of Z(t) on condition of at least one 
pulse arrival. 

Joint monomodal probability density function of V (t) and 
auxiliary state vector Y(t). 

Auxiliary monomodal joint probability density function in 
two-well Duffing oscillator p roblem . 

f{X}{X"} (xt, Xt, f1; .. . ; Xn, Xn, tn I Eta) Joint nth order probability densi ty function of vector process 

{X( t) , t E [to, oo(} and relative normal velocity vector pro­
cess {Xn(b(t)), t E [to, oo(} on condition of Eta. Joint con­
ditioned probability density function of stochastic variables 
X(tl), Xn(b{tl )), ... , X(tn), Xn (b (tn)). 

Joint unconditioned probability density funct ion of stochastic 

variables X(t1 ), X(t1 ), ... , X(tn ), X(tn ) . 

/{X}{X}{Xn}(xo,Xo,to;xl,Xl,tl; ... ;xn,Xn,tn) 

fxxv(x,x,v,t) 

Joint unconditioned probability density function of stochastic 
variables X(to ), X( to), X( t1 ), X n (b ( t1 )), ... , X( tn ), Xn (b( tn) ), 
to < t1 < · · · < tn. 

Joint unconditioned nth order probability density function of 

scalar processes {X(t), t E (to, oo(}, {X(t) , t E (t0 ,oo(} . Joint 
probability density function of stochastic variables 
X(ti ), X(ti ), ... 1 X(tn), X(tn ). 

Joint nth order probability density function of scalar pro­

cesses {X(t),t E [to,oo[},{X(t),t E [to,oo(} on condition of 
Eta. Joint conditioned probability density function of stochas­
tic variables X(tt), X(tt), ... , X (tn ), X(tn). 

Auxiliary monomodal joint probability density funct ion in 
Bouc-Wen oscillator problem. 
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f(Z(t) , t) 

f (ex, f3 , sign (p)) 

f { z ) (z, t I N(t) > o) 

g 

g(X , Q) 

g(X) 

Joint probability density function of first-passage time Tt and 

associated out-crossing velocity vector X per uni t of area 
of 8s 1 at position b (t) on condition of initial values in Et

0
. 

Markov vector processes. 

Joint probability density function of the time interval spent 

in the safe domain after an in-crossing at the time it and 
the associated out-crossing velocity X at the time t at the 
constant barrier b. 2-dimensional Markov vector processes. 

Joint probability density function of first-passage time Tt and 

associated out-crossing velocity X at constant barrier b on 
condition of initial values in £,0 • 2-dimensional Markov vector 
processes. 

Joint probability density function of first-passage time Tt and 

associated out-crossing velocity X and hysteretic component 
Q at barrier b on condition of initial values in [ 10 . 

Joint probability d ensity funct ion of the time interval between 

two succeeding out-crossings from the safe domain after an 
out-crossing at the time it and the associated out-crossing 
velocity X at the time t at the barrier b on condition of £ 10 . 

2-dimensional Markov vector processes. 

Joint probability density function of auxiliary state vector 
Y(T) at the transformation of Erlang process driven system 
into equivalent Poisson process driven system. 

Sufficient ly smooth function . 

Join t unconditioned nth order probability density function 
of state vector Z(t) . Joint probability density funct ion of 
Z(t t ), · · · , Z(tn). 

Function for specification of jump probability intensity func­
tion of ex-stable Levy motion . 

Probability density function of ex-stable random variable .6. V(t) ,...., 
So((atl.t)tfo ,/3, 0) . 

Joint probability density of Z(t ) on condition of at least one 
pulse arrival. Equal to f{v}(z , t). 

Hermite polynomial adjoint to H;1 ... ik(z; J.L , K- ). 

Global geometrical matrix. 

Local geometrical matrix for plastic element e. 

State dependent function specifying the d evelopment of dam­
age indicator D(t) . 

Nonlinear displacement dependent damping coefficient . ( u( X , .\') = 
g(X)X + k(X)X). 

Functions in formal inclusion- exclusion expansion of hy
1 
(t I 

[,
0

). 



H(x) 

H(w) 

H;(x) 

Hmn(6,6; p) 

(1) 
1{]t,t+At] 

1{(n) 
]t,t+At] 

h 

h(t) 

h(t) 

hmax 

hT1 (t I Ct 0 ) 

hTn (t I Ct 0 ) 

Io 

I; 

I; 

K 

Ko 

k 

ko 

Heaviside's unit step function . 

Frequency response function. 

Univariate Hermite polynomial generated by <.p( x ). 

Multivariate Hermite polynomial generated by IPn(z; 1-£ , K). 

Bivariate Hermite polynomial generated by 1P2 ( ~ 1 , ~ 2; p). 

Event that an out-crossing through 8St takes place during 

]t, t + L!.t] on condition of e[to ,t] = nrE[to,t]Sr. 

Event that an out-crossing through 8S1 takes place during 

]t, t + L!.t] on condition of t:{~:~t]. 

Thickness of soil layer. 

Impulse response function of linear time-invariant system. 

ddt h(t). Velocity impulse response function of linear time­
invariant system. 

Maximum of h(t) fort E [0, oo[. 

Hazard rate on condition of t"e 0 . 

Hazard rate for the nth out-crossing event on condition of 

l"to· 

Bending moment of inertia for yield hinge element . 

Bending moment of inertia for beam element i. 

Interarrival time-interval between impulses. 

Jump probability intensity funct ion for the state vector pro­
cess {Z(t), t E [to, t1]} for jump into interval ]x,x + dx] per 
unit of timet on condition of start in Z(t ) = z at the time t. 

Jump probability intensity function for the component jump 
process {V"' ( t), t E]to, tl]} for jump into interval )p01 , p01 +dp01 ] 

per unit of time at the time t. 

"Stiffness"-tensor in Petrov-Galerkin variational approach . 

Global stiffness matrix for linear elastic structural elements. 

Component of "stiffness"-tensor K in Petrov-Galerkin varia­
tional approach. 

Forward Chapman-Kolmogorov differential-integro operator 
(Fokker-Planck operator). Time-invariant version: Kz[·]. 

Backward Chapman- Kolmogorov differential-integro operator. 

Time-invariant version: 1\:~'(.]. 

Parameter in Gamma-distributed interarrival times I; ,..._ G 
( k - 1, v) of Erlang renewal process. 

Equal to ( kf]. 
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k(X) 

L 

L+ 
t 

M 

M 

M e(t) 

M(t::.t,t,t::.p,p) 

M1 (t) , M2(t) 

M 01 (t::.t, t, t::.P, P ) 

Mp (()) 

Mv(O;tl,·· . ,tn) 

M{z}(O,t) 

m 

Nj l) (x) 

N}2)(:i;) 

{N(t ), t E)to,oo(} 

{N- (t) , t E]to,oo[} 

{N+( t), t E]to,oo(} 

Nonlinear displacement dependent stiffness coefficient. ( u(X, X ) = 
g(X)X + k(X)X). 

Length of time interval spent in safe domain. Stochastic start 
problem of stationary processes with time-invarient safe do­
mam. 

Length of time interval spent m safe domain after an m­
crossing to St. 

Length of time interval spent in safe domain before an out­
crossing from St . 

Joint event C1-; nrE)t
2

,t(Sr net. 

Chord length of beam element in the deformed state. 

Mass matrix. 

"Mass"-tensor in Pet rov-Galerkin variational approach. 

Vector of member end-section moments Nh (t) and M2 (t). 

Component of" mass" -tensor M in Petrov-G alerkin variatioal 
approach. 

Random measure specifying number of jumps (impulses) of 
generating source {V(t), t E [to,oo[} into the interval)p,p + 
t::.p] during the time interval)t, t + t::.t]. 
Member end-section moments. 

Random Poisson measure for ath component of compound 
Poisson vector process. 

Characteristic function of impulse strength P . 

Yield moment of beam. Yield moment of beam i. 

Joint characteristic function of X(t ), X (t ) on condition of the 

state z;f = [xo, i:o) at the time to. 

Joint characteristicfunction ofranciom vector V T(t) = [V(t1 ), ... , V(tn)]. 

Join t. characteristicfunction of state vector zT (t) = (Z1 ( t) , ... , Zn ( t)] . 

Mass of single-degree-of-freedom oscillator. 

Mass of ith storey in shear building. 

Nth order moment of first-passage time T1 on condition of 
deterministic start in Z (to) = z. (E[T[" I Z (to) = zo]). 

Continuous shape function. Nj1 >(x) = 0 for (x,x) E 8S(1 ). 

Continuous shape function . 

Non-stationary Poisson count ing process. 

Counting process specifying the number of in-crossings to the 
safe domain. 

Counting process specifying the number of out-crossings from 

; 

l 



{ Nr(t), t E]to, oo(} 

n(b(t)) 

n 

n 

n 

O(x) 

p 

P(z) 

Po(t , to) 

Pcx 

P(c) 

p 

P1 ([to, ti]) 

PJ([O,t];x) 

P{N} (n, t, to) 

P I ,··· , p r 

p 

PI , ··· , pr 

pj,<l' 
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the safe domain. 

Class of normal distributed stochastic variables with mean 
value f.1. and variance cr2 . 

Axial force along chord line of beam member. 

Renewal counting process. 

Unit normal vector in outward direction to 8s 1 at position 
b(t). 

Parameter in Bouc-Wen hysteretic model. 

Number of iterations until stationarity Js achieved m path 
integration technique. 

Dimension of state vector Z (t). 

Dimension of X(t) . 

Dimension of Q (t) and q(t) . 

Dimension of W (t). 

Dimension of V(t). 

Order notation symbol. (limx-o 0( x) ::; A x , A being a pos­
itive constant). 

Intensity of impulses of compound Poisson process. 

Numerator polynomial of rational frequency response func­
tion. 

Probability of no Poisson events in the interval]to , t]. 

Intensity of impulses of ath component of compound Poisson 
vector process. 

Probability of the event c. 

Sample space of impulse strength, P. 

Probability of failure in the t ime interval (to , ti] · 

Probability of failure in the t ime interval (0, t] for single bar­
rier problem with variable upper barrier x. 

Parameter entering modified cumulant neglect closure scheme 
for bilinear oscillator. 

Probability function of the first order of Poisson counting pro­
cess {N(r) , r E]to , t]}. 

Real matrices in linear output filter differential equations for 
F(t). 

Sample value of P. 

Real constants in linear output filter differential equation for 
F(t) . 

Coefficients in Hermite polynomial H;(x) . 
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Q(t) 

Q .(t) 

Q (i) 

Q(t) 

Q(z) 

QO(t) 

Q;(t) 

Q(i) 
jk 

q(t) 

q . (t) 

ql, · · · , qs 

qC 0 >(z, t) 

qC 1>(z, t) 

qo 

91 ' .. . ' Qs 

Qa 

qy ,i 

q{z}(z, t I zo, to) 

Vector of generalized stresses from all plastic elements. 

Vector of local generalized stresses for plastic element e . 

Transition probability matrix of Markov chain during ith tran­
sition. 

Hysteretic component of restoring force in single-degree-of­
freedom system. 

Denominator polynomial of rational frequency response func­
tion. 

Q(t) - E[Q(t)] . Zero-mean centralized hysteretic component. 

Hysteretic component of shear force between ( i - 1 )th and ith 
storey in shear building. 

Component in jth row and kth column of Q (i). Probability 
of transition from Zk to jth cell during interval ]t; , t; + ~ti] . 

Vector of generalized strains from all plastic elements. 

Vector of local generalized strains for plastic e lement e . 

Real matrices in linear input filter differential equations for 
F(t). 

Abbreviation for q{z} (z, t I x , to). 

Abbreviation for q { z} (y, t1 I z , t). 

Modal value for peaks in Bouc-Wen oscillator problem. 

Real constants in linear input filter differential equat ion for 
F(t). 

Amplitude of harmonic varying shear stress. 

Yield value of hysteretic restoring force component. 

Yield value of hysteretic component of shear force between 
(i - l)th and ith storey in shear building. 

Joint probability density function of displacement x and ve­
locity x at the time t on condition of an in-crossing at the 
time t1 < t . 2-dimensional Markov processes. 

Joint probability density function of displacement x and ve­
locity :i; at the time t on condition of [ 10 . 2-dimensional 
Markov processes. 

Joint probability density function of displacement x and ve­
locity x at the time t on condition of l:t 0 and on condition 
of an out-crossing at the time t 1, to < t 1 < t . 2-dimensional 
Markov processes. 

Joint transition probability density function of Markov vector 
process {Z(t) , t E (to,oo(} . Transition from state zo at the 
time to to state z at the time t. 

Joint transition probability function of Markov vector process 

I 
l 



R(r) 

R 

Ru(r) 

R(r jz) 

R(tt , t2) 

R[q<0 )(z , t) , q(l )(z , t)] 

rt ,i 

se 
t 

S(t) 

Sj (t) 

Sn,k 

To 

T; 
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{Z(t) , t E [to;=[} on condition of exact n pulses in [to, t [. 

Transition probability densi ty function of Markov scalar pro­
cess {Z(t), t E (to, ex:>[}. Transition from state zo at the time 
to to state z at the time t. 

Vector of expansion coefficients R1 J ( r) in Petrov-Galerkin 
variational approach. 

Set of real numbers. 

Expansion coefficients in Petrov-Galerkin variational approach 
for the solution of R(rjz). 

1 - FT
1 

( r jz) . Reliability function for first-passage time prob­
lem with deterministic start in Z(O) = z . 

Correlation coefficient of point process. 

Boundary value terms in variational equat ion (3-103). Can­
cels for adjoint operators. 

nth lower bound to the first-passage time probability density 
function . 

Coefficient in expansion for E[X 1(t)Xm(t)Q"(t)] for bilinear 
oscillator . 

Im(Uj ) . Auxiliary state variable at the transformation of Er­
lang process driven system into equivalent Poisson process 
driven system. 

Part of log-characteristic function of q { z } (z , t J zo, to) in case 
of compound Poisson driven system. 

Auto-spectral density function of Gaussian white noise. 

nth upper bound to the first-passage time probability density 
function . 

Safe domain at the time t. 

Unsafe domain at the timet. Complement to S 1 • 

Weighted integral of R(r, t). 

Event that X(t) attains value in S1 • 

Equivalent linear stiffness of hysteretic component of shear 
force between (i- 1)th and ith storey in shear b uilding. 

Coefficient in expansion for E[X1(t)Xm (t)Q"(t)] for bilinear 
oscillator. 

Period of linear undamped eigenvibrations of single-degree­
of-freedom system. 

First-passage time. 

Shear force between (i -l)th and ith storey in shear building. 

Time for maximum value of intensity function of white noise 
excitation. 
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Tn 

t 

to 

t ; 

u 

U(x) 

U;(t) 

u-
t 

u+ ( 

u(z) 

u(X(t), X(t )) 

'U e 

iig(t) 

{V(t), t E]to, t1]} 

vp>(x) 

Vu(x ,x) 

V(t) 

{V(t), t E]to, tl]} 

V;(v) 

nth-passage time. Elapsed time until the nth out-crossing 
from the safe domain. 

Time. 

Initial time of excitations. 

Terminal time of excitations. 

Arrival time of impulse of compound Poisson process. 

Auxiliary function in analytical solution for sn,k· 

Time for maximum value of h(t ). 

Vector specifying the stiff-body motion of all global degrees­
of-freedom due to unit horizontal translation of ground sur­
face. 

Potential function of two-well Duffing oscillator problem. 

Auxiliary complex state variable a t the transformation of Er­
lang process driven system into equivalent Poisson process 
driven system. 

Elapsed time interval until the next out-crossing after an out­
crossing from St. 

Elapsed time interval between an out-crossing from St and 
the previous out-crossing. 

Joint event c;J; n {exactly one in-crossing in ]t2 ' t[} net. 
Sufficiently smooth function of state vector in Petrov-Galerkin 

variational approach. u(z) = 0 for z E 8S~l). 

Restoring force per unit mass of single-degree-of-freedom 
time-invariant non-linear oscillator. 

Horizontal displacement of soil. 

Elongation along chord line of beam member. 

Ground surface acceleration. 

Vector jump process with independent increments. 

Continuous and piecewise differentiable weight function. 

vp>(x) = 0 for (x,x) E 8S(0 ). 

Continuous and infinitely many times differentiable weight 

function . v)2>(x) = 0 for (x , x) E 8S (2l. 

Weight function . Equal to vp l (x)Vj 2l (:i: ). 

Auxiliary random variable wi th monomodal probability den­
sity function. 

Scalar jump process with independent increments. 

Orthonormal polynomials of probability density funct ion fv ( v) 
of V(t). 



{V"'(t),t E]to,tl]} 

Vi,o 

v(z) 

{W(t), t E]to, ti]} 

{W(t), t E]to, ti)} 

{Wo-(t),t E]to,tl} 

{l-il(t) , t E]to, t!]} 

{X(t) , t E [to, t1]} 

{X(t), t E [to, tt]} 

{X(t), t E [to, oo[} 

Xo 

Xo 
{X ( t), t E [to , oo [} 

{X;(t), t E [0, oo[} 

{X(t), t E [to, oo)} 

X0 (t) 

Xn(b(t)) 

Xmax 

X(oo) 

X(oo) 

Xe 

xo 

Xl, .•. I X6 

Y(t) 

y (•)(t) 

Y (t) 

Yj(t) 

ath component process of {V(t),t E]to,tl]}. 

Coefficients in orthonormal polynomials V; ( v). 
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Sufficiently smooth function of state vector in Petrov-Galerkin 

variational approach . v(z) = 0 for z E 8S~O). 

Vector Wiener process. 

Scalar Wiener process. 

ath component process of {W(t), t E]to, t1]} . 

Stationary white noise process. 

Vector displacement process. 

Structural state vector process of compound Erlang process 
driven system . 

Velocity process of {X(t) , t E [to,oo[}. 

Initial value of displacement. 

Initial value of velocity. 

Scalar displacement process. 

ith modal coordinate process. 

Velocity process of {X(t), t E [to, oo[}. 

X(t)- E[X(t)]. Zero-mean centralized velocity component. 

Component of relative velocity vector X (t) - b (t) at failure 
surface in direction of n (b( t )). 

Maximum value of {X(r), rE (0, t]}. 

Stationary d isplacement response as t --+ oo. 

Stationary displacement velocity as t --+ oo. 

Vector of nodal point. degrees-of-freedom x1, ... ,x6 of beam 
element relative to local coordinates. 

X(ti) = Xk. Initial value at timet; of structural state vector 
process for compound Erlang process driven system . 

Modal value for peaks in two-well Duffing oscillator problem. 

Nodal point degrees of beam element relative to local coord i­
nates. 

Auxiliary vector of state variables of filter differential equa­
tions for F(t) . 

f:. Y(t) . Auxiliary vector of state variables of differential 
equations for F( t). 

Auxiliary state variable of filter differential equation for F(t). 

Equal to p(N(t)+ j -1). Auxiliary state variable at the trans­
formation of arbitrary regular counting process {N(t), t E 
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y(•) (t) 

Z(t) 

{Z(t), t E (to, tl)} 

Zo 

{Z(t), t E (to, t1]} 

{Z;(t) , t E (to, t1]} 

zp(t) 

Zk 

Zj 

0! 

0! 

0! 

0! 

O!j 

. I 0!;(0;, M;) 

O!y 

'I 

/3 

/3 ,, 
/3 

'I 
'I /3 

:I 

I /3; 

I /3;l ... ik(t) 

rx 

r± 

"/ 

"/ 

]to, oo[} into equivalent Poisson process. 

f:, Y(t). Auxiliary state variable in filter differential equation 
for F(t). 

Markov state vector. 

Markov state vector process. 

Initial value of Markov state vector. 

Scalar Markov process. 

ith component process. 

Z;(t)- J.ti(t). Mean value centered state variable. 

Centre of kth cell in path integration technique. 

Root of Q(z) = 0. 

Non-hysteretic fraction of total restoring force in single-degree­
of-freedom system. 

Parameter of 0!-stable random variable. 

Decay rate coefficient ( 0! = )..J/ If ). 

Upwind parameter for flow in x-direction in Petrov-Galerkin 
variational approach. 

Elastic fraction of restoring force between ( i - 1 )th and ith 
storey in shear building . 

Indicator function. Equal to 1 at yielding in y ie ld hinge 
else 0. 

Fr action ---2.lL.._ 
q~ -qo 

Skewness or asymmetry parameter of 0!-stable random vari­
able. 

Parameter in Bouc-Wen hysteretic model. 

Fraction .!J.JL_. uv 

Upwind parameter for flow in :i:-direction in Petrov-Galerkin 
approach. 

Mode participation factor . 

Zero time-Jag joint quasi-moments of the order k . 

Local Peclet number for flow in x-direction in Petrov-Galerkin 
variational approach. 

Local Peclet number for flow in :i:-direction in Petrov-Galerkin 
variational approach. 

Parameter in Bouc-Wen hysteretic model. 

Interaction parameter specifying the relative width of the up­
wind correction for the weighting functions in :i:-direction in 
Petrov-Galerkin variational approach. 



"Yi t ···i k (t) 

~Zk 

~t 

~V(t) 

~W(t) 

~:i: 

6 

6(x) 

60t{3 

8St 

as< a.) 
t 

as<o) 
t 

as(! ) 
t 

( 

(o,i 

(j 
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Joint Herrnite moments of the order k . 

Volume of kth cell in path integration technique. 

Increment N(t+~t)- N- (t) of { N-(t)} in the interval ]t, t+ 
~t]. 

Increment N+(t + ~t) - N+ (t) of {N+(t)} m the interval 
]t, t + ~t]. 
Length of time-interval. 

Increment V(t+~t)-V(t) of {V(t )} in the interval]t , t+~t]. 

Increment W(t+~t)-W(t ) of {W(t)} in the interval ]t, t + ~t]. 
Spacing of finite elements in :~:-direction in Petrov-Galerkin 
variational approach. 

Spacing of finite elements in :i:-direction in Pet rov-Galerkin 
variational approach. 

Time step for diffusion of impulse in Method 1 for path inte­
gration of Poisson process driven systems . 

Maximum softening damage indicator. 

Dirac's delta function . 

Critical level of maximum softening damage indicator. 

Local softening between (i-l)th and ith storey in shear build­
ing . 

Kronecker's delta. 

Failure surface at the time t. 

Accessible part of failure surface 8S1 • 

Entrance part of failure surface 8St. 

Exit part of failure surface BSt . 

Non-accessible part of failure surface 851 . 

Failure surface at the time t . Trace in displacement space of 
8St. 

Nonlinearity parameter of Duffing oscillator. 

Shear strain . 

c;- Ceq,i · Error vector. 

Damping ratio. 

Nondimensional linear viscous damping coefficient between 
(i- l)th and ith storey in shear building. 

Modal damping ratio in the ith mode. 

Damping ratio of 2nd order sharpening filter. 
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K(q, Q) 

K(X(t), Q(t)) 

Ki 1 ... ik(t) 

Kmn[X(t), X(t) I zo, to] 

~~:n[V(tl), ... , V(tn)] 

~~:xx(t1,t2) 

KX,Xp(tl,t2) 

..\(t) 

p,(t) 

1-' 

J-tD (t) 

J-ti 

Damping ratio of subsoil. Parameter in Kanai-Tajimi filter. 

Covariance vector of Gaussian stochastic vector. 

State dependent stiffness matrix for all plastic elements. 

Coefficient matrices in state dependent stiffness matrix Ke (0e, M ,) 
for yield hinge element e. 

State dependent stiffness matrix for plastic element e. 

Elastic stiffness matrix for plastic element e. 

State dependent stiffness coefficient of hysteretic component. 

Zero time-lag joint cumulants of the order k. 

Joint cumulant of order m+ n of X(t ) and X (t) at the time 
t, conditioned on the state zo at the time t 0 . 

an+m 
8(iOt)m&(i02)n lnM{X}{X}(B1, 02,t I zo,to) lo1=B 2 =0· 

Joint nth order cumulant of random vector VT(t) = [V(t 1 ), • .. , V(t.n )]. 

Auto-covariance function of {X(t ), t E [to,oo[}. 

Cross-covariance function of {X a ( t), t E [to, oo[} and {X .8 ( t), t E 
[to, oo[}. 

Set of out-crossing velocity vectors with Xn > 0 . 

Covariance matrix for t > t; of Gaussian stochastic vector on 
condition of Z(ti) = ZJc. 

Plastic potential multiplier. 

Solution to characteristic equation . 

E[(Z;1 (t)- l-'i 1 (t)) · · · (Z;k (t)- 1-'ik (t))]. Zero time-Jag joint 
central moments of the order k. 

E[(V; 1 (t)- 1-'?
1 

(t)) · · · (V;k (t)- 1-'?k (t) )]. Zero time-lag joint 
central moments of the order k on condition of at least one 
pulse arrival. 

nth eigenvalue of the forward and backward integro-differential 
Chapman-Kolmogorov operator. 

Fraction used for closing inclusion-exclusion series. Method 
by Roberts and Kimura et al. 

Normalized joint conditioned cumulant of order m+n of X(t ) 
and X(t). 

Mean value vector of Gaussian stochastic vector. Also used 
as mean value vector for t > t ; of Gaussian stochastic vector 
on condition of Z( t;) = ZJc. 

Shift or location parameter of ~-stable random variable. 

Mean value function of damage indicator D(t) . 

Mass ratio. Mass of ith storey in proportion to mass of ( i - 1 )th 
storey in shear building. 

f 



• 

f 

• 

J.li ( t) 

J.l i l ····k (t) 

1-'9 . ( t) 
tt .. ·"k 

J.tx (t) 

J.t [X(t) I zo , to] 

J.t[X(t) I zo , to] 

v( t) 

v0 (t) 

~· (t) 

1r(i) 

p 

p(N(t)) 

Px x (r) 

p[X(t)X(t) I zo, to] 

UD(t) 
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Mass per uni.t length for beam i . 

E[Z;(t)] . Mean value function of ith component. 

E[Z; 1 (t) · · · Z;k (t)]. Zero time-Jag joint moments of the order k . 

E[V; 1 (t) · · · V;k (t)]. Zero time-Jag joint moments of the order 
k on condition of at least one pulse arrival. 

Mean value function of {X(t) , t E [to, oo(}. 

Mean value func tion of {X(t), t E [to, oo (} on condition of 
initial values zo at the time to. 

Mean value function of {X(t), t E (to,oo(} on condition of 
initial value zo at the time to. 

Position and time-dependent shear modulus. 

Average diffusion coefficient in Petrov-Galerkin approach for 
Poisson process driven systems . 

Mean arrival rate of impulses of Poisson counting process 
{N(t) , t E]t0 ,oo[}. 

Mean arrival rate of O'th component Poisson counting process 
{No(t), t E]to , oo[}. 

Sample of stochastic variable normalized to zero mean and 
unit standard deviation. 

Z;~l~m( t). Zero-mean centered state variable, normalized 

to un'it standard deviation. 

Vector of state probabilities 1r~ i). 

Stationary distribution of states. 

Probability of being in the jth cell at the time t; = itlt . 

Mass density of soil. 

Zero-memory transformation of Poisson counting process into 
Erlang renewal process. 

Auto-correlation coefficient function of the displacement pro­
cess. 

Auto-correlation coefficient function of the modal coordinate 
process {X;(t) , t E (0 , oo(}. 

Auto-correlation coefficient of X (t) and X(t ) on condition of 
initial values zo at the time to . 

Scale or dispersion parameter of 0'-stable random variable. 

Parameter in Rayleigh distribution . 

Shear stress. 

Position and time-dependent shear strength . 

Standard deviation of damage indicator D(t). 
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Up 

ux,o 

crx(oo) 

u.x,o 

u [X(t) I zo, to] 

<}>(X) 

<}>( n) ( Z) 

<1>(0 

<p(x) 

¥'2(~1 .6; p) 

<,On(z; J.L , K.) 

¥'2n(X, :X; C) 

0 e(t) 

6 1 (t), Gz(t) 

wo 

wo ,i 

Time-dependent standard deviation of end-section moment 
M;(t). 

Standard deviation of P. 

Stationary value of standard deviation of X (t) for linear os­
cillator. 

Stationary value of standard deviation of X (t) for non-linear 
oscillator. 

Stationary standard deviation of response from the ith mode. 

Stationary value of standard deviation of X(t) for linear os­
cillator. 

Standard deviation of X (t) on condition of initial values z0 
at the time to . 

Stationary standard deviation of ground surface acceleration. 

Time-dependent standard deviation of ith state vector com­
ponent . 

Time dependent standard deviation of end-section rotational 

velocity Gz(t). 

Distribution function of standardized normal variable. 

Eigenfunction of forward integro-different ial Chapman-Kol­
mogorov equation with absorption on the entrance part of 
the boundary. 

Non-dimensional shape function as a funct ion of~= =(. 

Probability density function of standardized normal variable. 

Joint probability density function of bivariate normal stochas­
tic variable with correlation coefficient p, standardized to zero 
mean values and unit standard deviations. 

Multivaria.te Gaussian joint probability density function with 
mean value vector J.L and covariance matrix K.. 

2n-dimensional joint probability density function of zero mean 
normal distributed stochastic vector [X , XjT wit.h covariance 
matrix C. 

Eigenfunction of backward integro-differential Chapman-Kol­
mogorov equation with absorption on the exit part of the 
boundary. 

Vector of member end rotations 61 (t) and 8 2 (t) 

Member end rotations. 

Circular undamped eigenfrequency of linear single-degree-of­
freedom system. 

Parameter for specification of linear elastic frac t ion of shear 
force between (i- l )th and ith storey in shear building. 

' 

• 
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Circular eigenfrequency of 2nd order sharpening filter . 

Circular eigenfrequency of subsoil. Parameter in Kanai-Tajimi 
filter. 

Binomial coefficient. 

Permutation operator . 
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6. SUMMARY IN DANISH 
I afsnit 2.1 er indledningsvis udledt identiteter mellem f!llrstepassage sandsynligheds­
trethedsfunktionen under betingelse af hrendelsen Et0 , /r1 (t I Eta), og sandsynligheds­
tretheds-funktionenerne h + ( t - t1) og fu+ ( t - t1 I Eta) for henholdsvis lrengden af 

t t 

tidsintervallet tilbragt i det sikre omrade fra den foregaende indkrydsning til tidspunktet 
t 1 til udkrydsningen til tidspunktet t, og den forl!llbne tid fra den foregaende udkrydsning 
til tidspunktet t 1 til udkrydsningen til tidspunktet t under betingelse af hrendelsen Eta. 
Eta betegner hrendelsen, at en mrengde af ·begyndelsesvrerdier tilh!llrer det sikre omrade 
til tiden t0 . Forbindelsen m ell em svigtsandsynligheden P f([to , t]) og disse st!llrrelser er 
ligeledes anf0rt. 

I afsnit 2.2 opstilles en Volterra integralligning for /r1 (t I Eta), hvor kernefunktionen 
introduceres som en ny ukendt funktion. Baseret pa denne integralligning er udledt 
inclusion-exclusionrrekker for fr

1 
(t I Eta), og for trelleren og nrevneren af kernefunk­

tionen i integralligningen, udtrykt i de simultane betingede udkrydsningsfrekvenser 
f;t'"+(t1, . .. , tn I Eta)· Herefter formuleres en integralligning for f0rstepassage sandsyn­
lighedstrethedsfunktionen til tiden t under betingelse af efterf!lllgende udkrydsninger til 
tiderne tl' ... 'tn, der er betegnet frl (t I Eta net n ... net), to < t < tl < ... < tn. 
Denne st(l!rrelse forekommer i restleddet af inclusion-exclusionrrekken for .fr

1 
( t I Eta) . 

Ideen er at bestemme en approksimativ l0sning til den pagreldende integralligning. Ved 
indsretning heraf i restleddet for rrekkeudviklingen af /r1 ( t I Eta ) kan hurtig konvergens 
herved forventes . I forbindelse hermed er tillige udledt en integralligning formuleret for 
n-passage sandsynlighedstrethedsfunktionen frn ( t I Eta), og den t ilh0rende inclusion­
exclusionrrekke er udledt for denne stf{lrrelse og for nrevneren og trelleren af kerne­
funktionen. Dernrest vises, at alle de anf0rte integralligninger og tilh0rende inclusion­
exclusionrrekker alternativt kan formuleres i simultane udkrydsningsfrekvenser for rea­
lisationer, der er i det sikre Omrade til disk rete tidspunkter T1, . . . , T m under betingelse 
af Eta· Disse er betegnet t;t·"+(tl,·· · ,tn; Sri n ... n STrn I Eta)· Ved passende 
valg af de intermedirere tidspunkter r 1 , ... , r m opnas n!lljagtigere approksimationer til 
de forskellige integralligninger og hurtigere konvergens af inclusion-exclusionrrekkerne. 
Dernrest er formuleret en inclusion-exclusionrrekke for hazard hastigheden, en st!llrrelse 
der er direkte anvendelig i palidelighedsproblemer, og en ikke-linerer integralligning 
af Volterra typen er formuleret for denne. Et grundlreggende problem for alle de 
omtalte inclusion-exclusionrrekkeudviklinger er, at disse er divergent ved afrunding af 
vilkarlig endelig orden, nar pavirkningstiden vokser mod uendelig. Y derligere kan kun 
et strerkt begrrenset antal led normalt beregnes. I eksempel 2-1 unders!llges forskel­
lige mader at afrunde disse rrekker. Konklusionerne, der drages heraf, er, at alle 
tilgrengelige lukningsmetoder er baseret pa svage forudsretninger og synes motiveret 
primrert af deres mulighed for at udregne rrekken pa sluttet form. I stedet foreslas an­
vendt integralligningsmetoder med passende approksimationer til kernefunktionen, der 
involverer de samme beregningsmressige omkostninger, men ff{lrer til mere rationelt be­
grundede og n!lljagtige resultater. Endelig betragtes dynamiske systemer pavirket af pro­
cesser med uafhrengige tilvrekster, sasom Wiener processen eller en sammensat Poisson 
proces. Tilstandsvektoren sammensat af flytningskomponenter, hastighedskomponen­
ter og eventuelle hysteresekomponenter udg!llr da en Markov vektor. Integralligninger 
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af Volterra typen er formuleret for den simultane sandsynlighedstrethedsfunktion for 
f0rstepassagetiden og den tilknyttede udkrydsningshastighed. F0rstepassage sandsyn­
lighedstrethedsfunktionen opnas dernrest ved marginalisering. Kernen i disse integral­
ligninger dannes af gennemgangssandsynlighedstrethedsfunktionen for Markov vectoren, 
der antages at vrere kendt med tilstrrekkelig n0jagtighed. Der introduceres herved ingen 
ny ukendt funktion, og eksakte l0sninger kan i princippet opnas. Integralligninger er for­
muleret for enkelt- og dobbeltbarriere problemer for en ikkelinerer oscillator af 1 friheds­
grad uden hysteresevirkning, for et ikkelinerert multifrihedsgraderssystem uden hystere­
sevirkning, og for en oscillator af 1 frihedsgrad med hysteresevirkning. I eksempel 2-2 er 
unders0gt forskellige kerneapproximationer og 0vre- og nedrevrerdil0sninger i forbindelse 
med integralligninger for /r1 ( i I &t0 ). Det betragtede system udg0res af en linerer oscil­
lator af 1 frihedsgrad pavirket af gaussisk hvid st0j. Konklusionen af unders0gelsen er, 
at den bedste approximation til kernen opnas, hvis trelleren og nrevneren af denne trun­
keres efter det f0rste led. Dette skyldes, at savel trelleren som nrevneren i sa fald udg0r 
0vrevrerdier, der til en vis grad afbalancerer hverandre. To sadanne kerneapproksima­
tioner er nrermere unders0gt. Den f0rste af disse er formuleret i simultane betingede ud­
krydsningsfrekvenser af 2. orden af typen Ji+ (it, t2 I &t0 ), mens den anden er udtrykt i 
de simultane ubetingede udkrydsningsfrekvenser af 2. orden, Ji+ (it, i2 ). De tilsvarende 

l0sninger for f0rstepassage sandsynlighedstrethedsfunktionen er betegnet ved ~~~) ( i I 
&to) og f~) ( i I &t0 ). I eksempel 2-3 er formuleret 0vre- og nedrevrerdier for fr

1 
( i I &to) 

udtrykt ved de simultane udkrydsningsfrekvenser t;t-·+(it' ... 'tn; Srl n ... n Srm I &to), 
og den optimale placering af kontrolpunkterne Tt, ... , r m unders0ges med henblik pa 
at indsnrevne afstanden mellem disse grrenser. Det behandlede f0rstepassage problem 
udg0res af et enkeltbarriere problem med stationrer start i det sikre omrade for den 
linerere oscillator af 1 frihedsgrad betragtet i eksempel 2-2. Af de opnaede resultater 
er konkluderet, at 0vre- og nedrevrerdier til /r1 ( t I &to) med optimalt placerede kon­
trolpunkter er vresentlig skarpere end tilsvarende grrenser uden kontrolpunkter. Det 
er yderligere konkluderet, at optimalt placerede kontrolpunkter er begrrenset til re­
lativt snrevre intervaller bestemt af systemets dynamik. Disse kan derfor fastlregges 
relativt enkelt. En approksimation til f0rstepassage sandsynlighedstrethedsfunktionen 
er formuleret baseret baseret pa den 1. 0vrevrerdi uden kontrolpunkter. Approksima­
tionen tager i betragtning sammenklunpningen af udkrydsninger, der forekommer for 
smalbandede responsprocesser ved middel og ved lave trerskelniveauer. I eksempel2-4 er 
formuleret approksimationer til kernefunktionen af integralligningen for fr1 ( i 1 &to net). 
Specielt er betragtet en kernefunktion, der involverer de simultane ubetingede udkryds­
ningsfrekvenser af 3. orden, Jt++(t2, it, i). Den tilh0rende l0sning for f0rstepassage 

sandsynlighedstrethedsfunktionen er betegnet fi{)(i I &t0 ). Et enkeltbarriere problem 
med stokastisk start er unders0gt for save! en linerer oscillator af 1 frihedsgrad som et 
linerert 2 frihedsgraders system, begge pavirket af gaussisk hvid st0j. I begge tilfrelde 
er opnaet vresentlig hurtigere konvergens mod resulterne bestemt ved Monte-Carlo 
simulering, end for de tilsvarende l0sninger baseret pa ubetingede 2. ordens udkryds­
ningsfrekvenser. I alle de omtalte eksempler tenderer graferne for de approksima­
tive f0rstepassage sandsynlighedstrethedsfunktioner til at forl0be parallelt med den 
simulerede kurve. F0lgelig kan den sakaldte limiting decay rate af f0rstepassage sandsyn-
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lighedstrethedsfunktionen, karakteristisk for tidsinvariante Markov systemer under sta­
tionrer pavirkning og med tidsinvariante sikkert omrade, estimeres ved metoden. Denne 
st~ZSrrelse er intet andet end den laveste egenvrerdi af Kolmogorovs forud og Kolmogorovs 
bagud operatorer med absorbtion pa henholdsvis indgangs- og udgangsdelen af den 
tilgrengelige del af svigtfl.aden. I eksempel 2-5 er l0sninger opnaet for enkeltbarriere 
problemet med stokastisk start for en linerer tidsinvariant oscillator af 1 frihedsgrad 
pavirket af gausisk hvid st0j eller en sammensat Poisson process ved numerisk integra­
tion af integralligningen for den simultane sandsynlighedstrethedsfunktion for f~ZSrstepas­
sagetiden og den tilh~ZSrende hastighed ved udkrydsning af barrieren b, f r

1 
x ( b, x, t I £to). 

I tilfrelde af pavirkning med gaussisk hvid st0j opnas eksakte l0sninger i et omfang fast­
lagt af n0jagtigheden af det benyttede numeriske skema. I tilfrelde af pavirkning med 
en sammensat Poisson process er kun opnaet approximative resultater, fordi gennem­
gangssandsynlighedstrethedsfunktionen er approksimeret ved hjrelp af en Gram-Charlier 
rrekke afrundet efter 6. orden. Endelig er angivet en approksimation til f0rstepassage 
sandsynlighedstrethedsfunktionen for dynamiske systemer pavirket af en sammensat 
Poisson proces med meget lille middelankomstfrekvens af impulserne, baseret pa an­
tagelsen om stokastisk uafhrengighed af egensvingningerne fra to pa hinanden f~ZSlgende 
impulser. Approksimationen bliver asymptotisk korrekt, nar middelankomstfrekvensen 
af impulserne gar mod 0 eller den strukturelle drempning 0ges. 

I afsnit 2.3 er formuleret en Volterra integralligning for h+(t- t 1 ). Pa baggrund heraf 
t 

er udledt inclusion-exclusion rrekker for h+ (t- t1 ) og for trelleren og nrevneren i kerne-
t 

funktionen af den pagreldende integralligning, alle udtrqykt ved simultane ubetingede 
krydsningsfrekvenser af typen J;;.+:i-+ (ti, ... , tn, t). Ved hjrelp af relationen mellem 
/r1 ( t I £t0 ) og ht ( t- t1) opnas herved en alternativ inclusion-exclusion series for fr1 ( t I 
£to) udtrykt i de anf~ZSrte ubetingede simultane krydsningsfrekvenser. Dernrest for­
muleres en integralligning for sandsynlighedstrethedsfunktionen for Lt under betingelse 
af indkrydsning til det sikre omrade til tidspunkterne tl, ... l tn placeret forud for ind­
krydsningen til tidspunktet tn+l i starten af intervallet Lt. Denne st~ZSrrelse, der er 
betegnet h+(t- tn+l I et- n · · · net), t1 < · · · < tn < tn+l < t, forekommer i 

t 1 n 

restleddet for inclusion-exclusion rrekken for fL+(t - ti). Hvis en tilnrermet l0sning 
til integralligningen for denne st0rrelse kan opn.is, kan hurtig konvergens forventes af 
inclusion-exclusion rrekken for fL+(t- ti) og dermed for /r1 (t I £t0 ). Identiteterne 

t 

frl(t2 I £tl) = Jt(t;nrE)tt,t[Sr I £tl) og h~l (t- tl) = Jt(t;nrE)tt,t[Sr I et-) kan 
bevises. Det fremgar, at de anf0rte funktioner kun afviger med hensyn til forskel­
lig konditionering. Baseret pa denne observation er en integralligning formuleret for 
fL- (t-t1 ), identisk med den tidligere omtalte for /r1 (t I £t 1 ), hvor blot konditioneringen 

!j 

pa hrendelsen £tl er erstattet med hrendelsen et- i de betingede krydsningsfrekvenser. 
Pa basis heraf er udledt inclusion-exclusion rrekker for 1£- (t- t 1 ) og for trelleren og 

t 

nrevneren af kernefunktionen til den pagreldende integralligning, alle udtrykt i simul-
tane ubetingede krydsningsfrekvenser af typen J;;11···+(tl, ... , tn, t). Baseret pa den 
omtalte relation m ell em h- ( t - t1) og h + ( t - t1) kan en alternativ inclusion-exclusion 

I t 

rrekke i disse u betingede krydsningsfrekvenser herved udledes for fT1 ( t I £to). Dernrest 
betragtes enkeltbarriere problemet med stationrer start for en linerer oscillator af 1 
frihedsgrad pavirket ag gaussisk hvid st~ZSj, for hvilket fl.ytningen og hastigheden dan-
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ner en Markov vektor. Ud fra den omtalte formelle lighed mellem integralligningerne 
for fr1 (t I EtJ og h- (t - ti) kan en integralligning umiddelbart formuleres for den • 
simultane sandsynlighedstrethedsfunktion f x L - (b, i , t - t1) af udkrydsningshastighe-

' 1 

den X til tiden t og L-; ved sammenligning med den tilsvarende integralligning for 
fxr

1 
(b, i, t I EtJ· h; (t- ti) bestemmes af den numeriske l0sning til denne integral­

ligning ved marginalisering. f L+ ( t - t 1) og endelig fr1 ( t I Et0 ) bestemmes dernrest ved 
T 

relationerne, der for binder disse st(!)rrelser med h; ( t- t 1 ). I eksempel 2-6 er unders(!)gt 
approksimationer til kernefunktionen i integralligningen for Lt(t - t 1 ). To approksi­
mationer er unders(!)gt, hvoraf den ene er baseret pa simultane krydsningsfrekvenser af 
3. orden af typen J:;-+(th t2, t) , mens den anden er baseret pa simultane krydsnings­
frekvenser af 2. orden af typen J:;-(tl , t2). De tilh(!)rende l(!)sninger for f(!)rstepassage 

sandsynlighedstrethedsfunktionen er betegnet henholdsvis f~) ( t I Et0 ) og ~~~) ( t I £t
0 
). 

Et enkeltbarriere problem med stationrer start er betragtet for savel en linerer oscillator 
af 1 frihedsgrad som for et linerert system af 2 frihedsgrader , begge pavirket af gaussisk 
hvid st(!)j. For begge system er fin des, at approksimationen ~~~) (t I £to) giver omtrent 

samme resultater som f~) ( t I £t0 ), der ligeledes er baseret pa ubetingede krydsnings­

frekvenser af 2. orden. Dog giver approksimationen ~~~) ( t I £t 0 ) bedre resultater i l(!)bet 

af de f(!)rste perioderaf f(!)rstepassager. Under alle omstrendigheder er f~) (t I Eta) bedre 

end approksimationen Ji{\t I £t0 ), der ligeledes er baseret pa ubetingede krydsnings­
frekvenser af 3. orden. Den overordnede konklusion, der drages af eksemplet, er, at 
approksimationerne Jk) (t I Et0 ) og ~~~) (t I Et 0 ) er de bedste af de betragtede approksi­
mationer baseret pa henholdsvis simultane ubetingede krydsningsfrekvenser af 3. og 2. 
orden. I eksempel 2-7 er angivet passende approksimative kernefunktioner til anvendelse 
i integralligningen for henholdsvis fL-r(t- t2 I et~) og ht(t- tn+l I et~ n ... net-;,), 
der forekommer i restleddet af inclusion-exclusion rrekken for fL+ (t- t 1 ). Der er ikke 

t 

anf0rt noget numerisk eksempel, men disse approksimationer kan med henvisning til 
konklusionen i eksempel 2-6 forventes at give de bedste tilnrermede l0sninger baseret pa 
simultane ubetingede krydsningsfrekvenser af orden n + 3. Endelig er i eksempel 2-8 an­
givet en approksimativ kernefunktion til anvendelse i integralligningen for 1£- (t- ti). 

t 1 

Den pagreldende kerneapproksimation forventes at give resultater af samme kvalitet 

som J!J>(t I £t0 ), baseret pa integralligningen for h- (t- ti), omend dette ikke er 
1 '1 

dokumenteret ved et numerisk eksempel. 

I afsnit 2.4 er indledningsvist formuleret en Volterra integralligning for fu+(t- t 1 I £t
0
). 

I 

Pa baggrund af heraf er udledt inclusion-exclusion rrekker for fu,+(t- t 1 I £t
0

) og for 
trelleren og nrevneren af kernefunktionen til den pagreldende integralligning, alle udtrykt 
i simultane betingede udkrydsningsfrekvenser af typen J;t ···+(tl, ... , tn I £t

0
), der ogsa 

var grundlaget for rrekkeudviklingen af fr1 ( t I £t0 ). Med baggrund i sammenhrengen 
mellem fr1 ( t I Et0 ) og fu+ ( t - t1 I Et0 ) kan alternative inclusion-exclusion rrekker i 

t 

disse betingede udkrydsningsfrekvenser herved udledes for fr1 ( t I £t0 ). Dernrest er for-
muleret en integralligning for sandsynlighedstrethedsfunktionen for ut under betingelse 
af hrendelsen £t0 og under betingelse af udkrydsninger fra det sikre omnlde til tidspunk­
terne t 1 , ... , tn, placeret forud for udkrydsningen i slutningen af intervallet Ut. Denne 
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st0rrelse, der er betegnet fu+(t- tn+1 I £t0 n et
1

. n ···net), t1 < ... < tn < t -z < t, 
t n 

forekommer i restleddet for inclusion-exclusion rrekken for fu+(t- t 1 I £t
0

) . Hvis en 
t 

approksimativ libsning til denne integralligning kan opnas, kan hurtig konvergens for 
inclusion-exclusion rrekken for fu+(t- t1 I £to), og dermed for rrekkeudviklingen for 

t 

fr1 ( t I £t 0 ), opnas ved indsretning heraf i restleddet. Dernrest er formuleret en in-
tegralligning for sandsynlighedstrethedsfunktionen fu- ( t - t1 1 £to), hvor ut- beteg-

t 

ner det forl(bbne tidsinterval indtil nreste udkrydsning, efter at en udkrydsning fra det 
sikre interval har fundet sted til tidspunktet t. Ved hjrelp af denne integralligning er 
udledt en inclusion-exclusion rrekke for fu- ( t - t1 I £t0 ) og for trelleren og nrevneren 

t 

af kernefunktionen, stadig udtrykt i de simultane betingede udkrydsningsfrekvenser 
J;t···+(t1, . .. ,tn I £t0 ). Baseretpaenrelationmellemfu-(t-tl I £t0 )ogfu+(t-ti I £t

0
) 

t t 

kan en tredje inclusion-exclusion rrekke bestemmes for fr1 ( t I £t0 ), udtrykt i disse 
betingede udkrydsningsfrekvenser. Heraf f0lger at de tre alternative rrekker i prin­
cippet reprresenterer forskellige udviklinger af restleddet af inclusion-exclusion rrekken. 
Herefter betragtes igen enkeltbarriere problemet med stationrer start for en linerer oscil­
lator af 1 frihedsgrad pavirket ag gaussisk hvid st0j, for hvilket flytningen og hastigheden 
danner en Markov vektor. En integralligning er formuleret for den simultane sandsyn­
lighedstrethedsfunktionen f x u- ( b, i:, t - t1 I £t0 ) af udkrydsningsfrekvensen X til tiden 

tl 

t og intervallrengden ut- under betingelse af £to 0 u d fra den numeriske bestemte 
l0sning til denne ligning kan fu- (t - t1 I £t 0 ) dernrest bestemmes ved marginalise-

t 

ring. fu+ ( t - t1 I £t0 ) og sluttelig fr1 ( t I £t0 ) beregnes herefter af relationerne, der 
T 

knytter disse til fu- ( t - t1 I £to). Intet numerisk eksempel er anf0rt for teorien i afsnit 
t 

2-4. 

Afslutningsvis skal det anf(bres, at det vresentligste problem ved alle de prresenterede 
metoder er, at anvendelsesomradet er begrrenset til problemer for hvilke de n0dvendige 
krydsningsfrekvenser kan beregnes. For 0jeblikket betyder dette, at kun linerere og en 
meget begrrenset klasse af ikkelinerere systemer kan analyseres. y derligere, ma dimen­
sionen af den betragtede responsvektor vrere lav. Selv for gaussiske vektorprocessor af 
moderat dimensionalitet bliver beregningen af simultane krydsningsfrekvenser hurtigt 
uoverkommelig. 

Indledningsvis i afsnit 3.1 betragtes Wiener processer, sammensatte Poisson processer 
og a-stabile Levy motions, og der gives en kort omtale af disses vresentligste egenska­
ber. Disse stokastiske er alle karakteriseret ved at have uafhrengige tilvrekster. Det 
diskuteres, hvorledes andre aktuelle stokastiske processer kan modelleres ved filtrering 
af processer med uafhrengige tilvrekster gennem et sharpening filter. Herved er be­
tragtningen indskrrenket til processer, for hvilke responset af det dynamiske system kan 
beskrives ved en Markov vektor. Den generelle tilstandsvektor for sa vel geometrisk ikke­
linerere som fysisk ikkelinerere (i.e. systemer med hysteresevirkning) er anf0rt. Specielt 
er i eksempel 3-1 formuleret rekvivalente SDOF og MDOF forskydningsmodeller med 
hysteresevirkning for instrumenterede jernbetonkonstruktioner udsat for jordskrelv. Mo­
dellerne trenkes anvendt til prediktion af stokastisk respons og palidelighed samt globale 
og lokale skader i konstruktionen, baseret pa sekventiel opdatering af nogle fa system­
parameter. N0jagtigheden af modelforudsigelserne ved samnienligning med tilgrengelige 

l 
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modelfors0g skyldes primrert en modellering af den elastiske del af tilbageffl}ringskraften 
som en faldende funktion af skaden, svarende til en gradvis overgang fra elastisk til 
plastisk response, nar stfl}rre og st0rre dele af konstruktionen bliver plastisk. 

I afsnit 3.2 er forud og bagud Chapman-Kolmogorov integro-differentialligningen for 
gennemgangssandsynlighedstrethedsfunktionen af Markov tilstandsvektoren angivet med 
henblik pa senere anvendelse pa systemer pavirket af Wiener processer, sammensatte 
Poisson pro cesser og a -stabile Levy motions. Y derligere er f0rstepassage problemet for­
muleret , baseret pa l0sningen af den forud eller bagud Chapman-Kolmogorov integro­
differentialligning med absorberende randbetingelser. 

Afsnit 3.3 omhandler stokastisk responsanalyse af Markov systems baseret pa mo­
mentligningsmetoder. Indledningsvis er den generaliserede !to differentiationsregel ud­
ledt, greldende bade for diffusionssystemer og for systemer med hop. Momentligningerne 
er herefter udledt ved hjrelp af denne ligning. Specielt er eksplicitte udtryk angivet for 
de simultane centraliserede statistiske momenter. 

I afsnit 3.3.1 er lukningsproblemet for hirarkiet af momentligninger behandlet, dvs. 
specifikationen af en approksimativ simultan sandsynlighedstrethedfunktion for tilstands­
variablerne ved hjrelp af hvilken ukendte forventningsvrerdier kan beregnes. De frie pa­
rametre i lukningsantagelsen kalibreres, saledes at den pagreldende simultane sandsyn­
lighedstrethedsfunktion reprresenterer alle simultane momenter bestemt af momentlig­
ningerne. Moment neglect closure, cumulant neglect closure, quasi-moment neglect 
closure and Hermite moment neglect closure omtales. Det fremhreves, at de fl.este af 
disse metoder kan forventes at virke for tilnrermet normalfordelte systemer med simultan 
sandsynlighedstrethedsfunktion af kontinuert og monomodal type. De kan alle betragtes 
som rrekkeudviklinger fra Gaussiske sandsynlighedstrethedsfunktioner, hvor restleddet 
i rrekkerne maler afvigelsen fra gaussianitet. Systemer med multimodal eller blandet 
kontinuert-diskret sandsynlighedstrethedsfunktion mfl}des ofte i stokastisk dynamik. I 
disse tilfrelde vil konvergenshastigheden af rrekkeudviklingerne ud fra normalfordelin­
gen vrere langsom, eller konvergensen kan helt mangle. I stedet bfl}r man formulere 
sakaldte modificerede lukningsskemaer, baseret pa fysisk indsigt i det konkrete pro­
blem. Et modificeret cumulant neglect closure skema er angivet for en sakaldt double­
well potential oscillator, for hvilken den simultane sandsynlighedstrethedsfunktion er 
bimodal. Selv ved lukning pa covariansniveau opnas relativt n0jagtige resultater. I 
modsretning hertil er konvergenshastigheden af et sredvanligt cumulant neglect clo­
sure skema overordentligt langsom, som demonstreret i eksempel 3-7. Dernrest foreslas 
en lignende modification anvendt i forbindelse med Hermite moment neglect closure 
for en Bouc-Wen oscillator pavirket af gaussisk hvid stfl}j af h0j intensitet, i hvilket 
tilfrelde den marginale sandsynlighedstrethedsfunktion for hysteresekomponenten har 
dobbeltspidser. Igen opnas vresentlige forbedringer sammnelignet med det sredvanlig 
Hermite moment neglect closure skema. Endelig er foreslaet anvendt et modificeret 
lukningsskema for Poisson drevne systems med lav middel ankomstfrekvens, hvor der 
forekommer en transient diskret sandsynlighedskomponent i den simultane sandsyn­
lighedstrethedsfunktion, reprresenterende den deterministiske drift fra begyndelsesvrer­
dierne under betingelse af, at ingen impulser endnu er ankommet. Eksplicitte udtryk for 
det modificerede cumulant neglect closure skema er udledt for systemer med polynomial 
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ikkelinerer drift vektor ved lukning ved orden N = 4. 

I afsnit 3.3.2 er udledt momentligninger for dynamiske systemer drevet af Wiener pro­
cesser. Specielt er anf!"brt udtryk for systemer med kubisk polynomial drift vektor (ek­
sempelvis ved Duffing og van der Pal oscillatorer ). Endvidere fastlregges betingelserne 
for at erstatte et system med ikkeanalytisk drift vektor (f.eks. systemer med hy­
steresevirkning) med et system med polynomial ikkelinerer drift vektor. Der bevises 
sretningen, at eksakte simultane momenter op til orden N + 1 opnas ved hjrelp af det 
rekvivalente polynomiale system, forudsat at dette afrundes ved orden N, og forud­
sat at udviklingskoefficienterne af det rekvivalente system bestemmes ved hjrelp at et 
least mean square kriterium med ubestemte forventningsvrerdier udregnet med den ek­
sakte simultane sandsynlighedstrethedsfunktion. I eksempel 3-3 benyttes rekvivalent 
polynomial udvikling til stokastisk analyse af en bilinirer hysterese oscillator pavirket 
af gaussisk hvid st!"bj. Ideen er kun at erstatte den konstitutive ligning for hysterese 
komponenten med en rekvivalent polynomial udvikling, medens de linerere ligninger er 
urendret . I modsretning hertil forudsretter det globale least mean square kriterium i 
den anf!"brte sretning, at alle komponenter erstattes med rekvivalente polynomiale ud­
viklinger af orden N. I det numeriske eksempel er det demonstreret, at en sadan 
fremgangsmade introducerer helt ubetydelige ekstra fejl i analysen. Nytten af meto­
den ligger i, at kun en marginal simultan sandsynlighedstrethedsfunktion for hastighe­
den og hysteresekomponenten beh!"bver at blive kalibreret ved beregningen af koeffi­
cienterne i den rekvivalente kubiske udvikling. Den pagreldende simultane sandsyn­
lighedstrethedsfunktion vrelges som en trunkeret 2 dimensional Gram-Charlier rrekke 
med en Minai-Suzuki modifikation for den diskrete sandsynlighed for at befinde sig 
pa de plastiske grene af arbejdskurven. To rekvivalente lineariseringsstrategier un­
ders0ges. Begge af disse forudsiger en stationrer vrerdi for variansen af fiytningen 
for en ideal elastisk-plastisk oscillator (a = 0), i modsretning til den ikkestationrere 
Brownian motion agtige variansvrekst , der fremgar af resultaterne opnaet ved Monte­
Carlo simulering og ved den kubiske polynomiale udvikling. Dette antyder, at vari­
ansvreksten forarsages af simultanmomenter af 4. eller h!"bjere orden. Den vresentligste 
afvigelse mellem resultaterne opnaet ved rekvivalent kubisk udvikling og simulering 
skyldes anvendelsen af et sredvanligt cumulant neglect closure skema uden modifikation 
for diskrete sandsynlighedskomponenter i de globale momentligninger. Dette problem 
er yderligere unders!"bgt i eksempel 3-4, der tillige indeholder en palidelighedsanalyse 
af den bilinirere hysterese oscillator. Palidelighedsanalysen er baseret pa observatio­
nen af en skadesindikator, der er valgt som den akkumulerede energy dissiperet af 
systemet, nar dette undergar plastiske deformationer. Svigthrendelsen indtrreffer, nar 
den ikkeaftagende skadesindikator foretager en f0rstepassage af et kritisk niveau, dcr· 
Skadesindikatoren er indkluderet i tilstandsvektoren som en ekstra tilstandsvariabel, og 
en differentialligning er formuleret, der fastlregger udviklingen i tiden af denne. Be­
lastningsprocessen pa systemet modelleres som tidsmoduleret gaussisk hvid st0j fil­
treret gennem et tidsinvariant rationalt filter af orden (r,s) = (1 , 2). Filterets til­
standsvariable er ligeledes indkluderet i tilstandsvektoreren sammen med fiytningen, 
hastigheden, hysteresekomponenten og skadesindikatoren. Kun differentialligningerne 
for hysteresekomponenten og skadesindikatoren erstattes med rekvivalente polynomiale 
udviklinger. De konsistente udviklingerne viser sig at vrere af 3. orden for hystere-
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sekomponenten og af 2. orden for skadesindikatoren. Ved udregningen af udviklingsko­
effi.cienter i de rekvivalente udviklinger er anvendt et least mean square kriterium, og den 
simultane sandsynlighedstrethedsfunktion til udregning af ukendte forventningsvrerdier 
vrelges som en afrundet 2 dimensional Gram-Charlier rrekke med en Minai-Suzuki mo­
difikation. Herudover er udviklet en modificeret cumulant neglect closure skema for de 
globale moment ligninger, der tager de diskrete komponenter i den simultane sandsyn­
lighedstrethedsfunktion i regning. Lukningsskemaet krrever kun kendskab til samme si­
multane sandsynlighedstrethedsfunktion af hastigheden og hysteresekomponenten, som 
er anvendt i den rekvivalente polynomiale udvikling af differentialligningerne for hy­
steresekomponenten og skadesindikatoren. I eksemplet sammenlignes resultater opnaet 
ved hjrelp af det sredvanlige og det modificerede cumulant neglect skema med Monte 
Carlo simuleringsresultater. Pa basis heraf er konkluderet, at vresentligt bedre resul­
tater opnas med det modificerede cumulant neglect skema end med det sredvanlige. 
F(blgelig b0r anvendes approksimative simultane sandsynlighedstrethedsfunktioner af 
samme n0jagtighed pa det lokale og pa det globale niveau. Eksempel 3-5 omhandler 
stokastisk analyse af plane rammer med hysteresevirkning. Indledningsvis er anf(brt en 
differentiel formulering af de konstitutive ligninger for elasto-plastiske bjrelkeelementer, 
der forbinder generaliserede sprendings- og t(bjningshastigheder af elementet. Disse spe­
cialiceres dernrest til flydeledsmodeller, hvor de generaliserede t0jninger og sprendinger 
udg0res af rotationer og b(bjningsmomenter ved elementets knuder. Rammen pavirkes af 
et horizontalt jordskrelv, der opnas ved filtrering af moduleret gaussisk hvid st0j gennem 
et Kanai-Tajimi filter. Dette er i princippet et rationalt filter af orden ( r, s) = ( 1, 2) 
med filterkonstanter, der tillader fysisk fortolkning. Tilstandsvektorkomponenterne for 
det integrerede dynamiske system bestar af knudeflytninger og knudehastigheder, ge­
neraliserede sprendinger fra alle plastiske elementer og filtertilstandsvariablerne. De 
resulterende differentialligninger formuleret pa tilstandsvektorform udg(br en genera­
lisering til multifrihedsgraderssystemer af de tilsvarende differentialligninger for den 
elasto-plastiske oscillator i eksempel 3-4, hvor de generaliserede sprendinger udg(br hy­
steresekomponenterne. Kun de konstitutive ligninger for de generaliserede sprendinger 
(hysteresekomponenterne) erstattes med rekvivalente polynomiale udviklinger i de lokale 
generaliserede sprendinger og generaliserede t0jningshastigheder. F0lgelig udf0res den 
rekvivalente polynomiale udvikling pa elementniveau, hvilket letter formuleringen af et 
globalt rekvivalent polynomialt system vresentligt. De globale simultane momentlignin­
ger lukkes dernrest ved hjrelp af et sredvanligt cumulant neglect closure skema. Teorien 
er anvendt pa en simpelt underst0ttet 2 etagers plan ramme med Kanai-Tajimifilteret 
pavirket af en stationrer gaussisk hvid st0j. V resentlige plastiske deformationer er mest 
sandsynlige at forekomme i de nederste etages0jler. lEkvivalent kubisk udvikling er der­
for kun benyttet for de konstitutive ligninger for disse elementer, hvorimod rekvivalent 
linearisering indf0res for de resterende elementer. De simultane forventningsvrerdier af 
rotationshastigheder og b(bjningsmomenter i elementets endeknuder, der indgar i least 
mean square ligningerne til bestemmelse af koeffi.cienterne i de rekvivalente polynomi­
ale udviklinger, er udregnet ved hjrelp af en Gram-Charlier udvikling af den simultane 
sandsynlighedstrethedsfunktion trunkeret ved orden N = 4 med en Minai-Suzuki modi­
fikation for plastiske deformationer. Pa basis af resultaterne er konkluderet, at rekviva­
lent linearisering for alle elementer med udregning af udviklingskoeffi.cienterne ved hjrelp 
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af en simultan normalfordeling (gaussisk lukning) giver resultater for flytningsrespon­
set, der hverken kvalitativt eller kvantitativt er i overenstemmelse med Monte Carlo 
simuleringsresultaterne. Resultater, der kun er en ubetydelighed bedre, opmi.s ved et li­
neariseringsskema, hvor en Gram-Charlier udvikling til orden N = 2 med en Minai­
Suzuki modifikation for plastiske deformationer er benyttet ved udregningen af de 
linerere udviklingskoefficienter. I begge tilfrelde forudsiges et stationrert varians respons 
for etagefl.ytningerne i modsretning til simuleringsresultaterne, der udviser en lignende 
Brownian motion agtigt variansdrift, som beskrevet i eksempel 3-3. Den uundgaelige 
konklusion synes at vrere, at rekvivalent linearisering ikke b0r anvendes for elasto­
plastiske konstruktioner pavirket af vresentlige stationrere pavirkninger. I stedet b0r 
anvendes en analyse, der mindst indbefatter 4. ordens momenterne. I modsretning 
til rekvivalent linearisering giver kubisk polonomial udvikling for de lavere etages!Zijler 
resultater, der er i langt bedre overensstemmelse med simuleringsresultaterne. Der re­
gistreredes ingen vresentlige forskelle i resultaterne, hvis rekvivalent linearisering for de 
0vrige elementer udf0res ved hjrelp af gaussisk lukning eller ved hjrelp af en Gram­
Charlier udvikling til 2. orden med en Minai-Suzuki rnodifikation. I eksempel 3-6 er 
teorien anvendt til en palidelighedsanalyse af en vandrnrettet sandafl.ejring pavirket af 
et horizontalt forskydningsjordskrelv (SH b!Zilger ), idet likvidfaktion antages at vrere 
den vresentligste brudrnade for jorden. Likvidfaktion antages at finde sted, nar den 
akkurnulerede dissiperede energy per enhedsvolumen af jorden nar et kritisk niveau. I 
eksemplet er anvendeligheden af denne skadesindikator verificeret ved hjrelp af triaksial­
fors0g pa forskellige sandpr(6ver udsat for cyklisk pavirkning med variable amplituder. 
Triaksialfors0gene viser tillige, at den tidsafledede af mobiliseringsfaktoren, der for den 
betragtede plane t0jningstilstand kan defineres sorn forskydningssprendingen i forhold 
til forskydningsbrudsprendingen, kan relateres til forskydningst0jningshastigheden ved 
hjrelp af en Bouc-Wen hysterese model. Forskydningsbrudsprendingen er en aftagende 
funktion af tiden i takt med poretryksopbygningen, og viser sig at svrekkes proportionalt 
med svrekkelsen af forskydningsmodulet. Begge er relateret til skadesindikatoren ved 
hjrelp af en sirnpellinerer sammenhreng. Et statisk tilladeligt sprendingsfelt foreskrives, 
ved hjrelp af hvilket det kontinuerte jordlag diskretiseres til et frihedsgraders system. 
Accelerationsprocessen ved oversiden af grundfjeldet opnas ved filtrering af moduleret 
gaussisk hvid st!Zij gennem et tidsinvariant rationalt filter af orden (r,s) = (1,2). Dif­
ferentialligningen for udviklingen af skadesindikatoren bliver kubisk polynomial, hvori­
mod differentialligningen for hastigheden bliver kvadratisk. Den konstitutive ligning for 
mobiliseringsfaktoren erstattes af en rekvivalent linerer udvikling med udviklingskoeffi­
cienter udregnet ved en Gram-Charlier udvikling afrundet ved orden N = 2, hvorimod 
den linerere, den kvadratiske og den kubiske ligning bibeholdes urendret. Det resul­
terende globale hirarki af momentligninger er trunkeret ved orden N = 4 ved hjrelp 
af et sredvanligt cumulant neglect closure skema. De opnaede resultater for varians­
responset af fl.ytningen og mobiliseringsfaktoren er darlige sammenlignet med simule­
ringsresultaterne som f0lge af anvendelsen af rekvivalent linearisering pa hystereselignin­
gen. Derimod opnas gode resultater for forventningsvrerdifunktionen og standard­
afvigelsen af skadesindikatoren, hvorimod skrevhedspararneteren for denne st!Zirrelse be­
stemmes mindre n!Zijagtigt. Grunden til de forbedrede resultater for de lavere statisti­
ske momenter for skadesindikatoren sammenlignet med de tilsvarende momenter for de 
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0vrige tilstandsvariable skyldes primrert den eksakte kubisk polynomiale form af diffe­
rentialligningen for denne variabel. Forbedrede resultater for skrevhedsparameteren vil 
krreve anvendelse af h0jere ordens rekvivalent polynomial udvikling af den konsitutive 
ligning for hysteresekomponenten og globallukning ved h0jere orden end orden N = 4. 

Afsnit 3.3.3 omhandler anvendelsen af momentligninger til stokastisk analyse af syste­
mer drevet af sammensatte Poisson processer. Indledningsvis er differentialligningerne 
udledt for de simultane centraliserede momenter af et dynamisk system pavirket af en 
multidimensional eller skalar sammensat Poisson proces. Specielt er momentligningerne 
fremhrevet for systemer med kubisk polynomial drift vektor. I eksempel 3-8 er teorien 
anvendt pa en Duffing oscillator. Ideen i eksemplet er at demonstrere anvendeligheden 
af det modificerede cumulant neglect closure skema, udviklet for Poisson trelleprocesser 
med lave middelankomstsfrekvenser. Der unders0ges sredvanlige cumulant neglect clo­
sure skemaer af orden N = 3, N = 4 og N = 5, og et modificeret cumulant neglect 
closure skema af orden N = 4. Pavirkningsprocessen har Rayleigh fordelte impulser , 
og opnas som outputproces fra en homogen sammensat Poisson proces filtreret gen­
nem et rationalt filter af ordenen (r , s) = (0, 2). For den relativt h0je middelankomst­
frekvens pa v = O.lw0 , fungerer de betragtede sredvanlige cumulant neglect closure 
skemaer udmrerket og giver alle acceptable resultater, omend det bedste resultat som 
forventet opnas ved lukning ved ordenen N = 5. I sammenligning med sredvanlig cu­
mulant neglect closure af orden N = 4 giver det modificerede cumulant neglect closure 
skema vresentligt forbedrede resultater for middelvrerdifunktionerne og variansfunktio­
nerne i den tidlige del af pavirkningen, hvor modifikationen af den simultane sandsyn­
lighedstrethedsfunktion er mest betydningsfuld. Pa£0ringen af en pulsbelastning med 
den lavere middelankomstfrekvens pa v = 0.05wo medf0rer numerisk instabilitet for det 
sredvanlige cumulant neglect closure skema, hvorimod det modificerede skema stadig 
frembringer n0jagtige estimater for middelvrerdifunktionerne og variansfunktionerne. 
Af eksemplet konkluderes derfor, at n0jagtigere og numerisk mere stabile resultater 
opnas ved hjrelp af det modificerede cumulant neglect closure skema. Imidlertid vil 
selv det modificerede cumulant neglect closure skema efterhanden blive numerisk insta­
bilt, nar V reduceres tilstrrekkeligt. I det aktuelle eksempel sker dette for V~ O.Olwo, 
hvilket tilnrermet er en st0rrelsesorden mindre end den tilsvarende grrense for det sam­
menlignelige sredvanlige cumulant neglect closure skema. I eksempel 3-9 er gennemf0rt 
en palidelighedsanalyse af en Bouc-Wen oscillator pavirket af sa vel en ufiltreret som 
en filtreret sammensat Poisson proces ved anvendelse af rekvivalent polynomial ud­
vikling. Palidelighedsanalysen er baseret pa en skadesindikator, som vrelges som den 
akkumulerede energy dissiperet af hysteresekomponenten. Herved er den betragtede 
skadesindikator kvadratisk polynomial. Kun den konstitutive ligning for hysteresekom­
ponenten erstattes af en kubisk polynomial udvikling, hvorimod de 0vrige linerere eller 
kvadratiske ligninger bibeholdes urendrede. Som ved tidligere anvendelser bestemmes 
udviklingskoefficienterne af den rekvivalente polynomiale udvikling ved hjrelp af et least 
mean square kriterium. Udregningen af de ukendte forventningsvrerdier, der indgar i 
mean least square kriteriet, er foretaget ved hjrelp af et quasimoment neglect closure 
skema, trunkeret ved orden N = 4. Desuden er unders0gt rekvivalente lineariseringer 
af differentialligningen for hysteresekomponenten med udviklingskoefficienterne udreg­
net ved hjrelp af quasimoment neglect closure skemaer trunkeret ved henholdsvis or-
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denerne N = 2 og N = 4. Det f!llrstnrevnte lineariseringsskema er rekvivalent med 
hvid st!lljspavirkning med gaussisk lukning. Hirarkiet af globale momentligninger er 
lukket ved hjrelp af et sredvanligt cumulant neglect closure skema ved orden N = 4, 
savel for de to rekvivalente linerere udviklinger som for den rekvivalente kubiske ud­
vikling. F!llrst analyseres tilfreldet med pavirkning af en ufiltreret sammensat Poisson 
proces. To forskellige fordelinger for impulsstyrken betragtes. Den f!llrste af disse er 
en sredvanlig Rayleighfordeling, mens den anden er en middelvrerdicentreret Rayleigh­
fordeling. En relativ h!llj middelankomstfrekvens af impulserne pa v = 1.297w0 er benyt­
tet. For tilfreldet med en sredvanlig Rayleigh fordeling of impulsstyrken er de opnaede 
resultater for forventningsvrerdifunktionerne for flytningen, hysteresekomponenten og 
skadesindikatoren alle i god overensstemmelse med simuleringsresultaterne, savel for de 
to rekvivalente lineariseringsskemaer som for den kubisk polynomiale udvikling, amend 
den gaussiske lukningsalgoritme overestimerer middelvrerdifunktionen for hysteresekom­
ponenten en smule ved store pavirkningsintervaller. Variansresponset for flytningen 
underestimeres vresentligt ved de rekvivalente lineariseringsmetoder, og disse metoder 
giver helt misvisende estimater af variansresponset af skadesindikatoren. Derimod er 
varianserne, der forudsiges af den rekvivalente kubisk polynomiale udviklingsmetode, 
acceptable for flytnings- og hysteresekomponenten, og meget gode for skadesindika­
toren. For tilfreldet med en middelvrerdicentreret Rayleighfordeling af impulsstyrken 
vises det , at middelvrerdier vresentligt forskellig fra nul kan forekomme for flytnin­
gen og for hysteresekomponenten selv ved den relativt h0je middelankomstfrekvens pa 
v = 1.297w0 , hvilket er en f0lge af, at h0jere ordens momenter af impulsstyrken af ulige 
orden er forskellig fra nul i kombination med sma vrerdier af den elastiske br0kdel af 
den totale tilbagef0ringskraft, a. I modsretning hertil forudsiger det rekvivalente line­
ariseringsskema med gaussisk lukning middelvrerdifunktioner identisk lig nul. F0lgelig 
skal erstatningen af en sammensat Poisson proces med en sammenlignelig gaussisk hvid 
st!lljsproces foretages med en vis forsigtighed for sadanne systemer, selv ved relativt h!llje 
middelankomstfrekvenser af impulserne. Det rekvivalente lineariseringsskema baseret 
pa en 4. ordens quasimoment neglect rrekke opfanger den kvalitative opfo rsel af mid­
delvrerdifunktionerne, men de kvantitative estimater er ikke gode. Derimod er esti­
materne af den rekvivalente polynomiale udvikling i udmrerket overensstemmelse med 
resultater opnaet ved Monte Carlo simulering. Begge rekvivalente lineariseringskemaer 
underestimerer variansen af flytningen og hysteresekomponenten. Kun den rekvivalente 
polynomiale udvikling giver acceptable variansestimater, og er den eneste af metoderne, 
der giver meningsfulde og n0jagtige resultater for skadesindikatoren. Dernrest betragtes 
tilfreldet med pavirkning af en sammensat Poisson proces filtreret gennem et tidsinvari­
ant rationalt filter af orden ( r, s) = (0, 2). Kun tilfreldet med sredvanlig Rayleighforde­
ling af impulsstyrken er betragtet, og kun lineariseringsskemaet baseret pa en 4. ordens 
quasimoment neglect rrekke er unders0gt. En relativ h0j middelankomstfrekvens af im­
pulser pa v = l.Owo er benyttet. Som det er tilfreldet for den tilsvarende fordeling af 
impulser i det ufiltrerede tilfrelde giver de betragtede metoder acceptable resultater for 
middelvrerdifunktionerne. Igen underestimerer den rekvivalente linearisering varians­
responset for fiytningen og hysteresekomponenten, og giver helt misvisende resultater 
for variansresponset, hvorimod den rekvivalente kubisk polynomiale udvikling giver ac­
ceptable variansestimater for alle betragtede tilstandsvariable. Af resultaterne opnaet 
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i dette eksempel sluttes, at rekvivalent lineariseringsmetoder ikke er egnet til at esti­
mere variansresponset af alle tilstandsvariable. Specielt for skadesindikatoren er resul­
taterne helt misvisende. F0lgelig b(6r rekvivalente lineariseringsmetoder ikke benyttes i 
palideligsanalyser af oscillatorer med hysteresevirkning, hvis statistiske responsst0rrelser 
udover forventningsvrerdifunktionen er pakrrevet. Kun rekvivalent polynomial udvikling 
af mindst 3. orden i kombination med et sredvanligt cumulant neglect closure skema 
giver n0jagtige estimater af middelvrerdifunktion og variansfunktion af skadesindika­
toren, og synes at vrere den bedst tilgrengelige semianalytiske metode til analyse af 
sadanne responsst0rrelser, der er til radighed. Computertiden i eksemplet er 0.88% 
for de rekvivalente lineariseringsmetoder og 6% for den rekvivalente kubisk polynomiale 
metode i forhold til regnetiden for Monte Carlo simuleringen. 

Afsnit 3.3.4 omhandler dynamiske systemer pavirket af sammensatte Erlang renewal­
processer. F0rst vises, hvorledes sadanne systemer kan reduceres til rekvivalente sy­
stemer drevet af sammensatte Poisson processer med omkostningen, at ekstra hjrelpe­
tilstandsvariable ma indf0res. Dernrest udledes de stokastiske differentialligninger, der 
specificerer udviklingen af disse hjrelpevariable. Det integrerede dynamiske system med 
tilstandsvektoren sammensat af de strukturelle tilstandsvariable og hjrelpetilstandsva­
riablerne udg0r da et Markov system, og momentligningerne for systemer drevet af 
sammensatte Poisson processer kan anvendes i lettere tillempet form. I eksempel 3-10 
er anf0rt de generelle betingelser for at reducere et system drevet af en sammensat 
regulrer trelleproces til et rekvivalent system drevet af en sammensat Poisson proces, 
og det vises, at den sammensatte Erlang proces opnas som et specialtilfrelde af den 
generelle formulering. I eksempel 3-11 er analyseret det stokastiske respons af en Duff­
ing oscillator pavirket af en sammensat Erlang proces med parametrene k = 2, k = 3 
og k = 4. Impulsstyrken antages at vrere sredvanlig Rayleighfordelt. For at kunne 
sammenligne meningsfuldt mellem de anf0rte tilfrelde vrelges middelankomstfrekvensen 
af de underliggende Poisson hrendelser som f = lOwo. Herved bliver det gennem­
snitlige antal renewalhrendelser pr. tidsenhed det samme i de tre tilfrelde af k, og 
eventuelle forskelle i de beregnede statistiske momenter er forarsaget af de forskellige 
interarrival tidsfordelinger. De anf0rte middelankomstfrekvenser er meget h0je, hvorfor 
hirarkiet af momentligninger kan lukkes ved orden N = 4 ved hjrelp af et sredvanligt 
cumulant neglect closure skema. De opnaede middelvrerdifunktioner og varianser for 
flytningen er i alle tilfrelde i udmrerket overensstemmelse med simuleringsresultaterne. 
Middelvrerdifunktionerne er praktisk taget identiske for de tre tilfrelde af k. Derimod 
har varianserne en markant tendens til at falde med 0get k. Af disse observationer kon­
kluderes, at momentligningsmetoden kan benyttes til stokastisk analyse af en klasse af 
ikkelinerere systemer pavirket af en sammensat Erlang renewal proces efter reduktion til 
et rekvivalent system drevet af en sammensat Poisson proces. Middelvrerdifunktionen af 
flytningsresponset anses for at vrere temmelig uf0lsom overfor valget af fordeling af inter­
arrival tiden, og afbrenger primrert af middelankomstfrekvensen af impulser. Derimod 
viser variansfunktionen vresentlig afbrengighed af denne fordeling. Anvendelse af sam­
mensatte Poisson processer som lastmodel for tilfrelde, hvor interarrival tidsfordelingen 
er langt fra en eksponential fordeling, skal derfor foretages med forsigtighed. 

Afsnit 3.4 omhandler numerisk integration af den forud Chapman-Kolmogorov integro-
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differentialligning ved hjrelp af path integration. F0rst beskrives det anvendte diskreti­
seringsskema, der reducerer den t ids- og stedkontinuerte Markov vektorproces t il en 
ikkereducerbar , positive recurrent og ikkeperiodisk Markovkrede. I tilfrelde af stationrere 
processer observeret til rekvidistante tidspunkter vises dernrest, hvorledes den stationrere 
fordeling kan opnas ved i!;:lsning af et linrert egenvrerdiproblem, for hvilket egenvrerdien 
>. = 1 er kendt. 

Afsnit 3.4.1 omhandler anvendelsen af path integration for systemer pavirket af Wiener 
processer. Eftersom tilstandsvektoren ikke foretager hop i dette tilfrelde, kan denne 
approksimeres ved en stykkevis linerer vektorfunktion, og diffusionsmatricen ved en· 
stykkevis konstant matrix. For tilstrrekkeligt sma tidsintervaller opf0rer systemet sig 
herved som lokalt gaussisk, og differentialligninger for udviklingen af betingede mid­
delvrerdifunktioner og betingede kovarianser tillige med den simultane overgangssand­
synlighedstrethedsfunktion kan umiddelbart formuleres. Fire alternative lineariserings­
strategier er anf!1Srt efter voksende grad af kompleksitet . Specielt running mean line­
ariseringsskemaet og det rekvivalente lineariseringsskema er lovende, eftersom meget 
st!1Srre gennemgangstidsintervaller kan benyttes end tilladt ved de to !1Svrige anf!1Srte li­
neariseringsskemaer. Anvendelsen af de sidstnrevnte anf0rte lineariseringskemaer. An­
vendelsen af de sidstnrevnte skemaer skyldes, at simple 1!1Ssninger opnas for de betingede 
middelvrerdifunktioner og de betingede kovariansfunktioner. I eksempel 3-12 er eks­
plicitte udtryk angivet for lineariseringsskemaerne for en Duffing oscillator pavirket af 
gaussisk hvid st!1Sj. Dernrest udvrelges running mean lineariseringsskemaet til nrermere 
unders!1Sgelse i forbindelse med et ensformigt relativt graft 20 x 20 net, der udstrrekkes fire 
linerere stationrere standardafvigelser i de positive og negative flytnings- og hastigheds­
retninger, og med et gennemga.ngstidsinterval pa !:J.t = ~· Udmrerket overensstem­
melse med simuleringsresultater er opnaet bade ved de centrale dele af de marginale 
fordelinger og ved disses haler. F0rstepassagetidsproblemet er ligeledes 1 ost for et de­
terministisk start problem med en enkelt konstant barriere. Fordelingsfunktionen for 
f!1Srstepassagetiden opnaet ved path integration overestimerer svigtsandsynligheden en 
smule under den f0rste periode sammenlignet med Monte Carlo simulering, hvilket er 
en f!1Slge af brugen af det omtalte grove net i forbindelse med det relativt store gennem­
gangstidsinterval. Af resultaterne af eksemplet konkluderes , at Jet stokastiske respons 
kan bestemmes ved hjrelp af path integration med anvendelse af et meget grovt net 
uden at pavirke n0jagtigheden vresentligt, hvorimod et noget finere net ma benyttes i 
palidelighedspro blemer. 

I afsnit 3.4.2 er path integration metoder udviklet for systemer pavirket af sammen­
satte Poisson processer, Levy a-stabile bevregelser og sammensatte Erlang processer. 
F!1Srst betragtes tilfreldet med et dynamisk system drevet af en skalar sammensat Pais­
son proces. En asymptotisk udvikling er udledt for den simultane gennemgangssand­
synlighedstrethedsfunktion, gyldig under forudsretningen v!:J.t ~ 1, og kun involv­
erende de simultane gennemgangssandsynlighedstrethedsfunktioner under betingelse af 
ankomsten af eksakt nul og en impuls i 1!1Sbet af gennemgangstidsintervallet. Den si­
multane gennemgangssandsynlighedstrethedsfunktion under betingelse af nul impulser 
beskriver egensvingningerne af systemet fra begyndelsesbetingelserne, der opnas ved 
numerisk integration. De forskellige path integrationsskemaer udskiller sig derefter 
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ved, pa hvilken made den simultane gennemgangssandsynlighedstrethedsfunktion un­
der betingelse af en impulsankomst i l!llbet af gennemgangstidsintervallet er bestemt. 
Pa grund af restriktionen pa 11b..t forventes path integration at virke bedst for sma 
vrerdier af 11, hvilket er modsat forholdene ved momentmetoder. For fast 11 fastlregger 
restriktionen en !llvrevrerdi for valget af b..t. Pa den anden side vises det, at en ne­
drevrerdi for denne st!llrrelse ogsa eksisterer, saledes at de optimale resultater opnas, 
nar t::..t er beliggende i et vist interval. To metoder prresenteres for konvektion og 
diffusion af sandsynlighedsmassen under betingelse af en impulsankomst i l!llbet af gen­
nemgangstidsintervallet. Metode 1 er baseret pa kendsgerningen, at ankomsttiden af 
impulsen er ensformigt fordelt i gennemgangstidsintervallet for homogene Poisson pro­
cesser. Gennemgangstidsintervallet opdeles derfor i et endeligt antal underintervaller, 
og konvektionen og diffusionen af sandsynlighedsmasse udf!llres for hvert unterinter­
val efter tur, under betingelsen at impulsen ankommer netop i det pagreldende inter­
val. Metode 2 er baseret pa en Taylorudvikling i impulsstyrken P af tilstandsvek­
toren ved slutningen af gennemgangstidsintervallet. Koefficienterne af Taylorudviklin­
gen afhrenger kun af start- og sluttidspunktet samt af systemets position ved starten 
af gennemgangen, men ikke af tidspunktet, hvor impulsen faktisk indtrreffer. Dernrest 
er udledt koblede ordinrere til bestemmelse af disse udviklingskoefficienter, der h!lses 
numerisk. Det vises, at Taylorudviklingen for linerere systemer bliver linerer i P. Efter­
som en udskiftning af drift vektoren med en lokal rekvivalent linerer drift vektor altid 
er mulig ved tilstrrekkeligt sma gennemgangstidsintervaller f!lllger, at Taylorudviklingen 
bliver asymptotisk linerer, nar gennemgangstidsintervallet gar mod nul. Denne obser­
vation danner baggrunden for metode 2, som antager, at en sadan linerer Taylorud­
vikling er eksakt greldende. Det skal her bemrerkes, at lineariseringsantagelsen vedr!llrer 
driftvektoren som funktion af tilstandsvektoren, og at der ikke srettes restriktioner pa 
st!llrrelsen af impulsstyrken. I eksempel 3-13 er foretaget en stokastisk responsanalyse 
og en palidelighedsanalyse af en Duffing oscillator, bade ved hjrelp af metode 1 og 
metode 2. Duffing oscillatoren er let drempet med en middelstor ikkelinearitetsparame­
ter. Gr.undlreggende udf!llres path integrationen ved hjrelp af et ensformigt grovt 20 x 20 
net, der udstrrekkes fire linerere stationrere standardafvigelser i de positive og negative 
flytnings- og hastighedsretninger. Styrken af impulserne antages at vrere normalfordelt 
med middelvrerdien nul. For metode 1 betragtes 3 forskellige vrerdier af 11, svarende til 
lav, middel og h!llj middelankomstfrekvens af impulserne. For tilfreldet med lav middel­
ankomstfrekvens opnas fordelinger med meget markante spidser ved origo. For dette 
tilfrelde er benyttet et ikkeensformigt 25 x 25 net med en fire gange finere inddeling tret 
ved origo. Gennemgangstidsintervallet b..t er opdelt i 3 underintervaller. Den stationrere 
marginale sandsynlighedstrethedsfunktion af flytningen og hastigheden er opnaet ved at 
iterere gennemgangsligningen for Markovkreden indtil stationaritet er opnaet. Gennem­
gangstidsintervallet for de tre tilfrelde af v er henholdsvis b..t = To, b..t = To og t::..t = If. 
For tilfreldene med lav og middel middelankomstfrekvens er opnaet udmrerkede re­
sultater i forhold til Monte Carlo simuleringsresultater, bade ved de .centrale dele af 
fordelingerne og ved disses haler, selv med de anf!llrte relativt grove net. Derimod giver 
path integration relativt darlige resultater i tilfreldet med h!llj middelankomstfrekvens, 
hvilket skyldes at !llvrevrerdibegrrensningen pa b..t ikke lrengere er overholdt. Dernrest 
er f!llrstepassagetidsproblemet for et deterministisk start problem med symmetriske kon-
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stante dobbeltbarrierer l!Z!st for tilfreldene med lav og middel middelankomstfrekvens. 
Som deter tilfreldet med den tilsvarende hvidst!Z!jspavirkning bliver fordelingsfunktionen 
for f!Z!rstepassagetiden opnaet ved path integration underestimeret i de f!Z!rste perioder 
af pavirkningen pa grund af det grove net og de store gennemgangstidsinterval. For 
tilfreldet af middel middelankomstfrekvens af impulser er foretaget en sammenligning 
med svigtsandsynligheden opnaet ved at approksimere pavirkningsprocessen med en 
rekvivalent gaussisk hvid st!Z!j. Resultaterne opnaet ved hjrelp af metode 1 er i langt bedre 
overensstemmelse med simuleringsresultaterne, end det er tilfreldet for resultaterne 
opnaet ved den rekvivalente hvid st!Z!j. F!Z!lgelig f!Z!rer en erstatning af en sammensat med 
en rekvivalent gaussisk hvid st!Z!j til helt vildledende resultater i palidelighedsanalyser 
med middelankomstfrekvenser af den betragtede st0rrelse. Dernrest er betragtet et 
enkeltbarriere problem med stationrer start i det sikre omrade for tilfreldene med lav 
og middel middelankomstfrekvens af impulserne. I intet af tilfreldene er den trappelig­
nende karakter af sandsynlighedstrethedsfunktionen for f!Z!rstepassagetiden opnaet ved 
path integrationen. Imidlertid viser resultaterne et korrekt eksponentielt limiting de­
cay, svarende til et diskret egenvrerdispektrum af bagud eller forud Kolmogorov-Feller 
operatoren med absorbtion pa henholdsvis udgangsdelene og indgagsdelene af randen, 
for bade deterministisk start og stationrer start problemer. Dernrest er metode 2 an­
vendt ved bestemmelsen af de stationrere marginale sandsynlighedstrethedsfunktioner 
for fiytningen og hastigheden i tilfrelde af relativt lav middelankomstfrekvens af im­
pulserne. De opnaede resultater for de marginale fordelinger er af samme kvalitet som 
de tilsvarende resultater opnaet med metode 1. Imidlertid er algoritmen i metode 2 
vresentlig simplere og hurtigere at benytte. Computertiden ved anvendelse af metode 2 
i sammenligning med simulering er 0.22%, hvoraf konkluderes, at metoden muligg(llr eks­
treme beregningsmressige fordele sammenlignet med Monte Carlo simulering. Dernrest 
er metode 2 modificeret med henblik pa anvendelse ved path integration af systemer 
pavirket af Levy a-stabile bevregelser og sammensatte Erlang processer. Modifikatio­
nen for systemet pavirket af en Levy a -stabil bevregelse bestar i det vresentligste i at 
erstatte den aktuelle proces med en rekvivalent sammensat Poisson process med a-stabil 
fordelte impulsstyrker. Teorien er ikke illustreret med et numerisk eksempel. For syste­
mer pavirket af sammensatte Erlangprocesser er en mere gennemgribende modifikation 
af metoden n(lldvendig. Istedet for et enkelt net for det diskretiserede tilstandsrum af 
de strukturelle tilstandsvariable bliver det nu n!Z!dvendigt at definere k sadanne net, 
et for hver af de k Poisson hrendelser, der indtrreffer pr. Erlang hrendelse. For hver 
af de f!Z!rste k - 1 Poisson hrendelser konvekteres sandsynlighedsmassen ved en given 
knude i det til denne hrendelse tilknyttede net svarende til egensvingningerne fra be­
gyndelsesvrerdierne. Br!Z!kdelen af sandsynlighedsmassen svarende til sandsynligheden 
for at ingen impulser ankommer i gennemgangstidsintervallet klumpes i slutpositionen 
pa nettet, medens den resterende sandsynlighedsmasse overf!Z!res til det nreste net i 
rrekken. Er dette net det k. og sidste udspredes sandsynlighedsmassen i dette net. 
Ellers klumpes sandsynlighedsmassen ved samme slutposition i det nye net som i det 
forrige net. Hvis systemet starter pa det k. net overf(llres sandsynlighedsmassen i stedet 
til det f!Z!rste net, og en ny sekvens kan begynde. Det f(lllger heraf, at antallet af tilstande 
af den resulterende Markovkrede vokser proportionalt med k, og ikke eksponentielt som 
forventet. F!Z!lgelig har introduktionen af hjrelpetilstandsvariablerne, n!Z!dvendig for at 
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reducere et Erlang proces drevet system til et ·rekvivalent Poisson drevet system, relativt 
lille indflydelse pa de beregningsmressige omkostninger af det udviklede path integra­
tionsskema. I eksempel 3-14 er metoden anvendt pa en Duffing oscillator med relativt 
h0j ikkelinearitetsparameter pavirket af en sammensat Erlang proces med parameter 
k = 2. Styrken af renewal impulserne antages at vrere normalfordelt med middelvrerdi 
nul. Tre tilfrelde af middelankomstfrekvenser af de underliggende Poisson hrendelser be­
tragtes, svarende til lav, middel og h0j middelankomstfrekvens af renewal impulserne. 
Path integrationen udf0res med to ensformige 44 x 44 net , der udstrrekkes fern linerere 
stationrere standardafvigelser i de positive og negative flytnings- og hastighedsretninger. 
For tilfreldet med lav middelankomstfrekvens af impulserne opnas udmrerkede resul­
tater for de marginale sandsynlighedstrethedsfunktioner for flytningen og hastigheden 
i forhold til Monte Carlo simulering. I dette tilfrelde er der ingen problemer med 
at overholde savel 0vre- som nedrevrerdibegrrensningen for gennemgangstidsinterval­
let . Vigtigheden af disse begrrensninger er demonstreret i en undersl?)gelse af kvaliteten 
af de opnaede resultater som en funktion af lrengden af gennemgangstidsintervallet. 
Resultater opnaet med det store gennemgangstidsinterval pa 5.0T0 i tilfrelde af lav 
middelankomstfrekvens af impulserne er ubrugelige, fordi l?)vrevrerdikriteriet er over­
skredet i dette tilfrelde. De tilsvarende resultater opmlet for middel middelankomst­
frekvenser er acceptable, men ikke sa gode som resultaterne opnaet med lav middel­
ankomstfrekvens. Gennemgangstidsintervallet er valgt til ~t = 0.2To for at overholde 
0vrevrerdibegrrensningen. Imidlertid er dette valg samtidigt tret pa nedrevrerdigrrensen, 
som demonstreret i unders0gelsen over afhrengigheden af gennemgangstidsintervallets 
st0rrelse. Det vises, at med den benyttede vrerdi af v opnas darligere resultater med 
intervaller mindre end eller st0rre end det anf0rte. Resultaterne opnaet ved path inte­
gration for tilfreldet med h0j middelankomstfrekvens af impulserne er endnu darligere. 
Path integrationen er her udf0rt med et gennemgangstidsinterval pa ~t = 0.05T0 for 
at overholde 0vrevrerdibegrrensningen, men nedrevrerdibegrrensningen er helt sikkert 
ikke overholdt. F0lgelig bekrrefter observationerne, der er gjort i eksemplet, tidligere 
resultater for systemer pavirket af sammensatte Poissonprocesser, at path integration 
af pulsdrevne systemer giver nl?)jagtige resultater for tilfrelde med lav middelankomst­
frekvens af impulserne med passende valg af gennemgangstidsintervallet, medens uan­
vendelige resultater opnas, hvis gennemgangstidsintervallet er enten for lille eller for 
stort. 

Afsnit 3.5 omhandler den numeriske l0sning ved hjrelp af Petrov-Galerkin variation 
af palidelighedsproblemet for ikkelinerere tidsinvariante oscillatorer af 1 frihedsgrad 
uden hysteresevirkning pavirket af en homogen sammensat Poisson proces. Baseret 
pa den generelle formulering i afsnit 3.2.2, er rand- og begyndelsesproblemet angivet til 
bestemmelsen af palidelighedsfunktionen for et dobbeltbarriere problem, og den svage 
formulering af dette rand- og begyndelsesvrerdiproblem er udledt. I formuleringen 
forudsrettes en Kramer-Moyal udvikling af den bagudrettede Kolmogorov-Feller ope­
rator at vrere gyldig, hvilket indebrerer, at momenter af vilkarlig h0j orden antages at 
eksistere for impulsstyrken. I flytningsretningen anvendes triangulrere formfunktioner , 
og vregtfunktionerne opnas ved at addere et kvadratisk upwind tillreg hertil. For at over­
holde de strenge krav til differentiabilitet vrelges formfunktionerne i hastighedsretnin­
gen som normaltfordelte sandsynlighedstrethedsfunktioner med varierende middelvrerdi . 
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Vregtfunktionerne opnas ved at addere upwindtillreg, der vrelges sorn norrnerede f0rste 
afledede af forrnfunktionerne. U dtryk er foreslaet for skaleringsfaktoren pa disse tillreg 
og for de lokale Peclet tal. Det diskretiserede system af koblede f0rsteordens differen­
tialligninger er l0st ved hjrelp af et Crank-Nicolson skerna. I eksernpel 3-15 er rnetoden 
anvendt pa et f0rstepassagetidsproblern rned syrnrnetriske dobbeltbarrierer og deterrni­
nistisk start i origo for en Duffing oscillator pavirket af en sarnrnensat Poisson proces. 
I eksemplet varieres drernpningsforholdet og ikkelinearitetspararneteren af oscillatoren 
for at unders0ge deres indflydelse pa palidelighedsfunktionen. Irnpulsstyrken antages 
at vrere norrnalfordelt rned rniddelvrerdi nul. Det sikre ornrade opdeles i et ensforrnigt 
30 x 30 net, der udstrrekker sig fern stationrere standardafvigelser i den positive og 
negative hastighedsretning. De stationrere standardafvigelser er tilvejebragt ved Monte 
Carlo sirnulering, men kunne ogsa vrere besternt ved rnetoden. Det vises , at det nu­
rneriske skerna konvergerer til resultaterne opnaet ved gaussisk hvid st0j, nar v ----? oo. 
Pararneterstudierne viser, at palidelighedsfunktionen afhrenger vresentligt af ikkeline­
aritetspararneteren, rnedens den er forholdsvis uf0lsorn overfor drernpningsforholdet. 
En unders0gelse af palidelighedsfunktionens afhrengighed af rniddelankornstfrekvensen 
viser, at rnetoden rned det anvendte 30 x 30 net bliver nurnerisk instabil for v < l.Ow0 , 

og at de opnaede resultater er forholdsvis uf0lsorn overfor vrerdier af rniddelankornst­
frekvensen over denne grrense. Det vises, at fors0g pa at opna nurnerisk stabilitet for 
rniddelankornstfrekvenser under den anf0rte stabilitetsgrrense krrever en drastisk reduk­
tion af netvidden. F0lgelig deler Petrov-Galerkin variation rnangelen ved rnornentlign­
ingsrnetoder for systerner pavirket af sarnrnensatte Poisson processer, at disse rnetoder 
er rnest effektive for pavirkninger rned h0j rniddelankornstfrekvens. 
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