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INTRODUCTION 

This text is based on the lecture notes for the courses on advanced methods in stochastic 
dynamics of non-linear systems taught in November 1994, February 1995 and December 
1997 for Ph. D . students at the Department of Building Technology and Structural 
Engineering at Aalborg University and in September 1999 for postgraduate students 
and academic staff members at the School of Mechanical Engineering of the University 
of the Witwatersrand, Johannesburg. The book covers, in authors belief, the most 
important methods for the analysis of non-linear mechanical, or structural, systems. A 
large part of the methods covered in the book, especially of those relevant to random 
pulses, have been developed by the authors. The main idea is to present the met hods of 
Markov processes in the widest possible context. Therefore different stochastic processes 
with independent increments, leading to the Markov processes problems, are introduced. 
Moreover some non-Markov problems are discussed, which can be exactly conver ted into 
Markov problem. A key point for all the techniques devised subsequently is t he general 
integro-differential Chapman-Kolmogorov equation, known in physics as the m aster 
equation. 

In Chapter 1 three fundametal processes with independent increments are characterized, 
i.e. the Wiener process, the compound Poisson process and the a-stable Levy motion. 
These processes are regarded as the so-called generating sources, which need not be 
directly the excitation processes, but may be the ultimate input processes, and the 
actual random excitations may be modelled with the help of them. Also, in this chapter 
the construction of the state vector of the dynamical system, in the most general case is 
given and a heuristic demonstration when the state vector can be regarded as a Markov 
process. 

Chapter 2, which is an important prerequisite for the subsequent chapters presents the 
derivation of the forward and backward integro-differential Chapman-Kolmogorov equa­
tion which is the name adopted for t he basic equation specifying the development of 
the joint probability density function due to excitations from continuous and discontin­
uous processes with independent increments . In this chapter also the derivation of the 
generalized Ita's differential rule is given. 

Chapter 3 covers the diffusive Markov process techniques, suitab le for hysteretic and 
non-hysteretic non-linear systems under Gaussian white noise and filtered Gaussian 
white noise excitations. It provides a review of available analytical solutions of t he 
Fokker-Planck-Kolmogorov equation and presents the moment equat ions and closure 
approximations technique. Asymptotic expansions of the multivariate probability den­
sity functions are also discussed. 

Basic methods of stochastic point processes are covered in Chapter 4. General point 
processes as well as the Poisson process and renewal process are characterized. The 
filtered point processes, useful in modelling the random trains of overlapping pulses, 
are introduced. The random trains of non-overlapping pulses treated with the help of 
queueing theory methods are also dealt with. 
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In Chapter 5, the non-diffusive Markov process techniques, suitable for non-linear dy­
namical systems under Poisson trains of impulses are presented. It provides a review 
of the available analytical solutions for the response probability density. The moment 
equations technique and the cumulant neglect closure technique, modified for the case 
of Poisson impulses is developed. 

Chapter 6 deals with non-Markov reponse problems convertible to Markov problems. 
First, the non-linear dynamical systems subjected to random trains of impulses driven 
by Erlang renewal processes are considered. It is shown how the Erlang impulse process 
is expressed in terms of the Poisson counting process and consequently the non-Markov 
response is reduced to a Markov problem at the expense of introducing additional, aux­
iliary state variables. The technique presented includes the derivation of the stochastic 
equations for these variables. An extension of this approach, which allows to cover a 
wider class of renewal driving processes is also presented. Another non-Markov prob­
lem discussed in this chapter deals with the Poisson train of general pulses, with sine 
half-wave shapes. 

Chapter 7 provides an extensive account of the methods of treatment of first-passage 
time problems. After a prerequisite statement of problems, the Markov systems and 
the crossing theory, including the integral equations approach, are presented in detail. 

In Chapter 8, the cell-to-cell mapping techniques, also called path integration techniques 
are covered. The general idea of state space and time discretization is introduced and 
next different techniques for white noise driven systems are presented. Two versions of 
the cell-to-cell mapping technique suitable for the systems driven by the Poisson impulse 
process are devised. It is also shown how these techniques may be extended to the case 
of the system driven by an Erlang impulse process. 

Chapter 9 widely presents the Petrov-Galerkin method of solving the Fokker-Planck 
equation and backward Kolmogorov equation as well as their integro-differential coun­
terparts for the Poisson pulse problems, i.e. forward and backward Kolmogorov-Feller 
equations. The version of the Galerkin method presented consists in expanding the 
unknown probability density function in series of approximating shape functions and 
expanding the variational field in series of weighting functions. An upwind differencing 
in the weighting functions is introduced in order to achieve the numerical stability. 

The last , Chapter 10, covers the techniques of equivalent systems, such as the equivalent 
linearization and equivalent polynomial expansion techniques. The versions of the tech­
niques for the systems driven by the Gaussian white noise and by the Poisson impulse 
process are p resented. 

We hope that this text will be helpful to those who theoretically study random vibrations 
of mechanical and structural systems and , more widely, to those who are interested in 
stochastic modelling of various dynamical phenomena. 

We would like to thank Mrs. Solveig Hesselvang for typing the manuscript and Mrs. 
Norma Hornung for preparing the drawings. 

Radoslaw Iwankiewicz 
S~ren R. K. Nielsen 
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CHAPTER 1 

GENERATING SOURCES AND MODELLING ASSUMPTIONS 

In this section various models for the generating source of a vibratory system are pre­
sented. By a generating source we mean the final stochastic excitation on a vibratory 
system, and not merely the loadings. The actual dynamic loadings may also be obtained 
by a filtration of the generating sources. 

The main distinction will be made between generating source processes, which have 
sample curves, that are continuous with probability 1, and those, which may be dis­
continuous (perform jumps). The scalar and m-dimensional vector continuous source 
processes are designated {W(t), t E [0 , oo[} and {W(t), t E [0, oo[}, respectively. The 
scalar and !-dimensional vector discontinuous source processes are designated {V(t), t E 

[0, oo[} and {V(t), t E [0, oo[}, respectively. A basic approach in the following out­
line is that all generating source processes have independent increments, i.e. for any 
0 ~ to < t1 < · · · < tn the stochastic variables ~ W( to ) = W( t1) - W( to), L). W( t1) = 
W(t2)- W(ti), · · · , L).W(tn-1) = W(tn)- W(tn - d are mutually stochastically indepen­
dent and independent of the initial value W( t 0 ). This assumption restricts { W( t ), t E 
[0, oo[} to a Wiener process, {W(t), t E [0 , oo[} to a vector (multivariate) Wiener pro­
cess, {V(t), t E [0, oo[} to a compound Poisson process or an a-stable Levy motion 
process and {V(t), t E [0 , oo[} to a vector (multivariate) compound Poisson process or 
a -stable Levy motion. 

The dynamic loading processes on a single-degree-of-freedom (SDOF) or a multi-degrees­
of-freedom (MDOF) system are designated {F(t), t E [0, oo[} or {F(t), t E [0, oo[} , re­
spectively. The corresponding displacement processes are designated {Y(t), t E [0, oo[} 
and {Y(t), t E [0, oo[}, respectively. Then-dimensional state vector process, describing 
the integrated dynamic system made up of displacements and velocities, possible hys­
teretic components and filter equations for the loading, is designated {Z(t), t E [0, oo[}. 
The basic assumption in the present outline is that the state vector process can be 
modelled as a Markov vector process. 

A stochastic vector process {Z(t), t E [0, oo[} is a Markov process, if for any t 1 < t2 < 
· · · < tn-1 < tn the following relation exists between the conditional probability density 
functions 

f{ZJ(Zn,tn I Zn-l,tn-1; ... i Z2, t2;z1,tl) = 

i{z}(zn,tn I Zn-l,tn-1) = q{z}(zn,tn I Zn-l,tn-d 
(1.1) 

where Zi signifies the sample (observations) of Z(ti)· Relation (1.1) signifies that the 
probability density function of Z( tn) on condition of previous observations Zn-l, ... , z2, z1 
at the times tn-1, ... , t2, i} is only inflicted by the latest observation at the time tn-l· 
The quantity q{z}(zn, tn I Zn- 1, tn- d defined in (1.1) is called the transitional probabil­
ity density function of the Markov vector process. Along with the 1st order probability 
density f{z} ( z1, t1) at the time t1, this completely determines the joint probability den­
sities of arbitrary order. This is seen from the following derivation, where the Markov 
property ( 1.1) is applied 
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i{ z }(Zn,tn I Zn-1,tn-1; ... ; z1,t1)f{z}(Zn-1,tn-1; Zn-2,tn-2 ; . .. ;z1,tl) = 

q{z} (zn, tn I Zn-1 1 tn-I)i{z} (zn-1 1 tn - 1 I Zn-2 1 tn-2; ... ; Z1 , t1) 

f{z}(Zn-2,tn -2 ; ... ;z1,tt) = ··· = 

q{ z }(zn,tn I Zn-l,tn-l)q{z}(Zn-1,tn-1 I Zn-2,tn-2 )·· · 

q{z}(z2, t2 I z1, tl)f{z}(z1, t1), t1 < t2 < · · · < tn - 1 < tn 

As an example, consider the generating source {W(t), t E [0, oo[}. Since, 

~V(tn) = (W(tn)- W(tn-d) + (W(tn-1)- W(tn-2 )) + · · · + 

(1.2) 

(W(t2)- W(tt)) + W(t1) = ~W(tn-1) + ~W(tn-2) + · · · + ~W(t1 ) + W(ti)(1.3) 

The increments ~ W(t1 ), ... , ~ W(tn-d have been assumed to be mutually stochasti­
cally independent. Further, W(tt) is assumed to be independent of all increments. The 
nth order probability density function of the process can then be written 

i{w}(wn,tn; Wn-1,tn- 1 ; · · · ;w2,t2; W1,t1) = 

n-1 
!w(t1 )(w1) IT !.6.W(tj )(Wj+l - Wj) 

j=l 

(1.4) 

where f.6.W(t j )(w) is the probability density function of the increment ~W(tj) · Hence, 
the conditional joint probability density function becomes 

f{w}(wn,tn; Wn-1,tn-1; · · · ;w2,t2; Wt,tt) 
f{w }(Wn-l,tn-1; · · · ;w2,t2; W1,tt) 

n-1 
fw(t 1 )(wl) rr f .6.W(tj)(Wj+l - Wj) 

i=l 
n-2 

fw(tt)( WI) rr f.6.W(tj )( Wj+l - Wj) 
j=l 

(1.5) 

Hence, it has been proved that any generating source process with independent in­
crements and for which the in itial value W( t1 ) is stochastically independent of any 
increment is then a Markov process. 

In section 1.1 the properties of Wiener, compound Poisson and a -stable Levy motion 
processes are described. In section 1.2 the dynamic modelling of loadings obtained by 
filtering of the generating sources is described and finally in section 1.3 the modelling of 
dynamic systems and the final formulation of system with Markov properties are given. 
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1.1 Generating sources with independent increments 

1.1.1 Wiener process 

A stochastic process {W(t) , t E [0 , oo[} is a Wiener (or Brownian motion) process if: 

1) Pr{W(O) = 0} = 1 

2) The process has zero mean, i.e. the mean value function f.lw(t) = E[W(t)] = 0 

3) For arbitrary 0 < to < t 1 < · · · < tn the increments ~ W(to) = W(ti) -
W(to), ~ W(t1) = W(t2) - W(t1 ) , · .. , ~ W(tn-1) = W(tn) - W(tn- d are in­
dependent 

4) For arbitrary t and ~t the increment~ W(t) = W(t + ~t)- W(t) has a Gaussian 
distribution with the zero mean and with the variance 

(1.6) 

where D is a positive constant called the diffusion coefficient. In the following it is 
assumed, for simplicity, D = 1 (a so-called unit intensity Wiener process). 

The auto-covariance function of a Wiener process is (assuming t2 > ti) 

E[W(ti)(~V(t2)- W(ti)) + W 2(t1)] = 

E[H-'2(t1)] + E [W(h)(W(t2)- W(ti))] 

Due to the independence of increments , the second expectation splits, t hus 

The result, in accordance with 4), is 

and taking into account the opposite case, t1 > t2, one arrives at the result 

(1. 7) 

(1.8) 

(1.9) 

(1.10) 
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Variance of a Wiener process is, of course, 

O"~(t) = t (1.11) 

Since the increments of the Wiener process are independent and Gaussian distributed, 
the Wiener process, as the sum of its increments is, of course, a Gaussian process. 

Moments of the increment dW(t) = W(t + dt)- W(t) of the Wiener process during the 
time interval [t, t + dt[ (incremental properties) are 

E[dW(t)] = 0 

E [ ( dW(t))
2

] = dt 

E[dW(tl)dW(t2)] = 0 for t1 =f. t2 

E [ ( dW(t)) 2k+
1

] = 0 

E [(dW(t))
2
k] = 1 · 3 · 5 · · · (2k- 1)(dt)k (1.12) 

where k = 1, 2, 3, . . .. The last two relationships are just the Gaussian distribution 
properties. It is seen that the second order moment of the increment is of order dt and 
the higher order moments are of higher orders in dt. 

Since the auto-covariance function x:ww(t1 , t 2 ) is continuous at the diagonal h = t 2 = t, 
the Wiener process is continuous in the mean square, [1.2]. Further, since the 2nd order 
mixed derivative at~;t2 x:x x(tl, t2) does not exist at the diagonal t1 = t2 = t, the Wiener 
process is not differentiable in the mean square. The mentioned properties of continuity 
and differentiability can even be proved to hold with probability 1. In figure 1.1 a 
sample path of a Wiener process is shown. The ripples on the top of the sample path 
are assumed to have zero wave height and zero wave length. Due to the ripples the 
sample path is continuous but not differentiable. It can be shown that the properties of 
having independent increments and being continuous, uniquely define a Wiener process 
[1.2]. 

W(t) 

t 

Fig. 1.1. Sample path of a Wiener process. 
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An m-dimensional Wiener vector process {W(t), t E [0, oo[} is defined as a vector pro­
cess, where all component processes {Wa(t), t E [0, oo[}, a = 1, . .. , m are assumed 
to be mutually independent and unit intensity Wiener processes. One then has the 
cross-covariance function of the process, cf. (1.10) 

where 5af3 signifies the Kronecker delta. 

1.1.2 Compound Poisson process 

A compound Poisson process {V(t), t E [0, oo[} is represented as 

N(t) 

V(t) = L pi 
i=l 

(1.13) 

(1.14) 

where N(t) is a Poisson counting process giving the random number of time points ti in 
the time interval [0, t[ (with the additional assumption: Pr{N(O) = 0} = 1, and Pi are 
independent random variables , identically distributed as a random variable P. Each of 
the variables Pi is assigned to a random point ti. The variables Pi are also assumed 
to be statistically independent of the random times ti, or of the counting process N(t). 
A sample path of the process is shown in figure 1.2. Since the counting process counts 
the number of jumps up to, but excluding the one at the time t, the sample paths are 
continuous to the left. 

V(t) 

P1 + ... + Ps <r--

PI+ .. . + p1 
I 

r-j 
I 

PI+ p2 + p3 ~ T 

I 
Pi +P2 1 T 

pi 1 T 

Fig. 1.2. Sample path of a compound Poisson process. 
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More precisely the compound Poisson process can be presented in the form 

N(t) oo 

V(t) = 2:: Pd(t- ti) = L Pd(t- ti) (1.15) 
i=l i=l 

where 

~ { 1 ' l(t- ti) = 0 (1.16) 

The indicator function i( t - ti) is expressed in terms of the usual Heaviside unit step 
function l(ti- t) as 

i(t- ti) = 1- l (ti- t) (1.17) 

seeing that 

{ 
1 ' l(ti - t) = 0 (1.18) 

Recall that the Poisson process is a regular (orderly) stochastic point process with 
independent increments. Let the increment of the counting process (the random number 
of points) in [t, t + dt[ be denoted by dN(t) = N(t + dt)- N(t). A counting process is 
regular if 

Pr{dN(t) = 1} = v(t)dt + O(dt2
) 

Pr{dN(t) > 1} = O(dt2
) 

Pr{dN(t) = 0} = 1- v(t)dt + O(dt2
) (1.19) 

where the order notation O(x) means that O(x) ~ AjxJ, A being a positive constant. 

The properties (1.19) mean that the probability of occurrence of one point (event) in 
the infinitesimal time interval [t, t + dt[ is proportional to dt and the probability of 
occurrence of more than one point is negligibly small. 

From (1.19) it follows that 

E[dN(t)] = E[(dN(t)r] = v(t)dt + O(dt2
) (1.20) 

for any n, where v(t) is interpreted as a mean arrival (or occurrence) rate of events 
(points). 
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Since the Poisson counting process has independent increments 

The probability function of the first order of the Poisson counting proccess is given by, 
(1.5] 

P{N}(n,t) = Pr{N(t) = n} = 
(J v( T )dT) n ( t ) 

0 
exp - f v( T )dT n! 

(1.22) 

Let us represent the increment dV(t) of the compound Poisson process in the time 
interval [t , t + dt[ as 

dV(t) = P(t)dN(t ) (1.23) 

where P(t) denotes the random variable assigned to the time point occurring in the 
time interval [t, t + dt[ . Since P(ti) and P(t2) for disjoint differential intervals are 
stochastically independent and independent of the Poisson counting process, and the 
increments dN(ti) and dN(t2) are independent as well, it also follows that the incre­
ments dV(ti) and dV(t2) are stochastically independent, i.e. the compound Poisson 
process has independent increments. 

By making use of the stochastic independence of P(t ) and dN(t) and of the regularity 
relation (1.19) the following expressions (incremental properties) are obtained 

E [dV(t)] = E[P]v(t)dt 

E [ { dV(t)} n] = E[Pn]v(t)dt (1.24) 

E [dV(t1)dV(t2)] = (E[P])
2
v(t1)v(t2)dt1dt2 for t1 -=J t2 

where it has been assumed that the expectations E[Pn] exist for any n. It is seen in 
(1.24) that all the moments of the increment dV(t) of the compound Poisson process 
are non-zero and are of first order in dt. 

Integrating (1.23) over time we have 

t 

V(t) = J P(T)dN(T) 
0 

(1.25) 

Making use of (1. 20) and of the stochastic independence of P( T) and dN ( T) the following 
results are obtained for the mean value function J-Lv(t) and the auto-correlation function 
J-Lvv(ti, t2) 

!'v(t) ~ E[V(t)] ~ E JP( r)dN(r) l ~ j E[P( r)]E[dN( r )] ~ E[P] J v( r )dr (1.26) ~ 
t t t 

0 0 
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(1.27) 

The stochastic integral inside the expectation on the right-hand side of (1.27) is con­
sidered as the limit with probability 1 of a Stieltjes double sum of stochastic variables. 
This sum is divided into the contribution from the diagonal 71 = 72 = 7, which has the 
limit J0min(t1,t 2) P 2(7)(dN(7)) 2, and the off-diagonal terms, where 71 -=f 72. For the off­
diagonal terms all four stochastic variables P( 71), P( 72), dN( 71), dN( 72) are mutually 
stochastically independent . Use of the regularity condition (1.20) then provides 

min(t1 ,t2) t1 t2 

J.lvv(tl , t2) = J E[P
2
(7)(dN(7))

2]+ J J E[P(7I)P(72)dN(7I)dN(72)1rt#rJ 
0 0 0 

min( h ,t2) t1 t2 

= E[P2] J v(7)d7 + (E[Pl)
2 J J v(7I)v(72)d7Id72 (1.28) 

0 0 0 

From (1.26) and (1.28) the auto-covariance function ~vv(t1 , t 2 ) and the variance func­
tion are obtained as follows 

min( t1,t2) 

~vv(ti, t2) = E[P2
] J v(7)dr (1.29) 

0 

t 

O"~(t) = E[P2] J v(7)d7 (1.30) 

0 

The following derivation is due to Roberts [1.13]. 

The joint characteristic function of yT = [V(ti), V(t2) , . .. , V(tn)] is, by definition, 
expressed as 

(1.31) 

Let us use the following integral representation, corresponding to (1.15) 

~ t 

V(tj) = J P(7)dN(7) = J i (tj- 7)P(7)dN(r) (1.32) 

0 0 
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where t may be any t > max( t j). Hence 

(1.33) 

Let us divide the interval [0, t[ into m contiguous subintervals, of length 6rk each, i.e. 
[Tk, Tk + 6Tk[ . The stochastic integral in (1.33) is a limit, in the mean-square sense , of 
the sequence of the sums 

m 

L i(tj - Tk)P( Tk)6N( Tk) (1.34) 
k=I 

as m -+ oo and 6rk -+ 0, where 6N( Tk) = N( Tk + 6rk) - N( Tk) is the increment of 
the counting process N(t). The expression for the characteristic function may then be 
represented as 

where 6Tmax = max(6Tk)· Next the order of summation and factorization of the 
exponential are interchanged. Thus 

Due to the independence of increments of the counting process and the independence of 
the random mark variables, the expectation of the product in (1.36) can be split, which 
g1ves 

Each expectation in (1.37) may be performed as 
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E [ exp (it, 8; i( t; - Tk)P( Tk)L'>N( Tk))] = 

E [ exp (it, 8;i(t; - Tk)P(T.) · 0) L'>N(Tk) = 0] Pr{L'>N(Tk) = 0}+ 

E [ cxp (it, 8;i(t;- Tk)P(Tk) · 1) 6N(T.) = 1] Pr{L'>N(T,) = 1} + 0(6Tf} = 

1 ( 1 - v( Tk)L'>Tk) + <j> p (t, 8; i( I; - Tk)) vh )L'>Td 0( 6Tf} (1.38) 

where the stochastic independence of P( Tk) and 6.N ( Tk) has been used, and the fact 
that 

<l>p (t, 8;i(t;- Tk)) = E [ exp (iP( Tk) t, 8;i(t;- Tk))] 

E [ exp (iP t, 8; i(t; - Tk))] (1.39) 

is, by definition, the characteristic function of the random variable P, the argument 
being '£j=1 Bji(tj- rk) and is irrespective of time, since the mark variables P(rk) are 
identically distributed. 

Hence one has 

Taking the logarithms of both sides of (1.40) yields 
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"'~~~o ~ ( [ il>p (t, B;i(t;- Tk) ) -I] v(Tk)M,+ O(Mi)) 

i [ i[> p (t, 8;i(t;- 7)) -I] v(T)dT (1.41) 

where the MacLaurin expansion ln(1 + x) = x + 0( x2
) has been used. 

The log-characteristic function (1.41) can be expanded in MacLaurin series in terms of 
() as follows 

t--\r[V(ti)](iOj) + ~! t --\2(V(ti )V(ti)](i0j)(i0k) + · · · 
j=l j,k=l 

(1.42) 

where 

t n min(tt,··· ,t n) 

E[Pn] J n i(ti - r)v(r)dr = E[Pn] J v(r)dr 
0 J=l 0 

(1.43) 

and An [V(t1 ), ... , V(tn)] is the joint nth order cumulant of the variable vr = [V(tl), 
V(tz) , ... , V(tn)]. 

Since the auto-correlation function (1.28) is continuous at the diagonal t1 = tz = t it 
follows that the compound Poisson process is continuous in mean square. As seen from 
the typical sample path in figure 1.2, this is certainly not the case with probability 1. 

Alternatively, the compound Poisson process may be described by the random measure 
M( dt , t, dp, p ), which gives the random number of jumps during the time interval [t, t+dt[ 
into the differential interval (p ,p + dp[ of the mark variable P. Since the underlying 
counting process is regular (i.e. the probability of occurrence of more than one jump in 
the infinitesimal time interval is negligible) this measure has the following properties 

L Jv!(dt,t,dp,p) = dN(t) (1.44) 
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Pr { M(dt, t, dp,p) = Mn(dt, t, dp,p)} = 1 , n = 2, 3, ... 

Pr{M(dt,t,dp,p) = 1} = v(t)jp(p)dtdp 

Pr{M(dt,t,dp,p) = 0} = 1- v(t)fp(p)dtdp 

Pr{M(dt,t,dpl,PI) · M(dt,t,dpz ,pz ) = 0} = 1, P1 i=Pz 

Pr { M(dt1, t1 , dp1 ,p1) = M(dtz, tz , dpz,pz) = 1} = 

v(tl)fp(pi)dtldplv(tz)fp(pz)dtzdpz , t1 i= tz 

(1.45) 

(1.46) 

(1.47) 

(1.48) 

(1.49) 

where P ~ R is the sample space of the random variable P, and fp(p) is its probability 
density function. Notice that the remainders of the order O(dt2) and O(dp2 ) have not 
been indicated in (1.45)-(1.49). Relation (1.44) states that the total number dN(t) of 
jumps in the interval [t, t + dt[ is obtained by summing up the jumps to all possible 
intervals [p, p + dp[. This is so since the possibility of multiple jumps during [t, t + 
dt[ has been excluded by the regularity condition. (1.45) is another statement of the 
regularity condition. Either, M(dt,t,dp,p) = 0, or M(dt,t,dp,p) = 1. In both cases 
M(dt,t,dp,p) = Mn(dt,t,dp,p) for any n. Relation (1.46) is a consequence of the 
mutual independence of the mark variable P and the Poisson counting process. So, the 
probability of the joint event of a jump during [t, t + dt [ into the interval [p, p + dp[ 
splits into a product of marginal probabilities. Next, (1.48) is another consequence of the 
regularity condition. For p1 i= pz, M(dt,t,dp1 ,p1) and M(dt ,t,dpz,pz) are both either 
0 or 1 but they cannot both be 1, since this would imply two independent jumps to the 
disjoint intervals [p1 , p1 +dp1 [and [pz, p 2 + dpz[ during the same time interval [t, t + dt[. 
Therefore M( dt, t, dp1 ,p1 ) ·M( dt, t, dp2 ,p2 ) = 0. Finally, (1.49) is a consequence of the 
independence of increments of the compound Poisson process, so jump events during 
different time intervals are independent events and the probability of the joint event 
again splits into a product of marginal probabilities. 

From the above properties it follows that 

E[M(dt, t, dp,p)] = E[Mn(dt, t, dp,p)] = v(t)fp(p)dtdp 

E[M( dii, t1, dp1 ,pl)M( dtz , tz, dpz,pz)] = 

E[M(dt1,t1,dPI,PI)]E[M(dtz,tz,dpz,pz)] t1 # tz 

(1.50) 

(1.51) 

If the jump during [t, t + dt[ takes place into interval [p,p + dp[, i.e. the jump has the 
magnitude P(t) = p and M(dt , t ,dp,p) = 1, the increment of the compound Poisson 
process is dV(t) = p = pM(dt , t , dp,p). Summing up the possible jumps into all the 
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contiguous intervals, i.e. summing over the whole sample space P of the random variable 
P, yields the following expression for the unconditional increment of the compound 
Poisson process 

dV(t) = L pM(dt, t, dp,p) (1.52) 

More generally, it follows that with probability 1 

(dV(t)r = (LpM(dt,t,dp,p)) n = LpnM(dt,t,dp,p) (1.53) 

In the context of (1.52) the left-hand side of (1.53) represents ann-fold Stieltjes integral 
over pn. However, because of (1.48) all off-diagonal terms cancel, and only the diagonal 
terms on the right-hand side of (1.53)give the contribution to the integral. 

The compound Poisson process (1.14) may be written as the following stochastic integral 

N(t) t 

V(t) = ?=pi= J 1 pM(dT, T, dp,p) 
z=l 

0 
p 

(1.54) 

It may be shown that performing the suitable expectations and evaluating integrals 
based on (1.50) and (1.51) leads to the same expressions as (1.24), (1.26) and (1.28). 

The generalized derivative of the compound Poisson process (see eq. (1.15)) can then 
formally be represented as the following random train of Dirac delta impulses 

d N(t) 

dt V(t) = L Pi8(t- ti) 
i=l 

(1.55) 

where 8(x) is the Dirac delta function (or , rather pseudofunction), which is the gener­
alized derivative of a unit step function. 

Next, a multivariate compound Poisson process {V(t), t E [0, oo[} is defined as an 
[-dimensional vector process, where all component processes {Va(t), t E [0, oo[}, a = 
1, ... , l are mutually statistically independent compound Poisson processes. Each com­
ponent process is defined by a random measure Mcx(dt,t,dp,p) corresponding to a cer­
tain mean arrival rate vcx(t) and a mark variable Pcx. 

1.1.3 a - stable Levy motion 

Quite a wide class of random excitation processes with jumps can be described in 
terms of a-stable Levy motions, which turn out to have independent increments and 
discontinuous sample paths. Initially, some fundamental notations and definitions are 
introduced. 
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A random variable is said to have a stable distribution if it can be represented as the sum 
of independent, identically distributed random variables whose probability distributions 
follow the same law as the distribution of this variable. In other words such a variable 
is called a-stable. 

As an example consider the random variable 

(1.56) 

which is the sum of two independent, identically distributed random variables. 

If the variables X 1 and X 2 have both Gaussian distribution N(J.tx, o-1 ), then by virtue of 
a theorem stating that any linear transformation of the Gaussian random variable yields 
another Gaussian variable, Y has the Gaussian distribution with the mean f.tY = 2J.tx 
and with variance a-~ = 2o-l. Hence the Gaussian distribution satisfies the stability 
property of obeying the same probability law as the underlying random variables. 

Now let both the variables X1 and X2 have negative exponential distribution, governed 
by the probability density function 

( ) { 
-\exp( --\x) 

fx x = 
0 

x~O 

,x<O 

It may be easily shown that the probability density of Y is 

- oo 

,y~O 

, y<O 

(1.57) 

(1.58) 

Hence the variable Y has gamma distribution Ga(1 , -\),with parameter k = 1 and,\ . It 
may be concluded that the negative exponential distribution is not a stable distribution 
(has no stability property). 

A generalized Central Limit Theorem (see e.g. [1.6]) states that the limit distribution for 
t he sum of independent, identically distributed random variables is a stable distribution. 
It is a Gaussian distribution (according to the usual Central Limit Theorem) iff these 
variables have finite variance. 

There is a large family of distributions known as a - stable distributions satisfying the 
stability condition. The a-stable random variables X, denoted as X"' Sa( o-,/3,J.t), are 
defined by the characteristic function expressed in the general form of 

, a E] O, 1[ or ]1, 2] 

,a =1, /3= 0 
(1.59) 

where a E]O, 2] is the index of stability (the characteristic exponent), /3 E [-1, 1] is 
the skewness (asymmetry) parameter, a- E]O, oo[ is the scale (dispersion) parameter and 
J.t E] - oo, +oo[ is t he shift {location) parameter. 
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Unfortunately, the analytical inversion of the characteristic function (1.59) is only feasi­
ble in few special cases, e.g. for S2(0', 0,p.) which is the Gaussian distribution N(p.,0'2) 
with the density function 

1 ( (x-p.)
2

) f x ( x) = O'y'21r exp - 20'2 (1.60) 

or in the case S1(0', 0, p.) which is the Cauchy distribution with the density function 

1 0' 
fx( x) = -----

7r 0'2 + (x _ p.)2 
(1.61) 

The characteristic property of a - stable random variables is that, except for the case 
a= 2, they have infinite variance and higher order moments, since for a E]O, 2( 

E(IXIPJ = oo, p E [a, oo( 

E(IXIPJ < oo, p E]O, a( (1.62) 

For example, if a = 1, the distribution has infinite mean value (Cauchy distribution) . 
In the case a= 2 (Gaussian distribution) all the moments are, of course, finite. 

For different sets of parameters, a wide variety of probability density curves can be 
obtained (or modelled) with the help of a -stable distributions, both with positive and 
negative skewness (see figures 1.3 and 1.4). It is seen that positive values of the skewness 
parameter f3 correspond to 'positive skewness', where the right-hand side tail of the 
density curve is heavier, or thicker, than the left hand-side one. A characteristic property 
of these curves is that they have inverse power (or algebraic) tails, which means that the 
tails decay more slowly than the tails of the Gaussian distribution (cf. fig. 1.4). Hence 
the a - stable distributions are suitable in modelling the distributions with 'heavy' tails. 
This may be relevant to the phenomena in which the jumps, or impulses, occur, since 
in those cases the high values of the observed quantity are more likely to occur than in 
the case of a Gaussian process. 

An a-stable Levy {standard) motion is a stochastic process {V(t), t E [0, oo[} for which 

1) Pr{V(O) = 0} = 1 

2) V(t) has independent increments 

3) For arbitrary t and 6.t the increment 6. V(t) = V(t + 6.t)- V(t) has an a - stable 
distribution, Sa ((a6.t)1fa,f3,0), where a is a positive constant. 

An a-stable Levy motion is a Brownian motion (Wiener process) when o: = 2 and it is 
symmetric for f3 = 0. 
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Fig. 1.3. Asymmetric probability density curves of a - stable distributions, [1.9] . 

The characteristic function of the increment b. V (t) during the interval [t , t+b.t[ becomes 

( ) 
_ { exp { -(ab.t)lt:W~(l- i/3sgn (B) tan o;11')} 

1>.6-v(t) e - exp{-ab.tiBI} 
, a E]O, 1[ or ]1, 2] ( ) 

1.63 
a=1 /3= 0 ' ' 

The probability density of an a-stable Levy motion, which is just the probability density 
of the jump, may be, in principle, obtained as an inverse Fourier transform of the 
characteristic function. Thus 

+oo 

1 J . !.6-V(t) (P) = 
2

7r exp(-~Op)1>.6.v(t)(B)d0 (1.64) 
-oo 

For example in the case of a Cauchy process one has 

(1.65) 

A random measure M(dt, t , dp, p) may be introduced for the a - stable Levy motion, de­
fined in the same way as for the compound Poisson process, and with identical properties 
as follows from (1.44-1.49). Moreover, the representation (1.52) is valid for a-stable 
Levy motions as well. 
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Fig. 1.4. Symmetric probability density curves of a - stable distributions, [1.9] . 
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The probability of making a jump into the interval (p, p + dp[ during the time interval 
[t , t + ~t[ is given by f t:. V(t)(P )dp. If ~t is sufficiently small this probability can also be 
expressed as Pr{M(~t,t,dp,p) = 1}. Hence one may write 

lim Pr{M(~t,t,dp,p) = 1} = lim ft:.v(t)(p)dp 
t:. t--+0 t:. t-+0 

(1.66) 

Similarly, a multivariate a-stable Levy motion {V(t) , t E [0, oo[} can be defined as an 
[-dimensional vector process, where all component processes {Va(t), t E [0, oo[}, a = 
1, ... , l are mutually independent and defined by the individual random measures 
M a( dt, t, dp, p ). 

In what follows we shall assume in general that the [-dimensional generating source 
process {V(t) , t E [0, oo[} is made up of mutually independent component processes 
{Va(t) , t E [0 , oo[} , which may be either compound Poisson processes or a - stable 
Levy motions. As it will be shown in the subsection 2.1.1 each component process is 
then completely defined by its so-called jump probability intensity function J{Va} (Pent) 
defined as 

(1.67) 

Seeing that there may be none jump or one jump in [t , t + dt[ (1.67) implies that the 
expectation E[Ma( dt, t, dpa , Pa)], if it exists, is evaluated as 

(1.68) 
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From (1.46) it follows that the jump probability intensity function of a compound Pais­
son process 1s 

J{v}(P, t) = v(t)fp(p) (1.69) 

For the a - stable Levy motion from (1.64) and (1.66) it follows that 

0 1 
J{v}(p,t) = hm AtfflV(t)(P) flt--+0 u.. 

CX) 

= lim : ~ j exp(-i8p)<Pflv(t)(O)d8 
flt --+0 u..t 2?T (1.70) 

-CX) 

Upon inserting (1.63) into (1.70) and substituting x = IPIB and u = fpj.,t the following 
result can be obtained 

where 

CX) 

f(a ,{J,sgn(p)) = li..To ~ j cos (xsgn(p)- uxcr{Jtan a
2
?T) exp(-uxcr)dx 

0 
CX) 

lim j (!3 tan a?T sgn(p) cos (x - sgn(p )uxcr f3 tan a?T) 
u--+0 2 2 

0 

+ sin ( x - sgn(p )uxcr f3 tan a
2
1r)) axcr- 1 exp( -uxcr)dx 

(1.71) 

(1.72) 

The last part follows from the integration by parts of the first part. This last formulation 
is preferable at numerical applications, since the numerical differentiation is avoided. 
It should be noted that the integral does not converge uniformly as u approaches zero. 
Hence, the integration and the limiting operation cannot be interchanged. As seen the 
function f (a, f3, sgn(p)) only depends on p through its sign and then it merely acts as 
different constants for positive and negative values of p. It is then seen that the jump 
probability intensity function of an a -stable Levy motion has a singularity of the order 
1Picr+1 as p ~ 0, i.e. the probability intensity of performing small jumps is much higher 
than the one of performing larger jumps. For f3 = 0 (1. 72) provides 

CX) 

f(a , O,sgn(p)) = lim J axcr-1 sin(x)exp(-uxcr)dx 
u--+0 

(1.73) 

0 
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As it is seen f(a,O,sgn(p)) is completely independent of pin this case. For a= 1 and 
a = 2 (1. 72) provides, respectively 

f(1,0,sgn(p)) = 1, f(2,0,sgn(p)) = 0 (1.74) 

Further, it can be shown that f(a ,O,sgn(p)) tends to infinity as a-+ 0. Relationships 
(1.71) and (1.74) imply that t he jump probability intensity function of the Cauchy 
process and the Wiener process are, respectively 

1 a 
J{v}(P, t) = -2 

7rp 

J{v}(P, t ) = 0 

(1.75) 

(1. 76) 

The result (1.75) can also be proved upon inserting (1.65), (1.66) directly into (1.67). 

1.2 Processes obtained by filtering the processes with indepen­
dent increments 

There exist, of course, the excitation processes which have not (not even approximately) 
independent increments. Consequently, the response to such excitation processes cannot 
be regarded as Markovian. 

One way to remain within the framework of the Markov approach is to regard such 
excitation processes in a general way as rth order differential form of an auxiliary 
process, which in turn is the result of filtering the generating source with independent 
increments through sth order filter ( s > r). Then the state vector of the system, 
augmented by the state variables of a filter, as it is governed by the set of first order 
differential equations driven by the process with independent increments, is a Markov 
vector process. 

Consider the linear SDOF system with mass m, damping ratio ( and circular eigenfre­
quency wo 

m(Y + 2(woY + w5Y) = F(t) (1. 77) 

F ( t) is the stochastic excitation process which has not independen t increments. Hence 
the vector process [Y, Y]T is not Markovian. 

Let us express the process F( t) as 

F(t ) = poX(r) + PIX(r- I) + · · · + PrX (1.78) 

where X(r)(t) = ;;r x(t ) and X (t) as the response of sth order filter, governed by the 
differential equation 

(1.79) 
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where po ,p1 , ... ,pr,ql ,· .. , q8 are the real constants. The process V(t) stands for the 
formal derivative of any generating source process with independent increments, i.e. of 
a Wiener process, of a compound Poisson process, or of an a-stable Levy motion. Then 
the augmented state vector [Y, :Y, X, X, ... , x(s- l)JT is a Markov vector process. 

The differential filter (1. 78), (1. 79) can alternatively be given in the following integral 
form 

t 

F( t) = J h( t - T )dV ( T) 
0 

where 
00 00 

h(t) = ~ j eiwtH(iw)dw = ~ j eiwt P(~w) dw 
27r 27r Q( zw) 

-oo -oo 

and P(z) and Q(z) are polynomials of order rand s, respectively, 

P(z) = pozr + PlZr-l + · · · + Pr 

Q(z) = Z8 + q1zs-l + · · · + qs 

(1.80) 

(1.81) 

(1.82) 

(1.83) 

In (1.80) and (1.81) h(t) and H (iw) = P(iw)/ Q(iw) are the impulse response and the 
frequency response functions of the shaping filter, respectively. In formulation (1.80) it 
is assumed that the loading prior tot= 0 is zero. If r < s and the roots Zj of Q(zj) = 0 
have negative real parts , i.e. ~(zj) < 0, the integral (1.81) can be evaluated as follows 
(see e.g. Nielsen [1. 11]) 

h(t) = { t e''' . P(<;) 
] =1 rr (zj -zk) 

k= l 
kf;j 

N(t) 

2:::: P;<5 (t - t;) 
i= l H(w) 

+[;]+ 
h(t) 

P;<5(t - t;) 

tl t 2 t3 t ; 

t :::; 0 

t > 0 (1.84) 

N(t) 

2:::: P;h(t- t ;) 
i=l 

P;h(t- t;) 

tl t2 t3 t; 

Fig. 1.5 Train of general pulses as a result of filtering of a train of Dirac delta impulses. 
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The frequency response function of other linear systems can often be approximated by 
a rational one. 

The Poisson-driven train of general pulses may be, in the simplest way, regarded directly 
as the result of fil tering the train of Dirac delta impulses (1.39) through a rational linear 
filter such as (1.78) and (1. 79) (see Fig. 1.5). Upon inserting (1.55) into (1.80) one 
obtains 

N( t) 

F(t) = L Pih(t- ti) (1.85) 
i=l 

where the pulse shape functions h(t - ti) are just the filter (linear system) impulse 
response functions. 

Thereby the possibilities open of converting many non-Markov response problems to 
Markov ones. 

1.3 Governing stochastic equations in a state vector form 

Throughout the ou tline the non-random dynamical systems, i.e. systems with deter­
ministic coefficients will be considered. The general equation of motion of a non-linear, 
non-hysteretic SDOF system with the mass m is 

.. . a 
m(Y + g(Y, Y) + BYU(Y)) = F(t) (1 .86) 

where g(Y, Y) is the non-linear and non-conservative part of the restoring force and 
8U(Y)/8Y represents the conservative part of the restoring force (U is the potential , 
or strain energy of the elastic restoring force). 

The most important examples of the non-linear, non-hysteretic oscillators are 

1) The Duffing oscillator (g(Y, Y) = 2(woY, U(Y) = w5 (~Y2 + ic:Y4
)) 

m(:Y + 2(woY + w6(1 + c:Y2 )Y) = F (t) (1.87) 

where the constant c: may assume any values, c: E R and wo and ( are the natural 
frequency and the damping ratio of t he corresponding linear oscillator, respectively. 

2) The Rayleigh oscillator (g(Y, Y) = -p(l- aY2 )Y, U(Y ) = ~w6Y2) 

m(:Y- p(1- aY2)Y +w6Y) = F (t) 

where the constants a > 0 and p > 0. 

(1.88) 
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3) The van der Pol oscillator (g(Y, Y) = -f-t(1- aY2 )Y, U(Y) = ~w5Y2) 

m(:Y- f-t(1- aY2 )Y +w6Y) = F(t) 

where again a > 0 and 1-l > 0 

(1.89) 

The differential equation (1.86) can be recast into the following set of first order equa­
tions 

! Z(t) = c(Z(t)) + bF(t) (1.90) 

Z(t) = [~~!n 'c(Z(t)) = [- ~g(Y, yf~) ~at U(Y)] 'b = [ 1] (1.91) 

Equation (1.90) is known as the state vector formulation , where Z (t) is the state vector 
and c(Z(t)) is termed the drift vector. 

In the case of a hysteretic SDOF oscillator the t ime-history dependence (hereditary 
property) of the restoring force acting on the mass can be taken into account by intro­
ducing an extra state variable Q . The model is shown in figure 1.6 where the restoring 
force is made up of its hysteretic c<;>mponent mw5(1-a)Q, its linear elastic part mw6aY, 
and its linear viscous part m2(woY, in parallel. The parameter a which is termed as the 
secondary to primary (post- to pre-yielding) stiffness ratio specifies the fraction of the 
linear elastic part of the restoring force, which is active under plastic loadings, due to 
the strain hardening or strain softening effects. The equation of motion then becomes 

m(:Y + 2(woY + wHaY + (1- a)Q)) = F(t) (1.92) 

The hysteretic state variable Q has been introduced as an extra state variable. In 
order to close the system, a constitutiv~ relation must be introduced, which relates this 
quantity to the state variables Y and Y. This is given in differential form as follows 

Q = K(Y, Y , Q)Y (1.93) 

m 
F(t) 

t-------1 ... ~ y ( t) 

Fig. 1.6. Diagram of hysteretic SDOF system. 
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where K, may be interpreted as a non-linear state-dependent spring stiffness of the hys­
teretic component . For a linear elastic material K, = 1 and (1.93) can be integrated to 
Q = Y . Hence (1.92) reduces to the usual linear oscillator. 

The state vector formulation of (1.92), (1.93) is still given by (1.90) with the following 
new definitions 

Z(t ) = [ ~~~~ ], c(Z(t) = [ -2(woY- w~(~Y +(1 - a)Q) ] , b = [ 1] (1.94) 
Q(t) K,(Y, Y, Q)Y 0 

Various hysteretic models are determined from various constitutive equations. For a 
bilinear oscillator the non-dimensional spring stiffness assumes the form [1.12] 

K,(Y, Q) = 1 - 1(Q - q0 )(1-1( -Y)) - 1( -Q - q0 )(1-1(Y)) (1.95) 

where 1 ( x) is the Heaviside unit step function defined by ( 1.16). The quantity qo is 
the yield limit , which is equal to the displacement, at which yielding takes place for the 
first time. As seen in figure 1. 7 a, K, = 0 when the oscillator is in the elastic range or at 
the point of moving into this range. The corresponding bilinear behaviour of the total 
restoring force aY + (1 - a )Q is depicted in figure 1. 7 b. 

K=l 

a) y 

K=l 

I 
I 
I m 

I / 
/ 

aYf (l-a)Q / 
/ 

I 

b) y 

Fig. 1.7. Bilinear oscillator. a) Constitutive relation for the hysteretic state variable, 
b ) Constitu tive relation for the total restoring force aY+ (1- a)Q. 
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The Bouc-Wen smooth hysteresis model is given by, [1.14], [1.15] 

K:(Y , Q) = 1 - ,Bsgn(Y) - - - r -Q IQ In-I IQ In 
qo qo qo 

(1.96) 

where ,8, {, n are the parameters to be calibrated from available tests. A variety of 
smoothed hysteretic loops can be modelled by varying ,8, { , n. In figure 1.8 the hysteresis 
loops for n = 1 and for different combinations of ,8 and ~/ are shown. In figure 1.8 a-c the 
softening and in figure 1.8 d- f the hardening systems are shown, with various degree of 
hysteresis. Both Q and Y have been non-dimensionalized with respect to the quantity 
q0 • For ,8 + r = 1 the quantity qo can be identified as the yield displacement, see figure 
1.8 a- c. As n --+ oo and ,8 + r = 0.5 the Bouc-Wen oscillator approaches the bilinear 
oscillator. 

Furthermore, if the loading process { F(t), t E [0, oo[} is the result of the above described 
filtering, (cf. (1.78) , (1.79)) the state vector as given by (1.94) must be augmented by 
the state variables of the filter [X, X, ... , X( s-I)] and the augmented state vector is 
governed by the following system of first order ordinary differential equations obtained 
from (1.78), (1.79), (1.92), (1.93) 

d d 
dt Z(t) = c(Z(t)) + b dt V(t), t > 0 

Qfqo Qfqo Qfqo 

-2~ , Y/q, -1 t~ Y/q, -~ Y/q, ~ ~ - 1 

a) (3 = 0.5 
-y = 0.5 

d) (3 = 0.5 
-y = -0.5 

b) (3 = 0.1 c) (3 = 0.9 
-y= 0.9 -y= O.l 

Q/qo Qfqo 

2 

Yfqo 
2 

Y/q0 

f) j3 = 0.75 
-y = -0.25 

F ig. 1.8. Bouc-Wen hysteretic models, n = 1, [1.15] . 

Yfqo 

(1.97) 



Z(t) = 

c(Z(t) = 

y 0 
y 0 
Q 0 
X 0 
X 

b-) - 0 

x (s -2 ) 0 
x (s-1) bo 

y 
-2(w0Y- w5(aY + (1- a)Q) + ;;x(r) + ~X(r-l) + ... +~X 
~(Y, Y , Q)Y 
X 
X 

X(s-1 ) 

-q1X(s-1) - · · · - qsX 
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(1.98) 

(1.99) 

Equation ( 1. 97) may be termed as the state vector formulation in terms of the generating 
source process, where bo is the suitable constant. Equations (1.97) should be solved with 
suitable initial condition Z(O) = Zo, which may be as well deterministic as stochastic. 

If a general non-linear hysteretic MDOF system is considered, then with the help of 
standard techniques of structural dynamics the equations of motion can be written in 
the matrix form of 

(1.100) 

where Y is ny-dimensional vector. 

In (1.100) the n Q-dimensional vector Q signifies the hysteretic state variables. These 
may be interpreted as the generalized stresses in those structural elements where plactic­
ity is present. As an example in yield-hinge models of elasto-plastic frames, Q signifies 
the end-section bending moments of the plastic beam elements, [1.16]. For non-linear 
elastic ideal plastic structures the constitutive equations can be proved to be, [1.16] 

(1.101) 

Taking into account the possible equations for the hysteretic behaviour and those for 
a filter, we can build up the state vector of all the generalized coordinates, velocities , 
hysteretic components and state variables for the filter. The augmented state vector 
Z(t) is governed by the equations in the form of (1.97). With due account to the fact that 
the generating source may consist of an m-variate Wiener processes {W(t), t E [0, oo[} 
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and an l-variate jump processes {V(t), t E [0, oo [} the usual differential equations are 
next converted into the following state vector formulation 

dZ(t) = c(Z(t), t)dt + ddW(t) + bdV(t), t > 0 

Z(O) = Zo 

y y 

(1.102) 

y 

Z(t) = 
Q 
X , c(Z(t ) = 

- M - 1 (CY + K o Y + K 1 Q + p oX(r) + · · · + PrX) 

~(Y , Q)Y 
X 

x cs-1) 

0 0 
0 0 
0 0 

d= 0 h= 0 (1.104) 

I I 

Po , · · · , Pr are real matrices of dimension ny x nx and q1 , · · · , qs are real matrices of 
dimension nx x ny, specifying the rational filter for the vector loading F(t) similar to 
the scalar filter (1.82), (1.83). In what follows c will be termed as the drift vector and 
d the diffusion matrix. 

Equation (1.102) can be generalized further, assuming that the matrices d and b may 
depend on the state of the system and may depend explicitly on time, so the following 
formulat ions are arrived at 

dZ(t) = c(Z(t), t)dt + d (Z(t), t)dW(t) + b (Z(t), t)dV(t ) } 

Z(O) = Zo 
(1.105) 

Throughout this text it is assumed that (1.105) is interpreted in the so-called Ito sense. 
That m eans that dW (t) and dV(t ) indicate the increment of the source processes in 
the interval [t , t + dt [, whereas d (Z(t), t) and b (Z(t ), t) carry information of the source 
processes up to but not including t . Then d (Z(t), t) and b(Z(t), t) become stochastically 
independent of dW (t) and dV(t). Finally the following statement can be given: 

If the dynamic behaviour of the system is governed by the set of first order differential 
equations (1.105) and the generating source processes have independent increments 
and are statistically independent of random initial conditions Z0 , then the state vector 
{Z(t), t E [0, oo[} is a Markov process. 

T he following (heuristic) proof has been given by Snyder [1.5] in the case of the com­
pound Poisson driving process but it is certainly valid for any driving processes with 
independent increments. 

(1.103) 
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The governing stochastic differential equations (1.105) together with the random initial 
condition can be converted into the integral form of 

t t t 

Z (t) = Z0 + j c(Z(r),r)dr + j d (Z(r),r) dW(r) + j b (Z(r),r)dV(r) (1.106) 

0 0 0 

Initially the interval [0, t[ is split into two subintervals [0, s[ and [s, t[. 

The integral equation (1.106) can then be written as 

t t t 

Z (t) = Z(s) + j c (Z (r),r)dr + j d (Z(r),r)dW(r) + j b (Z(r),r)dV (r )( l.107) 

s s s 

and 

s s s 

Z(s) = Z 0 + j c(Z(r),r)dr + j d(Z(r) ,r)dW(r) + j b (Z (r) , r)dV (r) (1.108) 

0 0 0 

Hence Z(s) as evaluated from (1.108) is an initial condition for the equation (1. 107). 
As it is seen in (1.108) Z( s) is only a function of Zo and of the processes {V( r ), r E 
[O, s [} and {W(r),r E [O,s[} . Since the processes {V (t ),t E [O,oo[} and {W(t),t E 
[0, oo[} both have independent increments and are statistically independent of the initial 
conditions Z0 , Z(s) is statistically independent of {V (r),r E [s,oo[} and {W (r),r E 
[s,oo[}. Hence, Z(s) is statistically independent of J: b (Z(r),r)dV(r) and of 

J: d(Z( r ), r )dW( r ). 

In turn Z(t), as it is seen in (1.107), is only determined by the increments of t he 
processes {V(r) ,r E [s,t[} and {W (r),r E [s,t[} and by the initial condition Z(s) 
which is statistically independent of these processes. 

It is concluded that since Z(s) is determined by {Z(r),r E [O, s[} and since the pro­
cesses {V( r ), r E [s, t[} and {W( r ), r E [s, t[} are independent of {Z( r ), r E [0, s [} (by 
virtue of independent increments and independence of the initial conditions Z0 ) : the 
conditional distribution of Z(t), given {Z(r),r E [O,s]} is the same as the conditional 
distribution Z( t) given Z( s) alone. 

Hence Z( t) satisfies the M arkov property. 

1.4 Concluding remarks and comments 

In this chapter three classes of stochastic processes with independent increments have 
been introduced and shortly characterized. It has been discussed under which circum­
stances these processes may be valid models of some actual random excitations and 
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how some other actual random excitations can be expressed in terms of these processes. 
Thus the attention has been focused on the processes for which the response of the 
dynamical system may be regarded as a Markov process. The main reason for such a 
choice is that for this class of processes there exists a wide variety of analytical methods. 
Mostly these methods are covered in this book. 

For deeper and more detailed studies of the problems outlined in this chapter the Read­
ership is referred to the following books and papers, the list of which is the result of a 
painful process of selection from the extensive body of existing literature. 
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Let us briefly characterize the contents of these references, under the reservation that 
the characteristics are only made from the point of view of problems covered in this 
chapter. 

The book [1.1) gives a wide account of methods of analysis for random vibration prob­
lems. In particular the problems of Markov processes are covered and the questions 
connected with treating the actual, physically realizable random excitations, and hence 
questions of Markov approximation of actual response processes, are explained. 

The reference [1.2) is one of the most classical books on the stochastic differential equa­
tions. It contains the chapters on the Markov processes, diffusion processes and the 
Wiener process. It requires from the reader, as Author writes, 'the mathematical prepa­
ration usual for the students of physical and engineering sciences' . 

The reference [1.3) is one of the most recent books on stochastic differential equations 
oriented towards the applications. Besides the usual questions of Markov processes, 
diffusion processes and Wiener process it also covers some other processes with inde­
pendent increments belonging to the class of Poisson processes. Also the stochastic 
differential equation for the processes with jumps, driven by the compound Poisson 
process is discussed. 

The books [1.4) and [1.5] are recommended for thorough and detailed studies on the 
stochastic point processes, in the case of a need of studying the problems of random 
impulses and processes with jumps. The book [1.5) covers the problems of the so-called 
Poisson-driven Markov processes, i.e. non-diffusive Markov processes driven by the 
compound Poisson process, and it also covers the Poisson random measure for this class 
of processes. 

The papers [1.6) and [1. 7) may serve as an introduction to 'a wonderful world of a-stable 
variables and processes' as the Authors of the paper (1.7) have it. For more systematic 
studies in this field the Reader is referred to the books [1.8) and [1.9]. In the book (1.8), 
for example, the simulation technique is given for evaluating the probability density of 
the solution of non-linear stochastic differential equations driven by a - stable processes. 
It should be emphasized that use of a-stable processes in idealizing different processes 
revealing 'chaotic' behaviour and jumps has been meeting for some time with an ever 
increasing interest, see [1.10] . 
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1.6 Example problems 

1.1 Making use of integral representation (1.25) and of (1.24) evaluate the mean value, 
covariance and variance function of the compound Poisson process as given by 
(1.26), (1.29) and (1.30), respectively. Specify the results for the homogeneous 
Poisson process. 

1.2 Evaluate the same statistics of the compound Poisson process making use of the 
integral (1.52) with respect to the Poisson random measure and of its properties 
(1.50) and (1.51). 

1.3 By means of the relationships between the characteristic function and the moments 
show that the properties (1.62) of the a-stable random variables hold. 

1.4 Evaluate the spectral density of the response of a linear filter to a white noise 
input process: 

a) in the case of first-order filter, 

b) in the case of second-order filter . 

Discuss how the results depend on filter parameters. 

1.5 What are the shape functions of the pulses obtained by filtering the Dirac delta 
impulses through: 

a) a first-order linear filter? 

b) a second-order linear filter? 
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CHAPTER 2 

MASTER EQUATION FOR MARKOV PROCESSES 

2.1 Derivation of the forward and backward integro-differential 
Chapman-Kolmogorov equation 

2.1.1 General relationships and sample paths properties 

T he Markov property is expressed by (1.1) in terms of the transitional probability 
density q{z}(z2, t2/ z1 , t1 ). 

For an arbit r ary (not necessarily Markovian) stochastic p rocess for arbitrary t3 > t2 > t1 
the following relationships hold 

q{z}(z3,t3;z1,ti) = J q{z}(z3,t3; z2,t2;z1 , t1)dz2 

= J q{z }(z3, t3 jz2, t 2; z1, ti)q{z }(z2, t2; z1 , t !)dz2 

and consequently 

(2.1) 

(2.2) 

where the integration is performed over the entire sample space of the random vector 
Z(t2 ) . Using in (2.2) the Markov property (1.1) the following consistency condition 
for the conditional probability densities is obtained which must hold for any Markov 
process 

(2.3) 

Equation (2.3) is called the Chapman-Kolmogorov (or Chapman-Kolmogorov-Smolu­
chowski) equation. 

Assuming this integral equation as a startpoint we shall in the following derive its dif­
ferential counterparts, based on an approach due to Gardiner [2.1] . There are no agreed 
names to such equations, which we shall designate as the forward and the backward 
integro-differential Chapman-Kolmogorov equations governing the development of the 
transition probability density function q{z }(z2, t 2/z1, t!) with respect to the forward 
time t2 or the backward time t1 , respectively. 

Before doing that, let us state define the condition for the continuity of the sample paths 
of a Markov process. 
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The sample paths of a Markov process are, with probability one, the continuous func­
tions of time if for any c; > 0 the following condition is satisfied, [2 .1] 

. 1 J hm -;\ q{z}(z + p , t + ,6.tlz, t)dp = 0 
~t-+0 L.:;,.t 

(2.4) 

IPI>e 

uniformly in z , t and ,6.t. 

This condition means that if the sample paths are continuous, the probability for the 
subsequent state z + p to be finitely different from the previous state z must tend to zero 
faster than ,6.t. This condition expresses the following property of the continuous sample 
paths: large increments of the process during a small time interval are improbable, or 
in other words, during a small, infinitesimal time interval only infinitesimal increments 
of the process are admitted. 

Let us now check the sample paths continuity condition for the Wiener, the compound 
Poisson and the Cauchy processes with probability 1. 

The transition probability density function of the univariate Wiener process is (cf. (1.6) ) 

1 { p2 } 
q{w} (z + p, t + ,6.t lz, t) = exp - 4D,6. 

2V7r D,6.t t 
(2.5) 

where p signifies the magnitude of the increment ,6. W( t) during the time interval [t, t + 
dt[. We examine the limit 

hm - ex - dx = hm -2~ - = . 1 J 1 { p
2 

} . 1 ( c ) 
~t ...... o ,6.t 2J1r D,6.t P 4D,6.t ~t ...... o ,6.t )2D,6.t 

IPI>e 
(,6.t)-~cp(- e ) 

1. c V2J575:t 0 r 11 0 1m ln'n = 10r a c; > 
~t ...... o v2D 1 

(2.6) 

where the L'Hospital rule has been used. Hence the condition of the sample paths 
continuity is satisfied in the case of a Wiener process. 

In the case of the compound Poisson process or an a-stable Levy motion at the time of 
occurrence of an impulse the state variables of the system increase by a jump, the height 
of which is equal to the impulse magnitude. Consequently, the transition probability 
density function q{v}(z + p, t + dt lz, t ), which is interpreted as the probability density 
that the system makes a jump of magnitude p from the state z at the timet during the 
time interval [t, t + dt[ is just, cf. (1.67) 

q{v}(z+p,t+dtlz,t)= lim "
1 

Pr{M(dt,t , ,6.p,p)=1}= J{V}(p,t)dt (2.7) 
~p-+0 L.:;,.p 

where M(dt, t, dp,p) is the random measure of the jump process and J{ v}(P, t) is the 
jump probability intensity function. 



The condition for the sample paths continuity becomes, cf. (1.67) 

j J{v}(P, t)dp = 0 

IPI>e 
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(2.8) 

Upon inserting (1.69) and (1.71) into (2.8) it is seen that neither the compound Poisson 
process nor the a-stable Levy motion has continuous sample curves with probability 1. 
Continuity of the sample paths of Wiener process may be formulated in such a way that 
its jump probability intensity function vanishes, J{w}(P, t) = 0, cf. (1.76). 

If the sample paths are discontinuous, the following relationship must hold , for all € > 0, 
uniformly in p + z, z, and t and for lP I > E 

j J{z} (z + p lz, t)dp > 0 

IPI>e 

where 

(2.9) 

(2.10) 

]{z}(x!z, t) is denoted the jump probability intensity function on t he state vector Z(t) . 

The so-called derivate moments are defined as the following limits valid for any € > 0, 
and uniformly in x , € and t: 

. 1 J hm - (xi - Zi)q{z} (x, t + ~t!z, t)dx = Ci(z, t) 
.6.t---+0 ~t 

1
. 1 
Im ­

.6. t---+0 ~ t 

lx-z l<e 

lx-zl<e 

(2. 11) 

(2.12) 

The derivate moments characterize the infinitesimal mean and the variance which exist 
even for continuous sample path (Wiener process excitations). For a continuous process 
transitioned probability mass will be confined within the sphere lx - zl < € as ~t ---+ 0 
for all € . Hence as ~t ---+ 0 the derivative moments may be interpreted as moments 
conditioned on the state z(t) = 8 at the timet, i.e. 

lim : E[Zi(t + ~t)- Zi(t)iZ(t) = z] = Ci(z, t) (2.13) 
.6. t---+0 w. t 

lim : E [(zi(t + ~t)- Zi(t))(Zj(t + ~t)- Zj(t)) IZ(t) = z] = Dij( z , t) (2.14) 
.6.t-.O w.t 
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Derivative moments above 2nd order are all equal to zero for a continuous Markov 
process. 

2.1.2 Forward integro-differential Chapman-Kolmogorov equation 

Let us take an arbitrary, twice continuously differentiable function f( z) and let us 
examine the evolution in the forward time of the conditional expectation of this function 
as a function of state variables, hence the time derivative 

~ J f(x)q{z}(x , tiy,to)dx = 

lim _2_ J f(x)[q{z} (x , t + 6 tly, to) - q{z} (x, tly , to )]dx 
A t--+0 6t 

(2.15) 

where y siginfies the initial (backward) state and t 0 is the initial (backward) time. 
Making use of Chaprnan-Kolmogorov equation (2.3) we obtain for any t > to 

~ j f(x)q{z} (x , ti y , to)dx = 

lirn "
1 {j j f(x)q{z} (x , t + 6tlz, t)q{z}(z, tly , to)dx dz -

A t --+0 D..t 

j f(z)q{z} (z,t iy ,to)dz} (2.16) 

In the first term the order of integration over z and x has been changed, and the 
integration variable has been changed from x to z in the last term. Let us divide the 
domain of integration over x into two subdomains: lx- zl < e and lx - zl 2: e, thus 

~ J f(x)q{z} (x , tiy , to)dx = 

lirn } {J r f(x)q{z} (x , t + 6tlz, t)q{z}(z, tiy , to)dxdz + 
At--+0 D..t J lx-z!<e 

J r f(x)q{z} (x , t + 6tlz, t)q{z} (z, ti y , to)dx dz -
J !x- z!?.e 

J f(z)q{z} (z,tiy , to)dz} (2.17) 

When 6 t ~ 0 the integrates over lx- zl < e covers the continuous part and the integral 
over lx- z l > e the discontinuous part of the Markov process. 
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Since f(z) is twice continuously differentiable, for lx- zi < c the following Taylor 
expansion can be used 

f(x) = 

(2.18) 

Next we substitute the expansion (2.18) into the first integral in (2.17) , separating t he 
term involving f(z), and the last integral of (2.17) is multiplied by q{z}(x, t + ~tiz, t) 
followed by an integration over x (which gives, of course, unity). Thus 

oj . 1{Jj ['"' of(z) ~ f(x)q{z}(x, tiy, to)dx = hm --;\ ~(xi- Zi)-£:l-. + 
ut .6.t-+O u.i Jx-zJ<e i UZ1 

J 1 0 (ix - zl3 )q{z}(x, t + ~tiz, t)q{z}(z, tiy, to)dxdz + 
Jx- zJ<e 

!1 f(z)q{z}(x,t+~tiz,t)q{z}(z,tiy,to)dxdz + 
Jx-zJ<e 

J r J(x)q{z} (x , t + ~tiz, t)q{z} (z, tiy , to)dxdz -
}Jx- zJ?:.e 

J J f(z)q{z}(x,t + ~tiz,t)q{z}(z,tiy,to)dxdz} (2.19) 

Since the uniform convergence in z has been assumed for the limits (2.11 ) and (2.12), 
the order of limiting operation and integration over z in first two integrals of (2.19) can 
be interchanged. For the limits in these integrals we use (2.11) and (2.12). The second 
integral involves all derivative moments above the second order. These all vanish for a 
continuous Markov process as ~t --t 0. Finally, we interchange the variables x and z 
in the fourth integral, and we divide the domain of integration in the last integral into 
two subdomains: lx- zl < c and lx- zi ~c. Thus 

:t J J(x)q{z}(x,tiy,to)dx = 

j [2;ci(z , t) 0~~~) + ~ ~Dij(z,t)~::~:~] q{z}(z,tiy,to)dz + 
l l ,J 
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lim _2_ {! r f (z)q{z} (x , t + ~tiz, t)q{z} (z, t Jy , to )dxdz + 
~t-+0 ~t Jlx-zl <e: 

J r f(z )q{z} (z ,t+ .6.tJx,t)q{z} (x,tJy,to )dxdz -
J lx- zl?.e: 

!1 f(z) q{z} (x,t + ~tJz,t)q{z} (z,t Jy , to)dxdz ­
lx-zl?_e: 

J r f(z) q{z} (x, t+~tiz , t)q{z}(z,tJy,to)dxdz} 
Jlx- zl<e: 

(2.20) 

We note that the integrals over Jx - z J < c; yield zero c; --t 0. By virtue of the uniform 
convergence in x and z we interchange the order of the limiting operation and integration 
in the remaining integrals over Jx - z J 2: c;. Introducing the jump probability intensity 
function (2.10) we have 

(2.21) 

where the last innermost integral need not exist in ordinary Riemann sense but it should 
merely be regarded as a Cauchy principal value integral defined as 

j J{z} (zJx , t)q{z} (x , tJy , to)dx = 

lim 1 J {z} (z Jx , t )q{z} (x , tJy, t 0 )dx 
e: -+0 lx- zl?_e: 

(2.22) 

Such a definition is required to assure the existence of the integrals in the equation 
(2.21), in order for this equation to be meaningful. Notice t hat t he jump probability 
intensity function J{z} (x Jz , t) is only defined for Jx- zl 2: c;, hence for x =/= z. It may 
tend to infinity as x --t z , consequently as it appears in the integrand the integral 
becomes infinite. If q{z} (x , t Jy , to) is continuous and once differentiable, the integrals 
in (2.21) exist in the sense of principal value. 

Integrat ing by parts the integrands of the first integral on the right-hand side of (2.21) 
yields 

! j f (z)q{z} (z,tJy,to )dz = 
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J f( z) { - ~ O~i ( Ci(z , t)q{z} (z, tiy, to)) + ~ ~ oz~;Zj (Dij(Z, t)q{z } (z, t iy , to )) 
t t,} 

+ j (J{z}(zlx , t )q{z}(x, t iy ,to)- J{z}(xlz, t )q{z} (z ,tiy,to )) dx} dz (2.23) 

where it has been assumed that the surface terms vanish . 

The equation (2.23) must hold for any function j(z). Hence the following forward 
integro-differential Chapman-Kolmogorov equation is arrived at 

(2.24) 

Kz,t[q{z}(z, t I y , to)] = 

0 1 32 

- ~ ozi[Ci(z , t)q{z} (z ,tiy ,to)] + 2 ~ OZiOZj[Dij(z , t)q{z} (z , tiy ,to)] + 
I l ,J 

(2.25) 

Equation (2.24) is called a master equation in physics. Kz ,t [ ... ] is the forward integro­
differential Chapman-Kolmogorov operator. This equation must be solved with relevant 
initial and boundary conditions which will be specified in section 2.1.4. 

The boundary conditions on the surface 3St at the timet are specified by the vanishing 
of the surface terms at the derivation of (2.23). These become 

(2.26) 

where ni(z , t) signifies t he outward directed unit vector at t he position z at the t ime t 
on the surface 3St . We may restrict the variations so t hat 8~. f( z ) = f( z ) = 0 on some 

1 

part as?) of the surface, whereas arbitrary variations are admitted on the remaining 

part aSi2
). On aSi2

) (2.26) can then only be fulfilled , if for all z E aSi2
) it holds 
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n 

Lni(z,t)Dij(z , t)q{z}(z ,tjy , to) = 0 (2.28) 
i=l 

Implicitly it has been assumed, at the derivation of (2.25), that for any z E as;' X E St 

(2.29) 

The condition (2.29) states that no finite jumps out of the domain St take place. Hence 
the domain St can only be left by convection or diffusion. 

The boundary aSt is called inaccessible if it cannot be reached in a finite time. This 
means t hat for any z E aSt, y E Sto one has 

q{z} (z, tjy, to)= 0 (2.30) 

Obviously (2.26) is fulfilled in this case. 

2.1.3 Backward integro-differential Chapman-Kolmogorov equation 

Let us now derive the backward form of the integro-differential Chapman-Kolmogorov 
equation. We will examine the evolution in time of the transition probability density 
function q{z}(x, t 1 jz, t) with respect to the initial (backward) variables z , t, where xis 
the terminal state and t 1 is the terminal time. Thus 

(2.31) 

The first step is to represent the second term in form of the Chapman-Kolmogorov 
equation 

(2.32) 

Further, the first term of (2.31) is multiplied by q{z}(Y, t + 6tjz, t) and integrated over 
y , the latter being an admissible operation as it gives 1. Thus 

a 
atq{z}(x ,tlj z,t) = 

2~~0 ~t j q{z}(Y, t + 6t jz , t) ( q{z}(x , t1!z, t + 6t)- q{z}(x, t 1 1y, t + 6 t)) dy (2.33) 
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Under the assumption of existence of all relevant derivatives, and of the continuity 
of q{z}(x, t1iz, t) and its boundedness in x , t, t1 for some range t1 - t > 8 > 0, the 
expression (2.33) may be recast into the form of 

a at q{z} (x, tliz, t) = 

lim Al j q{z} (y, t + ~tiz, t) (q{z} (x, t1iz, t) - q{z} (x, t1IY, t)) dy 
.t:.t---.0 L).t 

(2.34) 

Proceeding as before let us divide the domain of integration into two subdomains IY ­
z i < c and IY- zi 2: c, thus 

hm-. 1 J 
.t:.t---.0 ~t 

ly-zl<e 

hm -. 1 J 
.t:.t--->0 ~t 

(2.35) 

ly-zl~e 

Recalling again the assumption about the existence of all relevant derivatives of q {Z} (x, t 1 
iz, t) we can use the following Taylor expansion for the negative term in the first integral 

(2.36) 

Next we insert this expansion into (2.35), which yields 

(2.37) 
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The first integral yields the derivate moments (cf. the expressions (2.11) and (2.12) ). In 
(2.37) the remainder has been omitted, as it would only give the higher-order derivate 
moments, which in the case of a continuous motion, vanish. After interchanging the 
order of limiting operation and integration in the second integral the jump probability 
intensity function J{z}(ylz, t) is obtained, cf. (2.10). 

Finally, the following equation is arrived at 

(2.38) 

K:I,t[q{z}(x,tl I z,t)] = 

:Lci(z,t)aq{z}(x,tllz,t) + ~ :Lnij(z,t) a
2
q{z}(x,t1lz,t) 

. azi 2 . . aziaZj 
t ~.J 

j J{z}(Yiz, t)(q{z}(x, t1lz , t)- q{z}(x, t1IY, t ))dy (2.39) 

(2.38) is the backward integro-differential Chapman-Kolmogorov equation, or just a 
backward counterpart of the master equation (2.24). x::;t [·] signifies the backward 

' integro-differential Chapman-Kolmogorov operator. 

2.1.4 Initial and boundary conditions for the forward and backward integro­
differential Chapman-Kolmogorov equations 

The forward and backward Chapman-Kolmogorov integro-differential equations must 
be solved with proper boundary conditions, which will be derived in this section based 
on a requirement that q{z}(z, tlx, t0 ) should fulfill both equations. 

In figure 2.1 the sample path is shown for the single-degree-of-freedom non-hysteretic 
oscillator subjected to a combined Wiener process and jump process excit ation. The 
domain St of the state vector zT(t ) = [X(t) , X (t)] is the so-called double barrier domain, 
where the displacement component X(t) is confined to the interval ]a, b[, whereas the 
velocity X can take values from] - oo, oo[. 

In general it is assumed that the n-dimensional state vector Z(t) is restricted to some 
domain St ~ Rn which may depend on time. In figure 2.1 the domain is given by 
St = {(x,x)la < x < b 1\ -oo < x < oo}. The domain is t ime varying if the 
boundaries a and b depend on time e.g. due to the strain or strength hardening effects. 

The surface (boundary) of the domain is denoted aSt. It may be divided into the 

accessible part as; a)' which can be reached in a finite transition time and the non­

accessible part as?)' which can only be reached after infinitely long time intervals. 
These parts are defined as follows 

as;a) = {z East I V x E Sto q{z}(z, t I x, to) > o} (2.40) 

as?) = {z East I V x E Sto q{z} (z,t I x ,to) = o} (2.41) 
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Figure 2.1. Sample path of the state vector of SDOF non-hysteretic oscillator subjected 
to Wiener process and jump process excitation. 

In the example shown in figure 2.1 the accessible and non-accessible parts of the bound­
ary are given as 8S~a) = {(x,i)l(x = a V X = b) 1\ -oo < i < oo} and 

as?)={(x,i)la<x<b 1\ (x= -oo V x=oo)}. 

For the system shown in figure 2.1 a jump of the generating source process {V(t), t E 
[0, oo[} causes a discontinuity (jump) in the velocity component of the state vector , cf. 
(1.90), (1.91). Especially, the jumps close to the accessible surface 8S~a) are tangential. 
Hence no jumps are possible out of the domain. Generally this is assumed to be true, 
i.e. the jump probability intensity function fulfils J{z} ( z I y , t) = 0 for all y E St and 

z E Sf. Any finite jump at z close to the accessible part of the surface as;a) then takes 
place in the tangential direction. 

Hence, the flux of probability mass through the accessible surface as; a) is caused totally 
by the convection and diffusion components. The abbreviates q<0)(z, t) _ q{z } (z, t I 
x , t0 ) and q(l) (z , t) q{z}(y,t1 I z ,t) are introduced. Application of the divergence 
theorem then provides 

tl (0) J J q(l)(z, t) ( oq a~z, t) - Kz,t[q(O)(z , t)]) dzdt = 

to St 

tl -j j q<0)(z ,t) ( 0q(l~~z,t ) +K;,t[q(l)( z ,t )J )dzdt+R[q<0)(z ,t),q<1 )(z ,t)] (2.42) 

to St 
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where Kz,t[·J and X::I,t [·J are the forward and backward Kolmogorov operators as given 
by (2.25) and (2.39), and 

R [q(o)(z , t), q(l)(z, t )] = 

J q{z}(Y,il I z,tl)q{z} (z, tl I x ,to)dz- J q{z}(Y, il I z ,to)q{z} (z ,to I x ,to)dz + 
~1 ~0 

(2.43) 

where ni(z , t ) signifies the unit normal vector in the outward direction of the surface 
&St. 

If q(o)(z,t) = q{z}(z, t I x,to) and q(l)(z , t) = q{z}(Y, t l I z, t ) are assumed to ful­
fil the forward and backward Kolmogorov equations (2.24) and (2.38) throughout St , 
the left-hand side and the first term on the right-hand side of (2.42) cancel. Hence, 
R[q<0 )(z, t) , q(l) (z, t)] = 0. The initial time t 0 and the terminal time t 1 may be var­
ied. From (2.43) the necessity of the following initial and boundary conditions for 
q{z}(z,t I x , to ) and q{z} (Y,tl I z ,t) is then deduced 

V x , z E St0 : q{zJ(z, to I x , to) = 8(z- x ) 

] [ 
(2) 

V t E to, i1 , X E St0 , z E &St : q<0 )(z, t) = q{z} (z, t I x , to ) = 0 

] [ 
(2) V t E to, i1 , y E Sh , z E &St : 

V t E]to, t1 [ , x E St0 , Y E St 1 , z E &St : 

(2.44) 

(2.45) 

(2.46) 

(2.47) 

(2.48) 

The conditions (2.44) and (2.45) specify the initial and terminal conditions to be used 
for the forward and backward Chap man-Kolmogorov integro-differential equations, re­
spectively. 



45 

The condition (2.46) signifies that the probability density for arriving at a boundary 

point Z on the non-accessible boundary aS~2) from an internal point X in the domain 
Sto is zero for the finite transition times t - to. Similarly the condition (2.47) states 
that the transitions from a boundary point z at ast to an internal point y in St1 are 
zero for the finite transition times t1 - t. 

Due to these conditions the surface integral in (2.48) can be confined to the accessible 
part as~ a) of the boundary. (2.48) is the necessary condition which must be fulfilled by 
the forward and backward differential Chapman-Kolmogorov equations in combination. 
For example, (2.48) may be fulfilled by the forward equation on some part of as~a) and 
by the backward equation on the remaining part. 

Consider two functions u(z) and v(z ) defined on St. If these functions in combination 
fulfil the boundary conditions (2.46), (2.47) and (2.48), it follows from the indicated 
derivation that 

j u(z)Kz,t[v(z)]dz = j v(z )K;,t[u(z )]dz (2.49) 

St St 

This means that (2.46), (2.48) and (2.49) are the necessary conditions in order for Kz,t [·] 
and K~t[· ] to be mutually adjoint operators. 

) 

as~ a) may be further divided into the entrance part , as~O), and the exit part, as?), 
which in case of the indicated jump condition are defined in the same way as for diffusion 
processes, Fichera (1960) 

(0) { (a) I ~ ( 1 a ) } 8St = z E ast ~ ni(z, t) Ci(z, t) - 2 az . Dij(z , t) < 0 
i=l J 

(2.50) 

(1) { (a) I ~ ( 1 a ) } ast = z E 8St ~ ni(z, t) Ci(z, t)- 2 az. Dij(z , t) > 0 
i= l J 

(2.51 ) 

(2.50) and (2.51) cover all as~a) except at certain isolated points, where the probability 
current is tangential to the surface. Further, the boundary may be divided into the 
degenerated part, where L:i,j Dij(Z, t)ni(z, t)nj(z, t) = 0, and the non-degenerated part, 
where L:i,j Dij(z , t)ni(z, t)nj(z , t) -:J=. 0, Fichera (1960). For the present dynamic system 
and the indicated jump condition, all accessible parts of the boundary are degenerated, 
and only the non-accessible parts can be non-degenerated. 

For the system shown in figure 2.1 the entrance part is as~o) = {(x, x )j(x =a A x > 
0) V (x = b 1\ x < 0)} and the exit part is as~l) = {(x ,x)j(x =a A x < 0) V (x = 
b A x > 0)}. The surface parts have been indicated in the figure along with the 
non-accessible part as~2 ). 
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2.2 Relation of forward and backward integro-differential Chap­
man-Kolmogorov equation to equations for dynamical systems 

Hitherto nothing has been said about the relation of equations (2.24) and (2.38) to the 
dynamical Markov system governed by equation (1.105). In this section such a relation is 
discussed, i.e. the functions C (z(t), t) and D(z(t) , t) and the jump probability intensity 
function J{z}(xlz, t) are related to the quantities entering the equation (1.105). 

Upon insertion of (1.105) into (2.13) and (2.14) and observing that only the continuous 
part, i.e. dZ(t) = c(Z(t), t)dt + d(Z(t), t)dW(t) is to be inserted into these expressions, 
one has 

Ci(z, t) = lim : E [6.zi(t)I Z(t) = z] = 
~t-+0 ut 

lim _!_E [ci(z , t)6.t + ~ dia (z, t)~Wa(t) + Oi(~t2),Z(t) = z] = Ci(z, t) (2.52) ~t-+0 6.t L..t 
a=l 

Dij(z , t) = lim A

1 
E [~zi(t)6.Zj(t)I Z(t) = z] = 

~t-+0 ut 

a~~o ~~ E [ ( c,( z, t)t-t + t, d,. ( z, t) t-w.( t) + O,(t-t2
)) x 

( c;( z, t)t-t + ~ d;p ( z, t) t-Wp ( t) + O;(t-12
)) I Z( t) = z] 

m 

Ldia(z(t ),t)dja(z(t),t) (2.53) 
a =l 

where Oi(6.t2 ) is a component order symbol. Further the incremental properties (1.12) 
for the Wiener process and the Ito interpretation of the stochastic differential equation 
have been used. 

In order to derive the jump probability intensity function J{z} ( zlx, t) of the state vector, 
consider a jump of magnitude Pa in the ath component Va(t) of the generating source 
process {V(t), t E [0, oo[}. On condition that the system is at the state Z(t) = x , the 
increment of the state vector becomes dZ(t) = b a(x, t)pa, where b a(x, t) is the ath 
column of the matrix b(x, t), cf. (1.105). 

Because of the indicated conditioning the state at the time t + dt is deterministic. The 
transition probability density function can then be represented by the Dirac-delta spike 

(2.54) 

Since the probability of making a jump into [pa, Pa + dpa[ during the infinitesimal time 
interval [t,t + dt[ is given by J{va}(Pa,t)dpa, cf. (1.67), the unconditional transition 
probability is obtained by summing over all contiguous intervals as follows 

q{z}(z, t + dtlx, t ) = dt j 8 ( z- (x + b a(x , t)pa)) J{Va }(Pa, t)dpa (2.55) 

Poc 
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Relation (2.55) represents the probability density contribution from the jumping from 
Z(t) = x to Z(t + dt ) = z due to a jump in the ath component. Since the com­
ponents have been assumed to be mutually statistically independent, the probability 
density contribution from alll component processes can be obtained as the sum of the 
contributions, (2.55) 

l 

q{z}(z, t + dt jx, t) = dt 2::= J 8 ( z- (x + ba(x , t)pa)) J{Va}(Pa, t )dpa 
a=lpa 

(2.56) 

From (2.10) and (2.56) the jump probability intensity function of the state vector is 
obtained as 

l 

J{z}(zjx, t) = 2::= J o( z - (x + ba(x, t)pa)) J{Va}(Pa, t)dpa 
a=lp"' 

(2.57) 

Upon insertion of (2.52), (2.53) and (2.57) into (2.25) and (2.39), respectively, the 
forward and backward integro-differential Chapman-Kolmogorov operators of the dif­
ferential system then become 

1 n 82 [ m l - 2::= 8 .8 . 2:=dia (z ,t)dja(z,t)q{z}(z,tiy,t0 ) + 
2 . . z, z1 t,J= l a=l 

l 

2::= J (q{z}(z- ba(t)pa,tJ y ,to)- q{z}(z, t jy ,to) )l{v"'}(Pa ,t )dpa 
a=lp "' 

(2.58) 

l 

2::= J ( q{z} (x, t1 iz + ba(z, t)pa, t)- q{z} (x, t1jz, t)) J{Va}(Pa, t)dpa 
a =lp"' 

(2.59) 

At the evaluation of (2.58) the vector ba(t) has been assumed to be state independent 

(independent ofx). Then the evaluation of the integral of o(z- (x+ ba(x, t)pa)) with 
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respect to xis very much simplified. If h a = b a(x , t ) i.e. it is state dependent, a prelim­
inary change of variables must be performed, which is defined by the transformations 

U = X+ b a(x , t)pa 

X= aa(u ,pa, t) 

dx - du 
- ldet (I+ ~Pa) I 

(2.60) 

where a a(u ,pa, t) is the inverse transformation, ~~¥ is the gradient matrix of b a(x , t) 
with respect to x and det (I+ ~~¥< Pa) denotes the J acobian. Then (2.58) becomes 

n a 
Kz ,t [q{z} (z,tly , to)] = - L Bz · [ci(z , t)q{z}(z,tly , to)] + 

i=l t 

1 n 3 2 [ m l 2i~l aziaZj 2. dia(z ,t)dja (z ,t)q{z}(z ,tiy,to) + 

t j [q{z}(a a(z,pa,t),tiy , to) ldet (I + a h" (:g(z,p",t),t)P )I 
a=lp

0 
8xT a 

q{z} (z , t ly , to)] J{Vo}(Pa)dpa (2.61) 

Since the jumps of the state vector due to the jumps of the a-th component of the 
generating source are in the direction of b a(z, t) these jumps will only be tangential to 
the surface asia) if 

(2.62) 

2.3 Ito's differential rule and equations for moments 

A jump of magnitude Pa in the ath component Va(t) of t he generating source process 
at the time t results in a jump of magnitude dZ(t) = ba(Z(t), t)pa of a state vector 
Z(t) . Consider now an arbitrary function f( Z(t), t) of the state vector Z(t) and of the 
timet. A jump of magnitude dZ(t) = ba(Z(t), t)pa of the state vector implies a jump 

of magnitude df(Z(t) , t) = (t( Z(t) + ba(Z(t), t)pa, t)- !( Z(t), t )) of the function f. 

The jumps to all contiguous intervals from all l components can then be written as the 
following sum 

l 

df(Z(t), t) = L J (t( Z(t)+ba (Z(i), t)pa , i) - f ( Z(i), i)) MO'(di, t, dpa,Pa-)(2 .63) 
a=l.po 
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As the startpoint for the derivation of the differential rule we assume the Taylor expan­
sion and we take into account the stochastic equation (1.105). 

Making use of the fact t hat any increment during the infinitesimal time interval is the 
sum of the increments due to a continuous motion and due to a possible jump, we can 
write 

df(Z(t), t) = f(Z(t + dt), t + dt) - f(Z(t), t) = at(~~t), t) dt+ 

oo 1 n ak J(Z(t), t) k m L ki L az .... az . IT (ciq(Z(t),t)dt + L diqaq( Z(t),t)dWaq(t))+ 
k=l · i1, ... ,ik= l li lk q=l a 9=1 

l 

L j (t(z(t) + ba(Z(t) ,t)pa ,t)- f(Z(t) , t) )Ma(dt ,t,dpa,Pa) = 
a=lp"' 

1 n az J ( Z ( t), i) m 

- '""" a a '"""dia(Z(t),t)dia(Z(t),t)dt+ 2 ~ Z· Z· ~ 
i,j=l l 1 a=l 

l 

L j (t (z(t) + ba(Z(t),t) p,t) - t(z(t),t) )Ma(dt,t,dpa,Pa) (2.64) 
a=l p"' 

Equation (2.64) is the generalized Ito differential rule for the diffusion and jump excited 
systems. 

Taking the expectation of both sides of (2.64) and using (1.68) t he generating equation 
for moments is obtained as, cf. (2.59) 

(2.65) 

where K:~t[·] is the backward integro-differential Chapman-Kolmogorov operator (2.59). 
Equation (2.65) can alternatively be derived as follows 

! E [f( Z(t),t)] = E[!t(Z(t),t) J = j ! (!(z ,t)q{z}(z ,t I y, to))dz 

E[!f(Z(t),t)] + j f(z,t)Kz,t[q{z}(z,t I y,to)]dz -
St 

E [!f(Z(t ), t) J + j K:;,t[J(z , t)] q{z} (z, t I y , to)dz 
St 
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(2.66) 

where the commutation of Kz,t[ ... ] and KI:t[ .. . ] as specified by (2.49) has been assumed. 
Hence, it has been implicitly assumed at the derivation of (2.65) and (2.66) that either 
the entire boundary ast is non-accessible, i.e. ast = asi2

), or the boundary condition 
(2.40) and the jump condition (2.41) are fulfilled at the accessible boundary as; a). 

The zero time-lag joint statistical moments of the order N are defined as 

(2.67) 

The corresponding zero time-lag joint central statistical moments of the order N are 
defined as 

(2.68) 

Differential equations for these quantities are obtained choosing f(Z(t ), t) = Zi1 (t) · · · 

ZiN(t) and f (Z(t ), t) = (zi1(t)- f.l i1(t)) · · · (ziN( t) - f.liN (t)), respectively in (2.65). 

Hence 

~ f.li1 .. ·iN ( t ) = E [ K~ t [ zi1 ( t ) .. · ziN ( t) J] 

~~jl ... iN(t) = E[! ((zil(t)- f.li1(t)) · · · (ziN(t)- f.liN (t)))] 

+ E [ KI,t [ ( zi1 ( t) - f.li1 ( t)) · · · ( ziN ( t ) - f.liN ( t )) J] 

(2.69) 

(2. 70) 

These moment equations do not exist for a-stable Levy motion driven processes. For 
compound Poisson process driven processes they only exist if the moment E[PN] of the 
order N of the marked variable exists. 

2.4 Wiener process: Fokker-Planck-Kolmogorov (forward) equa­
tion and Kolmogorov backward equation 

Consider the system driven by a Wiener process only. The governing stochastic equation 
(1.105) reduces to the classical Ito's differential equation, [2.2] 

dZ(t) = c(Z(t), t)dt + d (Z(t), t)dW(t) (2. 71) 
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The state vector Z( t) governed by the stochastic equation (2. 71) is called a diffusive 
Markov process. 

For this case the names Fokker-Planck-Kolmogorov and Kolmogorov backward opera­
tors are coined for the forward and backward differential Chapman-Kolmogorov opera­
tors. These become 

Kz,t [q{z}(z,tiy,to )] = 

n a 1 n az 
- L Bz· ( ci(z, t)q{z} (z , tjy, to)) + 2 L Bz·Bz . (nij(z, t)q{z} (z , t jy, t0 )) (2.72) 

i=l I i,j=l I J 

(2.73) 

where Dij(z, t) is given by (2.53). 

The transition probability density of the diffusive Markov vector process is governed by 
the so-called Fokker-Planck-Kolmogorov equation, obtained from the forward integro­
differen tial Chapman-Kolmogorov equation (2.24) by omitting the jump part of the 
equation. 

The unconditional probability density function of the state vector becomes 

i{z}(z,t) = j f {z}(z,t;y,to)dy = j q{z}(z,tiy,to)f{z}(Y,to)dy (2.74) 

is also governed by the Fokker-Planck-Kolmogorov equation. The equation (2.24) must 
be multiplied by i{z} (y, to) and integrated over y , which yields 

(2.75) 

The relevant initial condition is then obtained from (2.75) as 

fz( z , t)it=to = fz(z ,to) (2.76) 

The differential rule (2.64) reduces to the classical Ito's differential rule, [2.2) 

df(Z(t), t) = 

BJ(~~t),t) dt+ t BJ(:it),t) ( ci(Z(t ),t)dt + tdia(Z(t),t)dWa(t)) + 
i= l 1 a = l 

1 n 82 f(Z(t), t) m 

2 L 8Z·8Z· Ldia(Z(t),t)dja(Z(t),t)dt (2.77) 
i,j= l 1 J a = l 
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2.5 Compound Poisson process: Kolmogorov-Feller forward and 
backward equations 

Consider now the system driven by a compound Poisson process, i.e. by a Poisson 
distributed train of impulses, only. The governing stochastic equation (1.105) reduces 
to the following differential equation 

dZ(t) = c(Z(t), t)dt + h (Z(t), t)dV(t) (2. 78) 

where V (t) represents the multivariate compound Poisson process, hence its components 
are given by 

dVa(t) = J PaMa(dt, t , dpa,Pa) (2.79) 

Pa 

or, equivalently 

(2.80) 

The state vector Z( t) governed by the stochastic equation (2. 78) is a non-diffusive so­
called Poisson driven Markov process. 

The jump probability intensity function, in the case of each component compound 
Poisson process, is given as, cf. (1.69) 

(2.81 ) 

hence the jump probability intensity function of the dynamic system becomes, cf. (2.57) 

l 

J{z} (z I x, t) = L Va(t) J o( z - (x + h a(x, t)pa) )!Pa (Pa)dpa 
a = l Pa 

(2.82) 

The forward integro-differential Chapman-Kolmogorov operator corresponding to (2.58) 
becomes 

Kz,t [q{z}(z,t/y,to)] =-~ 0~i (ci(z, t )q{z}(z,t/y,to )) + 
1 

l 

L va(t) j ( q{z} (z- ha( i)Pa, i/y , to) - q{z} (z, t /y , to)) fpa (Pa )dpa 
a=l Pa 

(2.83) 

In a more general case of a state dependent matrix h a = ha(x , t) the forward integro­
differential Chapman-Kolmogorov operator is, cf. (2.61) 
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~ v .( t) l ( q {z} (a.( z, Pa, t ), t IY, to) fdet (I+ ab, (~'),~;.•• ,1) ,1) Pa) I -

q{z} (z, tJy, to)) fp" (Pa)dpa (2.84) 

The backward integro-differential Chapman-Kolmogorov operat or corresponding to (2.59) 
becomes 

n f) 

JCI,t [q{z} (X, ii lz , t)] =I.= Ci(z, t) oz· q{z}(x, ii lz, t) -
i=l 1 

t va(t) j ( q{z} (x, t1Jz + ba(z, t)Pa , t) - q{z} (x, t1Jz, t)) fp" (Pa )dpa (2.85) 
a=l Pa 

In the case of the equation governing the usual, unconditional probability density fz (z, t ) 
the forward integro-differential Chapman-Kolmogorov operator , has the same form as 
(2.83) or (2.84). For example in the case of the state independent matrix ba(t) this 
operator is 

l 

L Va(t) j (hz} (z- ba(t)pa, t) - !{z}(z, t)) fp"' (Pa)dpa 
a=l Pa. 

(2.86) 

Alternatively, using a Taylor expansion of the function f{z} (z - ba(t)pa, t), the forward 
integro-differential Chapman-Kolmogorov operator (2.86) is recast into 

!Cz,t [f{z} (z,t)) =- L 0~i ( ci(z,t)f{z}(z, t)) + 
l 

00 ( - 1) n 1 n an L n! I.= va(t)E[Pa ]OZi ··· OZi (f{z}(z, t)bi 1 a (z(t),t)· ·· bina(z(t ),t))(2.87) 
n=l a=l 1 n 

(2.87) is known as the Kramer-Moyal expansion of the forward integro-differential 
Chapman-Kolmogorov resulting in a purely differential formulation. The differential 
rule reduces (2.64) to the following integro-differential form 
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l 

L j (t(z(t) + ba(Z(t) ,t)pa,t)- f(Z(t),t) )Ma(dt,t ,dpa ,Pa ) (2.88) 
et=lp"' 

or to the equivalent form 

df(Z(t), t) = af(~~t), t) dt + f= af(!~t.), t) ci(z(t), t)dt + 
i= l t 

t, (1( Z(t ) + b ,(Z(t), t)P,(t) , t) - f( Z(t), t)) dN,(t) (2.89) 

Upon a Taylor expansion of the function f ( Z(t)+b a (Z(t), t)pa, t) the following Kramer­

Moyal expansion (2.88) is obtained as 

2.6 a-stable Levy motion 

Stochastic equation governing the behaviour of the system driven by a-stable Levy 
motion is of the form 

dZ(t) = c(Z(t), t)dt + b(Z(t), t)dV(t) (2.91) 

where {V(t), t E [0, oo[} represents a vector of statistically independent components of 
a-stable Levy motions {Va(t), t E [0, oo[}. 

T he jump probability intensity function J{z} (zlx, t) of the state vector is then given by 
(2.57), where the jump probability intensity function J{Va} (Pa, t) of the a-th component 
process is given by (1.71) and (1.73). 

Since a-stable Levy motion is a process with independent increments the state vector 
Z(t) is a Markov process, driven by an a-stable Levy motion. 

The forward integro-differential Chapman-Kolmogorov operator corresponding to (2.58) 
becomes 
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l 

L j (q{z} (z- ba(t)pa, tJy , to)- q{z} (z, tJy , to)) J{ v,.}(Pa, t)dpa 
a=lp,. 

(2.92) 

The backward integro-differential Chapman-Kolmogorov operator corresponding to (2.59) 
becomes 

T n 0 
JCz,t [q{z} (x, tlJz, t)] = L Ci(z, t) oz q{z} (x, tlJz, t) -

i=l l 

l 

L j ( q{z} (x, t1Jz + ba(z, t)pa, t) - q{z} (x, t1Jz, t)) J{v,.}(Pa, t)dpa 
a=lp,. 

(2.93) 
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2.8 Example problems 

1.1 Verify the condition of the continuity of the sample paths and evaluate the jump 
intensity function for the a-stable Levy motion with Levy (sometimes called Pear­
son) distribution, i.e . Sa ((6t) 11a ,,B, O) , for a = 1/2,,8 = 1. The general form of 
the density function of the Levy distribution is 

( 
(J ) 1/2 { (J } /I;2(x) = 27r (x- J-L)-31

2 
exp - 2(x _ J-L) 
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1.2 Formulate the Master equation for the random telegraph process (wave) (the pro­
cess which has a discrete state space)) 

X(t) = ( -l)N(t) 

where N(t) is the homogeneous Poisson process with the mean rate v = const. 

1.3 Using the usual Ito's differential rule derive the equations for first and second 
order moments for a linear SDOF system driven by a Wiener process. Evaluate 
stationary mean value and variance. 

1.4 Using the generalized Ito 's differential rule derive the equations for first and second 
order moments for a linear SDOF system driven by a compound Poisson process. 
Evaluate stationary mean value and variance. 
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CHAPTER 3 

DYNAMIC RESPONSE OF NON-LINEAR SYSTEMS TO GAUSSIAN 
WHITE NOISE AND FILTERED GAUSSIAN WHITE NOISE EXCITA­
TIONS. DIFFUSIVE MARKOV PROCESS TECHNIQUES 

3.1 Review of available analytical solutions of the Fokker-Planck­
Kolmogorov equation 

Before we proceed to formulate the solutions techniques to the F-P-K equation it should 
be clearly stated that the attention will be confined to the dynamical systems which 
can reach a steady, or stationary, state, e.g. asymptotically stable dynamical systems. 

3.1.1 Solution in the univariate case 

The simplest vibratory system, i.e. a single-degree-of-freedom system, is represented 
by a two-dimensional state vector (1.90), (1.91). Here we will start, however with a 
univariate problem, or a one-dimensional state vector. This is not merely for the sake 
of pure formalism. For example with the help of the stochastic averaging technique, the 
problem of the stochastic response of an oscillator can be converted to two uncoupled 
stochastic differential equations, one of which governs the random amplitude process, 
and the other the random phase process. 

Let us consider the univariate process, or one dimensional state vector, Z (t) = z(t) . 
The Fokker-Planck-Kolmogorov equation becomes, cf. (2.75) 

a a ( ) 1 a
2 

( ) atf{z}(z,t ) =- az c(z,t)i{z}(z,t) + 2az2 D(z,t)f{z}(z,t) (3.1) 

If we introduce the so-called probability current 

G(z, t) = c(z, t)f{z} (z, t) - ~! ( D(z, t)i{z} (z, t)) (3.2) 

we see that it satisfies the following, equivalent to (3.1), equation 

a a 
atf{Z} (z, t) + az G(z, t) = 0 (3.3) 

which expresses the condition of conservation of probability. 

If the state variable Z(t) E]- oo,oo(, i.e. it can assume values from the entire real 
line, the F-P-K equation is valid on the entire real line and the boundary conditions 
must be given for -oo and +oo. Upon integrating the equation (3.3) over z and using 
the normalization condition 

00 

j f{z} (z, t)dz = 1 (3.4) 
-oo 
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which must hold for any timet, we obtain the conditions 

G( -oo, t) = G(oo, t) (3.5) 

Usually, however one of the following conditions are satisfied at z = ±oo 

!{z}(-oo,t) = f{z}(oo,t) = 0 (3.6) 

G(-oo,t) = G(oo,t) = 0 (3.7) 

The initial condition for the probability density at the time t = 0 can be assumed as 

(3.8) 

The probability density f{ Z} ( z, t) as a solution of the differential equation is uniquely 
determined by the initial and boundary conditions. 

Stationary solution 

If the drift and diffusion coefficients are time independent, and the dynamical system 
is asymptotically stable, as t --+ oo the probability distribution approaches a stationary 
one, with the stationary density function f { Z} ( z) which is independent of time and of 

the initial density f{ Z} ( z). Hence the F-P-K equation becomes homogeneous 

The fact that of{z}(z)jot = 0 implies also that 

Gs(z) = const = Gs 

Integration of equation (3.9) yields 

-c(z)f{z}(z) + ~! (D(z)f{z}(z)) = const = Gs 

For v(z) = D(z)f{z}(z) we obtain the differential equation 

d c(z) 
dz v(z)- 2 D(z) v(z) = 2G8 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

The solution of this first-order, ordinary non-homogeneous differential equation, subject 
to zero boundary conditions (3. 7) is found, by means of standard methods to be 

(3.13) 
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The constant C has to be determined from the normalization condition (3.4). Since 
f{z}( -oo) = f{z}(oo) and D(y) > 0 a stationary solution does only exist for c(z) < 0 
for z > 0 and c(z) > 0 for z < 0. 

In the case of non-zero constant probability current, assuming that the process takes 
place on an interval [a, b] . Then we may impose the boundary conditions 

(3.14) 

(3.15) 

The solution of the equation (3.12) becomes 

f s ( ) - f{z}(a) 
{Z} Z - b 

D ( z) f _:!:]/_ 
'1/J(::) t/J(y) 

( 

X b ) D(b) dy D(a) dy 

,P(b) ! ,P(y) + ,P(a) ! </J(y) 
(3.16) 

a 

where 

(3.17) 

3.1.2 Solution in the bivariate case - non-linear oscillator 

Consider now a non-linear oscillator under a non-zero mean Gaussian white noise exci­
tation with spectral density S0 , governed by t he equation of motion 

Y + 2(woY + J(Y) = W(t) (3.18) 

Equivalently, the state vector z = [ zl ' z2v = [Y, Y]T is governed by the stochastic 
equations 

(3.19) 

The derivate moments are 

c1(z , t) = z2 c2(z, t) = -2(woz2- f (zi) } 

Du = D12 = D21 = 0 , D22 = 27rSo 
(3.20) 
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The Fokker-Planck-Kolmogorov equation 

specified for the stationary case becomes 

(3.22) 

If f(Z) is an odd function i.e. J( - Z) = - f(Z), and since the excitation is zero-mean 
in the stationary state, it follows 

(3.23) 

Moreover, it can be shown (see Example Problem 3.1) t hat 

(3.24) 

Hence the stationary displacement Z1(t) and velocity response Z2 (t) processes are un­
correlated. 

The fact that the two processes are uncorrelated does not necessarily imply that they 
are independent . Nevertheless we will try the solution in the product form 

(3.25) 

Substitution of (3.25) into equation (3.22) and division by i{zt}(z1)f{z2}(z2) yields 

0 = -~ di{zt}(zi) + (2(woz2 + f (zl))-l_df{Z2}(z2) + 2(wo + 
f{zt} dz1 f{z2 } dz2 

1rS0 d2f{z2}(z2) 

f{Z2 }(z2) dzi 
(3.26) 

It follows that the solution in the product form (3.25) is admitted if the following 
equation is satisfied 

(3.27) 

and the remaining part of (3.25) is fulfilled by f{z}(z2). (3.26) can be rewrit ten in the 
form of 
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(3.28) 

where the standard argumentation of the separation method has been used. Integrating 
(3.28) we obtain 

f{Z,j(z,) = C, exp (-A l f(u)du) 

f{z2}(z2) = c2 exp ( - ~ z~) 
(3.29) 

Substituting f{z2}(z2) given by (3.29) into the part of (3.26) not considered by (3.29) we 
obtain a quadratic equation for A. One root depends on z2 , but the other is constant 

(3.30) 

Consequently the joint probability density of the stationary displacement Z1 (t) and 
velocity response Z 2 (t) processes is given by 

(3.31) 

where U(z1) = J0z
1 f(u)du) is the strain energy of the system. The constant C is 

evaluated from the normalization condition 

(X) (X) 

j j f {z} (z1,z2)dz1dz2 = 1 (3.32) 
-<X> -(X) 

The obtained result needs comments . The displacement and velocity responses are in­
dependent. The one-dimensional probability density f{ z

2
}(z2, t) of the velocity response 

process Z2 (t) is Gaussian. However a random process can only be Gaussian if all its 
finite-dimensional distributions are Gaussian. This is not the case here, because the 
mean-square integral of the velocity response process, i.e. the displacement response 
process is not Gaussian. In other words the values of the velocity process at different 
times are not jointly Gaussian distributed and the velocity process is not Gaussian. 

In passing we note that the sum of the terms in the exponent of (3.31) is just sum of 
the kinetic and of the strain energy of the system, i.e. the total mechanincal energy 

(3.33) 

Hence the equation (3.31) can be written as 
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(3.34) 

The analytical solution is available in a more general case, when the non-linear function 
is of the form 

(3.35) 

where w( ·) is a positive monotonically increasing function. The probability density 
function is then written as, Caughey [3.8] 

(3.36) 

3.1.3 Solution in the multivariate case - MDOF non-linear systems 

The stationary solution of the Fokker-Planck-Kolmogorov equation for a MDOF non­
linear system can be obtained under the following conditions: 

white noise excitation processes are uncorrelated, 

both the generalized inertia and the generalized damping forces must be uncoupled, 

the ratio of every generalized damping coefficient Cj to the corresponding generalized 
excitation spectral density SJj must be constant. 

Then the stationary solution of the Fokker-Planck-Kolmogorov equation is written as, 
Caughey [3.8] 

f{zj(z) = C exp ( - ; [ ~ ;;= mizii + U(z)]) (3.37) 

where Z2 j denotes the variable corresponding with the velocity process. 

3.2 Closure approximations for hierarchy of moment equations 

3.2.1 Differential equations for moments 

It is expedient to formulate the equations for zero-mean response processes, or central­
ized state variables. 

Equations for mean values are 
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!Jl.i(t) = E [ci (Z(t), t)] (3.38) 

Equations for centralized state variables Zf(t) = Zi(t) - Jl.i(t) become, cf. (2.71) 

dZ0 (t) = c0 (Z(t), t)dt + d(Z(t) , t)dW(t) (3.39) 

where the centralized drift vector is 

c0 (Z(t),t) =c(Z(t) ,t) -E[c(Z(t), t)] (3.40) 

Joint central moments of orders of the state vector are defined as 

(3.41 ) 

s 

Using (2.66), (2.73) with f(Z(t),t) = f1 (zik(t)- Jl.ik(t)) the following differential 
k=l 

equations for the joint central moments may be derived 

! "'ii(t) = 2 { E [z?c~ (Z(t), t)]} s + t { E [dia(Z(t) , t)dja (Z(t), t)]} s 
a=l 

! K, ij k ( t) = 3 { E [ Z? Z J C~ ( Z ( t), t)] } s + 3 f { E [ dia ( Z ( t) , t) d j a ( Z ( t), t) Z Z] } s 
a=l 

m 

6 L {E[dia(Z(t), t)dia(Z(t), t)zZzf]} s 
cx=l 

! "'i1 ···i, (t) = s { E [ Zf1 • • • Zf,_ 1 c?_ (Z(t), t)]} s + 

s(s; 
1) t { E[di 1 a(Z(t), t)di2 cx(Z(t) , t)Z?a · · · Z?.J} s 

cx=l 

(3.42) 

{ · } s signifies the so-called Stratonovich permulation symbol, which takes the mean of all 
permutations of the indicated free indices. As an example {ZfZJCZ}s = i(ZfZJCZ + 
ZJ Z2CJ + Z2ZfCJ). In the case of state-independent diffusion terms the equations for 
moments are 
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!Kij(t) = 2 {E [zfc~(Z(t),t)]L + f {diadiaL 
a=l 

! Kijk(t) = 3 { E [ Zf ZJc~ (Z(t), t)] L 

! Kijkt(t) = 4 { E [zf zJ Z2c7(Z(t), t)] L + 6 f { diadjaKklL 
a=l (3.43) 

Of special interest is the case of a system with polynomial non-linearity, for example 
when it is given as a cubic form of the state variables. In this case the centralized drift 
term is written as 

(3.44) 

Consequently the expectations of the drift term multiplied by the state variables can be 
explicitly performed to give the following expressions for the central moments and the 
equations for moments 

m 

L {diadjaL 
a=l 

(3.45) 
m 

4 { DimnpKmnpjkl} s + 6 L { diadjaKkl} 8 

a=l 
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Equations for moments involve unknown expectations of non-linear functions of the 
state variables. Forms of these functions depend on the forms of non-linear functions 
Ci(Z(t)) in the governing stochastic equations of (2.71). Equations for moments only 
form a closed set if ci(Z(t)) is a linear form in the state variables Z(t) . When this 
is a polynomial of degree r > 1, then the equations for moments form an infinite 
hierarchy, i.e. the equations for the moments of up to nth order involve the moments 
up to and including then+ r- 1 order. If Ci( Z(t)) is of other form than a polynomial 
in the state variables, then the pertinent expectations appearing in the equations for 
moments cannot be expressed explicitly in terms of moments. They must be evaluated 
by performing the integrals with respect to the probability density function. The exact 
density function is, however, unknown and the approximate, tentative, density function 
must be assumed. A non-Gaussian tentative density function is often assumed in form 
of an asymptotic, Gram-Charlier expansion, which will be discussed in subsection 3.2.2. 
The accuracy of the results obtained, i.e. of approximate response moments depends on 
how close to the exact one the assumed tentative density function is. Therefore some 
modifications of the tentative density function have been proposed in various problems 
by taking into account the physical nature of the problem, see subsection 3.3.2. 

3.2.2 Asymptotic expansions of the multivariate probability density func~ 
tions 

Cumulants and quasi-moments 

In this section we will consider the joint n-variate probability distributions. The deriva­
tions presented are equally valid for the multivariate probability distributions of a ran­
dom process Z(t), i.e. the joint distributions of its values Z(ti), Z(t2 ), ... , Z(tn) at n 
time points and the zero-time lag joint distributions of n-dimensional vector random 
process Z(t) = [Z1 (t), Zz(t), ... , Zn(t)]T]. The joint n-variate characteristic function of 
the process Z( t) is defined as 

(3.46) 

Hence it is expressed in terms of a joint pdf as 

<P(zj(O , t) = _l ·· ·_l exp (it.B•z•)) /{zj(z,,z,, ... ,zn,t)dz,dz2 - --dzn (3.47) 

'-v-"' 
n- fold 

The characteristic function can be represented as a multivariate Taylor expansion 

(3.48) 
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where the summation convention over repated (dummy) indices is applied, and each of 
the indices assumes the values ik = 1, 2, . . . n. This is an expansion in terms of ordinary 
moments 

f-lit i2·· ·i. = E[Zi1zi2 ... zi.] = i: ~:~{~J-~~t)l 
lt ' • 0;1 = .. ·=0;, = 0 

(3.49) 

A logarithm of a characteristic function, the so-called cumulant-generating function 
ln <I> {Z} ( 8, t) has the following multivariate Taylor expansion 

(3.50) 

(3.51) 

By expanding the exponential as a Taylor series and comparing the terms of the same 
order in ()ik 's we can express the moments J-li1 i 2 • --i. in terms of cumulants Ai1 i 2 . ··i •. 

Inverse relations, i.e. cumulants in terms of the moments can be obtained if we take the 
logarithm of the characteristic function, compare it with (3.50) 

ln <I> {Z} ( 8 , t) = ln { 1 + f i~ /-li 1 i 2 ---i. ( t )Oi1 fh 2 • • • Oi. } = f i ~ Ai1 i 2 ---i. ( t)Oi1 Oi2 .. • Oi. (3.53) 
s. s. 

s=l s=l 

and next expand the logarithm as a Taylor series and compare the terms of the same 
order in ()ik 's in eq. (3.53). 

If the first-order moments in the resulting relations are set equal to zero the expressions 
for the cumulants Ai1 i 2 ---i.(t) in terms of the central moments ~i1 i 2 ... i,(t) are obtained, 
which take the form of 

.Ai(t) = J-ti(t) 

Aij(t) = ~ij(t) 
Aijk(t) = ~ ijk (t) 

Aijkt(t ) = ~ijkt(t)- 3 {~ij(t)~kt(t)L 

Aijklm(t) = ~ijklm(t)- 10 { ~ij(t)~klm(t)} 
8 

Aijklmn(t) = ~ijklmn(t)- 15 {~ij(t)~klmn(t)} 
8

- 10 {~ijk(t)~lmn(t)} 
8 

+ 
30 {~ij(t)~kt(t)~mn(t)} 

8 

(3.54) 
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The so-called quasi-moments f3i 1 i 2 ···i. ( t) are introduced by the relation 

(3.55) 

The name quasi-moments is due to a similarity of the above relation with the represen­
tation (3.52). 

Expanding in (3.55) the exponential as a Taylor series we can express the quasi-moments 
in terms of cumulants, thus 

f3iik(t) = Aijk(t) 

f3ijkz(t) = Aijkz(t) 

f3ijklm(t) = Aijklm(t) 

f3ijklmn(t) = Aijklmn(t) + 10 {Aijk(t)Almn(t)} 
8 

f3ijklmnp(t) = Aijklmnp(t) + 35 {Aijk(t)Almnp(t)} 
8 

f3ijklmnpq(t) = Aijklmnpq(t) + 35 { Aijkt(i)Amnpq(t)} 
8 

+56 {Aijk(t)Almnpq(t)} 
8 

(3.56) 

The inverse relationships are obtained by taking the logarithm of both sides of (3.55) 
and expanding the logarithm of the right-hand side as a Taylor series. 

Asymptotic expansion of the joint pdf 

The multivariate probability density function can be evaluated, in principle, as an in­
verse Fourier transform of a characteristic function, i.e. 

00 00 

i{z}(z,t)= (2~)n j ··· j ci?{z} (O,t)dOid02 · ··dOn (3.57) 
-oo -oo 
'-v-" 

n-fold 

We use for the characteristic function its expression in terms of cumulants (3.52) separate 
the sum in the exponential and use (3.55), which yields 

(3.58) 
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We note that 

(
2
! )' _l· · · _l exp ( -i t, O, z,)) exp { iA;, ( t )0;, + i>,, ,, ( t )0,, o,, } d01 d02 . .. dOn = (3.59) 

"-v---" 
n-fold 

which is just the multivariate Gaussian density function with the mean values J.l-i = Ai 
and the covariances K-ij = Aij. Next, we interchange the order of integration and 
summation and notice that 

Next the order of differentiation and integration is interchanged, and the integration 
results in 

(3.61) 

where Hi1 i2 ... i,(z) are the multivariate, or generalized, Hermite polynomials. 

Finally the multivariate probability density function is represented by the following ex­
pansion in terms of generalized Hermite polynomials, called a Gram-Charlier expansion 

f{z) ( z, t) = 'l'n( z, p , 1<) { 1 + ~ :, /1;, ;, .. ;, ( t)H;, ;, ... ;, ( z)} (3.62) 

The univariate expansion of the above form is called an Edgeworth series. 

It is worthwhile to note that there can be formulated an expansion of the joint multi­
variate probability density function in terms of functions, or multivariate analogues of 
Hermite polynomials, constructed as the products of univariate Hermite polynomials, 
see e.g. [3.7], [3.8]. Example of application of such an expansion is given in section 3.3. 

3.2.3 Closure techniques 

If the centralized drift vector is given by rth order polynomials, the equations for mo­
ments up to nth order involve the moments of orders up to n- 1 + r. If we decide to 
truncate the hierarchy of moment equations at nth order moments, any closure consists 
in expressing the redundant moments of orders n + 1, n + 2, ... , n- 1 + r in terms 
of moments of orders up to nth. Such expressions can be imposed, based on different 
assumptions. Let us discuss two of the most often used closure techniques. 
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Cumulant neglect closure technique - CNC 

This technique consists in neglecting, or setting equal to zero, all the cumulants of 
orders higher than n. Closure approximations, i.e. the expressions for moments of 
orders n + 1, n + 2, ... , n - 1 + r in terms of lower order moments are obtained by 
means of the relationships between the moments and cumulants, in which the cumulants 
of orders higher than n are set equal to zero cf. (3.54). 

It should be noted, however, that , as Marcinkiewicz theorem [3.9] states it, any stochas­
tic process can have either first- and second-order cumulants non-zero (Gaussian pro­
cess) or all cumulants non-zero. Hence, strictly speaking, no stochastic process exists 
whose cumulants up to the order n > 2 a re non-zero and all others are zero. In other 
words the moments evaluated with the help of cumulant-neglect closure approximations 
are not exact, or actual (true), moments of any stochastic process. They may only be 
regarded as approximations to the actual moments. 

The lowest-order cumulant neglect closure, obtained by neglecting the cumulants of 
orders higher than two, is the so-called Gaussian closure. Then the hierarchy of moments 
equations is truncated at 2nd order moments. 

The problem can be best explained at an example. Consider the system with cubic 
non-linearity. Let us truncate the hierarchy of moment equations at 4th order moments. 
Hence the redundant moments are of 5th and 6th order. The closure approximation 
for 5th and 6th order central moments , resulting from neglecting the 5th and 6th order 
cumulants are, see (3.54) 

"-ijklm(t) = 10 { "-ij(t)Kktm(t)} 8 } 

"-ijklmn(t) = 15 {Kij(t )Kklmn(t)} 
8 
+ 10 {Kijk(t)Klmn(t)L -

30 {Kij(t)Kkt(t)Kmn(t)} s 

(3.63) 

For the formulation of the Gaussian closure for the system with 3rd and 5th order 
polynomial non-linearity see Example Problem 3.2. 

Quasi-moment neglect closure technique - QMNC 

This technique consists in neglecting the quasi-moments of orders higher than n . As 
seen from (3.61) this is equivalent to truncating the series (3.61) at the order s = 3. 
Actual the QMNC will give the same solution for the unprovided moments as if these 
were evaluated by the truncated series (3.62). Since the quasi-moments up to the 5th 
order are equal to the cumulants, the QMNC gives the same results as a CNC up to the 
5th order. The differences begin with the 6th order. Setting the 6th order quasi-moment 
/3ijklmn equal to zero in (3.56) yields 

Aijklmn = -10 {Aijk(t)Almn(t)} 
8 

(3.64) 

Using in (3.64) the expression for the 6th order cumulant (3.54) results in t he closure 
approximation for the 6th order central moments 

(3.65) 
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which differs from (3.63) by the term involving 3rd order moments. 

Corresponding forms of the Gram-Charlier expansion 

Let us now look at the forms of Gram-Charlier expansions corresponding with nth order 
cumulant neglect and quasi-moment neglect closures. 

The Gram-Charlier expansion corresponding with the nth order quasi-moment neglect 
closure involves only the terms of orders up to nth. Such a truncated expansion contains 
obviously a finite number of terms. The closure approximations for moments will be 
obtained exactly the same if the central moments are evaluated by performing the inte­
gration with respect to the tentative joint pdf assumed in the from of such a t runcated 
expansiOn. 

The Gram-Charlier expansion corresponding with the nth order CNCT should be con­
sequently obtained by setting in it the cumulants above the nth order equal to zero. 
As it is seen from the relationships between the quasi-moments and the cumulants, the 
expansion coefficients above the nth order do not vanish, they are just expressed as dif­
ferent products of lower-order cumulants, cf. (3.55). Consequently all the higher order 
generalized Hermite polynomials are present in the expansion, and the expansion is still 
infinite. Evaluating the central moments by performing the integration with respect 
to such a tentative joint pdf yields the same results as the CNCT. It should be noted, 
however, that while evaluating the redundant moments up to the order (n- 1 + r) it 
suffices to keep in the expansion the terms with the Hermite polynomials up to the 
order n - 1 + r only, because the integration with respect to the Hermite polynomials 
of orders higher than n - 1 + r then gives zero. 

3.3 Examples of SDOF non-linear non-hysteretic and hysteretic 
systems 

Example 3.1: Duffing oscillator 

Consider the Duffing oscillator (1.87) subjected to a Gaussian white noise excitation {F(t), t E [0, oo[} 
with the auto-spectral density function So. The stationary variance of the displacement and the velocity 
of the corresponding linear oscillator is known to be, Nielsen [3.10] 

2 _ rrSo 
O'y,o - 2(w~ 

rrSo 

2(wo 

For ease the displacement and the time are made non-dimensional as follows 

r = w0 t 

X(t) = Y(t) 
O'Y,O 

Equation (1.87) can then be written 

(3.66) 

(3.67) 

(3.68) 

(3.69) 
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(3.70) 

where dot means differentiation with respect to the non-dimensional timer . {W(r),r E [O, oo[} is a 
unit intensity white noise, i .e. its auto-covariance function and auto-spectral density function become 

Kww(u) = E[W(r)W(r + u)] = 5(u) 

1 
Sww(w) = 27r 

(3.71) 

(3. 72) 

From (3 .66) and (3.72) follows that the indicated normalization are t antamount to normalize the 
stationary variances of the linear oscillator to (J'y

2 
0 = (J'~ = 1. 

' Y,O 

The stationary solution for the joint probability density function of zT ( r) = [X( T ), X( r)] = [Zl' Z2] 
follows from (3.30) 

(3. 73) 

As seen Z1 (t) and Z2(t) are stochastically independent and Z2(t) ""N(O, 1). Obviously, the stationary 
distribution only exist for K > 0, i.e. for hardening springs. The normalization constant becomes, Wu 
and Lin (3.11] 

C = - 1 
exp (2.) J( 1. (.2...) 

~ 8~~; 4 8K 
(3 .74) 

where J( 1 is the modified Bessel function of the order t· The variance E[Zfj can next be evaluated 
4 

analytically, Wu and Lin (3.11] 

2 j oo 2 ( z{ 1zi) fi(K)-~ (1) ( 1) E[Z1 ] = C z1 exp --- -- dz1 = C- - exp - D_~ -
2 4 4 2 2 8K 2 ~ 

- oo 

where D _ ~ is the parabolic cylinder function of the order -!. 
2 

(3.75) 

In the following the exact result (3.75) will be used to check the accuracy of the cumulant neglect 
closure scheme for the stationary response variance of the oscillator. In order to do this (3.69) is first 
replaced by the following coupled equivalent Ito stochastic differential equations 

(3. 76) 

The moment equations (3.45) then become 

(3.77) 
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~E[Zfl = 2E[Z1Z2) 
dr 

i_E[Z1Z2 ] = E[Zi]- 2(E(Z1Z2)- E[Z{]- ~E[Z{] 
dr 

d 2 2 3 -E[Z2 ] = -4(E(Z2)- 2E[Z1Z2)- 2K:E[Z1 Z2) + 4( 
dr 

~E[Zf] = 3E[Z{ Z2] 
dr 

~E[Z{ Z2] = 2E[Z1Zi]- 2(E[Z{ Z2) - E[Zf]- KE[Z{] 
dr 

~E[Z1Zi] = E(zg]- 4(E[Z1Zi]- 2E[Z{ Z2]- 2K:E[Z{ Z2) + 4(E(Zl ) 
dr 

~E[Z~] = -6(E[Zg]- 3E[Z1Zi]- 3K:E[Zf ZiJ + 12(E(Z2) 
dr 

d 4 3 -E[Zt] = 3E[Z1 Z2] 
dr 

i_E[Zf Z2] = 3E[Z{ ZiJ- 2(E[Zf Z2) - E[Z{]- "E[Zf] 
dr 

i_E[Z{ ZiJ = 2E[ZlZ~]- 4(E[Z{ ZiJ- 2E[Zf Z2)- 2KE[Z{ Z2] + 4(E[Z{] 
dr 

i_E[Z1Z~] = E[Zi]- 6(E[Z1Z~]- 3E[Z{ ZiJ- 3KE[Z{Zi] + 12(E(Z1Z2) 
dr 

i_E[Zi] = -8(E[Zi]- 4E[ZlZ~]- 4"E[Zf Z~] + 24(E[Zi) 
dr 

(3.78) 

(3.79) 

(3.80) 

In the stationary state, the derivatives of these moments must vanish and the indicated differential 
equations reduce to algebraic equations. The restoring force Z1 + K:Zf is an odd function of Z1. In 
the stationary state, where the response from any initial values has been dissipated, there will then 
be no preference for positive or negative displacements. Hence, it can be argued that E[Zl] = 0 => 
E[Z2] = fr E[Z1] = 0. The moment equations (3.78) - (3.80) are then equivalent to the corresponding 
centralized moment equations (3.45). First consider cumulant neglect closure at the order n = 2. Then 
all cumulants above n = 2 are set to zero resulting in , cf. (3.54) 

E[Zf] = 0 } 

E[Z{] = 3(E[Z{])2 

E[Zf Z2] = 3E[Z{lE[ZlZ2 ] 

(3.81) 

Insertion of (3.81) into (3.78) provides 

0 = 2E[Zt Z2) } 

0 = E[Zi)- 2(E[Z1 Z2)- E[Z{]-". 3(E[Z{])2 => 

0 = - 4(E[Zi]- 2E(Z1Z2)- 2K: · 3E[Z{]E[Z1Z2] + 4( 

(3.82) 



0 = E[Z1Zz] } 

0 = E[Z?J - E[Zf] - 31\;(E[Zf])2 => 

0 = -4((1- E[Zi]) 

E[Zf] = -1 + y1 + 12K } 
6K 

E[Zi] = 1 

E[Z1Z2] = 0 

73 

(3 .83) 

Cumulant neglect closure at the order n = 2 then provide the exact solutions E[ZiJ = 1, E[Z1Z2] = 0 
and the indicated approximate solutions for the variance A= E[Zi], which is obtained as the positive 
solutions of the quadratic equation 31\;A2 - A+ 1 = 0. In the same way it can be shown, that the 
cumulant neglect closure solutions for A = E[ZiJ at the 4th order and the 6th order are obtained as 
the positive solutions of the following cubic and quartic equations, Wu and Lin (3 .11] 

(3 .84) 

(3.85) 

The solution (3.83) for E[ZiJ is identical with the so-called Gaussian closure result, obtained by cal­
culating the expectations on the right-hand side of (3.82) assuming Z1 and Z2 to be jointly normal 
distributed with the covariance E[ZiJ, E[Zi] and E[Z1Z2]. The indicated solutions (3.83), (3 .84) and 
(3.85) have been checked with the exact results as a function of/\; as shown in figure 3.1. The most im­
portant observation is that cumulant neglect closure technique underestimates the stationary variance 
and that the improvement from the 4th to the 6th order closure is modest. Hence, it can be concluded 
that if the cumulant neglect closure scheme converge to the exact result at all , the rate of convergence 
is at least very slow. 

0. 50 

20 40 

K 

60 

-- E1oc:t 5olution 

___ Cumulon1s btyond 1ht 
61h ordor neq1ec1ed 

_ • _ Cumulon1s beyond 1ht 
41h ordu ntqlec1ed 

--- Gau,,ion closure 

Fig. 3.1. Stationary variance of a Duffing oscillator under external white noise excitation as a function 
of the non-linearity parameter /\; 1 Wu and Lin (3.11]. 

Example 3.2: SDOF hysteretic system 

Consider the bilinear oscillator (1.92), (1.95) subject to white noise excitation. In the considered non­
linear formulation as defined by (1.90) , (1.94) this system can be represented as the following equivalent 
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system of 1st order Ito stochastic differential equations. 

dZ1 = Z2dr } 

dZ2 = (-2(Z2- aZ1- (1- a)Z3)dr + 2y'(dW(r) 

dZ3 = ~t(Z2, Z3)Z2dr 

where 

(3.86) 

(3.87) 

where Z3 ( T) = g_(_d is a non-dimensional hysteretic component and zo = .!LQ... is a non-dimensional 
O'y O'y 

yield-level. In the non-dimensional formulation zo becomes a measure of the strength, or heaviness, of 
the excitation. Small values of zo correspond to heavy excitation (since uy > > zo) and the large values, 
to light excitation. A value zo = 1 (uy = qo) may be classified as medium to large excitation. ~t(Z2 , Z 3 ) 

can be interpreted as a non-linear, state-dependent spring stiffness on the hysteretic component Z3 . 

K = 0 on the plastic branches , and K = 1 on the elastic branches as shown in figure 3.2. 

K=l 

Z 1=Y 

K = 11 

l~t= O I 
-zo' I I 

I I 
I I 

I ........ 
a Z 1+(1- a)Z3 

........ 
........ 

I 
........ 

Fig. 3.2. The bilinear non-dimensional hysteretic restoring component Z 3 and the total restoring force 
aZ1 + (1- a)Z3 as function of the system deflection Z1 , Nielsen et al. [3.12]. 

Obviously, there is a finite probability of attaining the plastic states Z3 = ± zo . This means t hat the 
marginal probability density function fz

3 
(z3, t) for the hysteretic component must be of the mixed 

type with a continuous distribution for Z3 E] - zo, zo [ and discrete probabilities at Z3 = ±zo. From 
the physical reasoning f z 3 (z3, t) is then assumed on the form 

(3.88) 



75 

where f~3 (u) is continuous. As seen, the discrete probability mass concentrations at Z3 = ±zo are 

Joo f~ (u)du and J- zo f~ (u)du, respectively. The form of pdf (3.88) was first suggested by Minai 
zo 3 -00 3 

and Suzuki [3.13] and will be referred to as a Minai an Suzuki modification of the continous type pdf 
f~ 

3 
( u) in what follows . 

In order to close the system of moment equations in this case a tentative joint probability density for 
the state vector with the indicated Minai-Suzuki modification is suggested. 

(3.89) 

For /~1 z2 z3 (zl,zz,z3) the following Gram-Charlier expansion is applied, cf. Dashevski [3.14], Assaf 
and Zirkle [3.15]. 

(3.90) 

where 

[i/2) 

H ;(x) = L( -1)a a;,axi-Za, 

a=O 

i !2-(> 
ai,a = - - --

ad(i- 2a)! 
(3.91) 

(3.92) 

<p(x) is the probability density function of a standardized normal variate, H; (·) is the Hermite poly­
nomial of the ith degree and [·] denotes the integer part. T he expansion (3.90) implicitly assumes the 
response of the oscillator to be zero mean , i.e. E[Z1] = E[Z2 ] = E[Z3] = 0 

The expectation E[·]o in (3.92) are with respect to the joint pdf /~1 2223 
(z1, zz, z3) which equally 

fulfills the zero-mean condition. It then follows from (3.92) that c?j k = 0, i + j + k odd. Moreover, it 

follows directly from (3 .92) that c800 = 1 and c~00 = c8 20 = c802 = 0. The remaining non-trivial free 
parameters of the tentative pdf (3.89) including <T~ , <7~2 and <7~3 are determined from the following 
joint moment relations, as derived from (3.89) and (3.90). 

N 

E[ZiZ2 Z3] = (<7~1 )
1 (<7~ 2 )m(<T~3 )n L c?jkrf,iTm,jrn,k Sn,k(f3) 

i+j+k=O 

where (3 = -!f- and 
u Za 

1
00 

I { 0, 
r1,i = u H;(u)<p(u)du = .

1 -oo t.al,(l-i)/2' 

( i > l) V (l - i odd) 

( i ~ l) 1\ ( l - i even) 

(3.93) 

(3.94) 
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a) 

b) 

c) 

{ ~n ,k + 2 2:::~~~] ( -1)<> ak,a (,entk-2a (.B) - tn+k -2a(,B)) 

tk(,B) = i oo ukr,p(u)du 

crz, 

2.0 stm. 

1.5 
. ... .... .,;..·.::...·....-..-.... ::,·;.,..,..,.. 

1.0 ... ;..... ........ .. ;;·,;:,.,.,.,. -------------
0.5 

0.0 
.,. 
21f 

0 2 4 6 8 10 

crz, 

2.0 stm. 

1.5 

1.0 • • • .!.! :..!.'.!.! ::.: .. :.:;; ::_.:.::..::::..:..!! ·.:=-----------
0.5 

0 .0 
.,. 

21f 

0 2 4 6 8 10 

crz, 

3.0 stm. . 
/ . . . / . . / . 

2.0 .'/ 
.~ 

1.0 • ·J.i' 

//" 
--------

0 .0 .,. 
21r 

0 2 4 6 8 10 

(n-kodd ) 

(n- k even) 
(3 .95) 

(3.96) 

Fig. 3.3. Standard deviation crz 1 (r) of non-dimensional displacement response, ( = 0.05 , zo = 1.0. 
- - -: Minai-Suzuki modification, Gram-Charlier expansion at order N = 4. - ·- · - : Gaussian 
closure. N = 2. a) a= 0, b) a= 0.1 and c) a = -0.1. 
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tk can be explicitly expressed in terms of r.p(f3) and ~({3), where ~({3) is the distribution function of 
a standardized normal variate. o-~ 1 = o-z1 and o-~ 2 = o-z2 follow directly from (3.93). For the case 
N = 4 o-z3 is determined from the transcendent equation 

(3.97) 

Note that (3.97) is obtained from (3.93) by setting c804 = 0. This restriction has been imposed in order 
to prevent negative side loops of the approximate joint pdf and has the consequence that it cannot be 
calibrated to E[Zj]. 

The stochastic response of the system (3.86) is searched for in case the system starts from rest with t he 
initial values (Z1 , Z2, Z 3 ) = (0, 0, 0) . The results for the non-stationary variation of the displacement 
standard deviation o-z1 (t) obtained from the present theory using a Minai-Suzuki modified Gram­
Charlier expansion truncated at the order N = 4, have been compared in fig. 3.3 with those obtained 
by Monte-Carlo simulation and by a Gaussian closure. The considered system has the damping ratio 
( = 0.05 , the non-dimensional yield level zo = 1 and the considered values of the post to primary 
stiffness ratio are Cl( = 0.0, Cl( = 0.1 and Cl( = - 0.1. Positive values of Cl( correspond to less non-linear 
systems. Hence, it is quite natural, that equivalent linearization is doing best in the case Cl(= 0.1. For 
the cases where Cl( ~ 0.0 the oscillator will not have a stationary distribution, but the displacement 
variance grows to infinity, whereas the Gaussian closure predicts a stationary variance in this case as 
seen from figs. 3.3 a and 3.3 c. 

The overall conclusion from this example is that if any success in prediction of the response variance 
of heavily non-linear hysteretic oscillators is to be made , a closure scheme must be used which displays 
the physical nature of the system behaviour , such as t he indicated Minai-Suzuki modification. Further, 
the nonstationary variance drift for Cl( ~ 0 is hidden in the 4th order moments. 
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3.5 Example problems 

3.1 Using exact response probability density function of the Duffing oscillator, evaluate 
the stationary velocity and displacement response variances. 

3.2 Derive the equations for response moments up to the fourth order of t he general 
non-linear oscillator the under a Gaussian white noise excitation and: 

a) Discuss t he stationary solution in the non-linear case. 

b) In the case of a Duffing oscillator apply the following closure approximations: 

- Gaussian closure, 
- cumulant-neglect closure, 
- quasi-moment closure. 
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CHAPTER 4 

RANDOM PULSE TRAINS DRIVEN BY DIFFERENT STOCHASTIC 
POINT PROCESSES 

4.1 Stochastic point processes 

4.1.1 Specification of a random counting process 

Let us denote by N(t) a random counting process, or a random variable, specifying the 
number of events (or time points) in an interval [0, t[. Strictly speaking, an additional 
assumption Pr{N(O) = 0} = 1 should also be imposed. Here, however the occurrences 
of events are not assumed to be independent, since they are not assumed to be Poisson 
distributed. The increment dN(t) of the counting process during an infinitesimal time 
interval is defined as in the section 1.1.2. 

The point process is regular or orderly, if the probability governing the counting measure 
satisfies the following condition 

LPr{dN(t) = k} = O(dt2) ( 4.1) 
k>2 

which means that in the infinitesimal time interval there can only occur, with non-zero 
probability, one event or no event. 

Let us choose from the interval [0, t[ the disjoint infinitesimal time intervals [ti, ti + dt i[, 
i = 1, 2, ... , n. Product density functions are defined as follows, Srinivasan [4.1] 

( 4.2) 

Equivalently, if the point process is regular, the nth degree product density function 
f n ( t 1 , . .. , tn) represents the probability that one event occurs in each of disjoint inter­
vals [ti, ti + dti[, irrespectively of other events in the interval [0, t [, thus 

fn(tl, tz, ... , tn)dtl · · · dtn = Pr{dN(ti) = 1/\ ... 1\ dN(tn) = 1} = 

n 

Pr{/\ dN(ti) = 1} , t1 /= tz /= · · · /= tn (4.3) 
i=l 

In what follows we confine our attention to regular or orderly point processes. In 
particular 

Pr{dN(t) = 1} = fi(t)dt ( 4.4) 
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where h ( t) is the product density of degree one. The regularity assumption ( 4.1) implies 
that 

and 

Pr{dN(t) = 0} = 1- h(t)dt + O(dt 2
) 

E [dN(t)] = h(t )dt + O(dt2
) 

( 4.5) 

(4.6) 

(4.7) 

for arbitrary n. Product density of degree one h(t) represents the mean rate of occur­
rence of events (mean arrival rate). It should be noted that h ( t) is not a probability 
density; its integration over the whole t ime interval [0, t[ yields an expected number of 
events in this interval, which usually is not equal to one 

t t [ t l J h(r)dr = J E [dN(r)] = E J dN(r) = E[N(t )] 
0 0 0 

(4.8) 

Product density of degree two, satisfying the relationship 

(4.9) 

specifies the correlation between arrival rates at two different t ime instants t 1 , t 2 (or the 
correlation of increments of the counting measure N( t) on disjoint infinitesimal time 
intervals). 

If k out of n time instants are set equal, i.e. t h = t 12 = · · · = t ik , or k out of 
n infinitesimal intervals all overlap, the product density of degree n degenerates to 
( n - k + 1 )th degree product density, thus 

E [}] dN(t;) l t __ , = E [fi' dN(t;){ dN(t;, ))' l = 
)1- - ,k 

r = 1, ... ,k (4.10) 

For example 

(4.11) 

Joint density function, defined as 

( 4.12) 
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specifies the probability that one event occurs in each of disjoint intervals [ti, ti + dti[ 
and there is no other events in the whole time interval [0, t [, i.e. that there is exactly 
N(t) = n events. 

The following relationships between the product density and the joint density functions 
hold, cf. Srinivasan [4.1] 

t t !···! 1rn(tl,··· ,tk,tk+l, ··· ,tn)dtk+l· .. dtn(4.l3) 
0 0 
'-v-" 

(n-k)-fold 

The probability that exactly n events occur in the time interval [0, t[ is evaluated as, 
Srinivasan [4.1] 

t t 

Pr{N(t) = n} = ~! ! · · · J 7rn(tl, tz , .. . , tn)dt1dtz · · · dtn (4.15) 
0 0 
'-v-" 
n-fold 

Moreover the correlation functions of the nth degree are defined in terms of product 
densities as, Stratonovich [4.2] 

91(t) = h(t) } 

gz(tl,tz) = !z(t1,tz)- h(tl)h(tz 

93(t1,tz,t3) = h(ti,tz,t3)- 3{h(ti)fz(tz,t3)L +2h(tl)h(tz)h(t3) 

(4.16) 

where { · · · } s denotes the symmetrizing operation, i.e. the arithmetic mean of all terms 
similar to the one in brackets and obtained by all possible permutations of h, t2 , t3 . For 
example 

4 .1.2 Poisson process 

Poisson process is a special case of a point process, whose increments dN( t) defined 
on disjoint time intervals dt are independent. The non-homogeneous Poisson process is 
completely characterized by its first-order product density 

h(t) = v(t) (4.18) 
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which is the intensity of the Poisson process. 

Higher-order correlation functions are equal zero 

n>1 

Due to the independence of increments ( 4.2) becomes 

n 

fn(tJ, ... ,tn) =IT v(ti) 
i=l 

( 4.19) 

( 4.20) 

Substituting (4.20) in (4.14) and in (4.15) one obtains, respectively, cf. e.g. (4.3, 4 .4] 

?rn(tl, ... ,tn) =IT v(ti)exp ( - j v(r)dr) 
t=l 0 

( 4.21) 

Pr{N(t) = n) = ~! (! v(r)dr) n exp (-I v(r)dr) ( 4.22) 

For a homogeneous Poisson process (v(t) 
expresswns 

(vt)n 
Pr{N(t) = n} = -

1
- exp( -vt) 

n. 

4.1.3 Renewal processes 

V const.) one obtains the following 

( 4.23) 

( 4.24) 

( 4.25) 

The renewal process can be defined a.s a sequence of random time points t1, t2, . .. , tn 
on the positive real line, such that 

i = 2,3, ... } 
( 4.26) 

where the time intervals {Ti, i = 2, 3, ... } between the successive points, called interar­
rival times are the positive, independent and identically distributed random variables. 
The point process is called an ordinary renewal process if the time T1 measured from 
the origin to the first event has the same distribution as other time intervals Ti. This 
means that the t ime origin is placed at the instant of Oth , or initial, event which is not 
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counted. If T1 has another distribution than other time intervals Ti, the point process 
is called a general or delayed renewal process. In that case the time origin is p laced 
arbitrarily. 

An ordinary renewal process can be defined equivalently as the sequence of positive, 
independent and identically distributed random variables {Ti, i = 1, 2, .. . }. 

Consider an interval [0, t[ of the t ime-axis. An ordinary renewal density h0 (t), Cox [4.5], 
Cox and !sham [4.6] represents the probability that a random point (not necessarily t he 
first ) occurs in [t, t + dt[, given that a random point occurs at the origin. A modified 
renewal density hrn( t) represents the probability that a random point (not necessarily 
the first) occurs in [t, t + dt[, with arbitrarily chosen time-origin. A modified renewal 
density is the first-order product density of the renewal point process 

hrn(t)dt = Pr{dN(t) = 1} = fl(t)dt ( 4.27) 

If this probability is irrespective of the position of the interval [t, t + dt[ on the time-axis, 
the renewal process is stationary. 

Product densities of higher degrees of a renewal process appear to split into a suitable 
product form, Srinivasan [4.1]. To demonstrate that let us evaluate the joint probability 
that one point occurs in [t1, t1 + dtl[ and one in [t2 , t2 + dt2 [. This probability may be 
represen ted as 

Pr{N(t1, it + dtt) = 1/\ N(t2, t2 + dt2) = 1} = 

Pr{N(t2,t2 +dt2) = 11N(t1,t1 +dti) = 1}Pr{N(t1,t1 +dti) = 1} ( 4.28) 

Equivalently, the probabilities of occurrence of points in the infinitesimal time intervals 
[t1, t1 + dt1 [ and [t2, t2 + dt2[ can be expressed, respectively, as: 

( 4.29) 

N(t2)+1 

Pr{N(t,, t, + dt,) = 1} = Pr { ( ~ T;) E [t2 , t 2 + dt2 [} ( 4.30) 

hence 

Pr{N(t1,t1 + dt1) = 1 /\ N(tz,t2 + dt2) = 1} = 

N(tl)+l N (t2)+l 

Pr{( L r i)E [tl , tl+dtl[ /\ ( . L Ti)E[t2-ti ,tz+dtz -tt[ }= 
t=l t=N(t 1 )+2 

N(t l)+ I N(h)+l 

Pr{( L r)E[it,it+dti[}Pr{( . L Ti) E [tz-tt,tz+dt2-tt[ } 
t=l t=N(tt)+2 (4.31) 
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The splitting of probability in ( 4.31) is due to the independence of random variables Ti. 
Then comparing (4.28) and (4.31) one can note that 

( 4.32) 

Each of the probabilities that either one random variable Ti or the sum of two, or the 
sum of three random variables and so on, assumes value in the interval t2 + dt2 - t 1 

is merely a function of t2 - t 1 . It is so in the case of one random variable and also in 
the case of the sum of independent random variables, in which case this probabili ty is 
obtained from the pertinent, multifold convolution of the individual density functions, 
the upper integration limit being t 2 - t 1 . Consequently the conditional probability in 
( 4.28) being the probability of occurrence of one point in [t2, t2 + dt2 [ given that one 
occurs in [t1 , t 1 + dt1 [ is just the function of the difference t2 - t1 and becomes expressed 
by the ordinary renewal density of the renewal process with the origin shifted by t1 , 

Le. 

( 4.33) 

Seeing that 

(4.34) 

one obtains finally 

( 4.35) 

Proceeding likewise one obtains in general 

fn(tl , .. . , tn)dtl · · · dtn = E [dN(ti) · · · dN(tn)] = 

t 1 < t2 < . .. < tn(4.36) 

hence 

t 1 < t2 < ... < tn 
( 4.37) 
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Let us denote the probability density of the random variable X 1 as g1 (t) and the proba­
bility density of each of the variables {Ti, i = 2, 3, . .. } as g(t). It can be shown that the 
renewal densities hm ( t) and h0 ( t) sat isfy, respectively, inhomogeneous Volterra integral 
equations of the second kind, called renewal equations. These equations are derived, 
Srinivasan [4.1], by considering the fact that the occurrence of the point in [t, t + dt[ is 
due to two mutually exclusive events: either it is the first point, or it is the subsequent 
point. If it is the first point, the probability of its occurrence is just g1(t)dt (in the case 
of a delayed renewal process), or g ( t )dt (in the case of an ordinary renewal process). If 
it is the subsequent point , the preceding one has occurred at an arbitrary t-u, u E [0, t[, 
u being the time interval between those two points. This leads to the following integral 
equations 

t 

hm(t) = g1(t) + j hm(t- u)g(u)du ( 4.38) 

0 

t 

h0 (t) = g(t) + j h0 (t- u)g(u)du ( 4.39) 

0 

The renewal densities can be evaluated by taking the Laplace transforms of the equations 
( 4.38) and ( 4.39) , which finally yields, Cox [4.5], Cox and Isham [4.6] 

hm(t) =_c-l { g;(s) } 
1 -g*(s) 

h
0
(t) = _c - l { g*(s) } 

1-g*(s) 

where .c-1 { ·} denotes an inverse Laplace transform. 

( 4.40) 

(4.41) 

A class of the renewal processes which is important in applications are Erlang processes, 
where the time intervals between events have gamma (or Pearson type Ill) probability 
distribution, X i,....., G(k -1,v), with the density function 

k 
V k-1 

g(t) = (k _ 
1
)! t exp( -vt) t > 0 ( 4.42) 

where k = 1, 2, 3, ... A Poisson process is a special case of such a process, specified by 
letting k = 1, in which case the time-intervals have the negative exponential distribution 
characterized by the density function 

g(t) = v exp( - vt) t > 0 ( 4.43) 

An important property of the gamma distribution with density function given by (4.41) 
is that it is the distribution of the sum of k independent random variables, each of whose 
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distribution is negative-exponential with parameter v. Hence the events driven by an 
Erlang process with parameter k can be regarded as every kth events of the generating 
Poisson process with the mean arrival rate v. 

The renewal densities of the Erlang process are (see Example Problem 4.1), 

k=2 ( 4.44) 

k=3 ( 4.45) 

h0 (t) = ~ [ 1 - 2 sin(vt) exp( - vt) - exp( - 2vt)J k = 4 ( 4.46) 

It is interesting to note that, although the Erlang events are every kth Poisson events, the 
renewal densities, which are the mean arrival rates of Erlang events, only asymptotically 
(as t -+ oo) tend to v / k. 

4.2 Random trains of overlapping pulses: filtered stochastic 
point processes 

4.2.1 General case 

A filtered stochastic point process {X(t), t E (0, t(} is defined as 

N(t) 

X(t) = ~ w (t, ti, P i) ( 4.4 7) 
i=l 

where {N(t), t E [0, oo[} is a general counting process, Pi is a vector random variable 
attributed to a random point k In a general case the random variables which are the 
components of the vector P i do not have to be independent, they can be correlated, 
and can be characterized by different probability distributions. Nor the vector random 
variables Pi attributed to different points have to be mutually independent or identi­
cally distributed. The only assumption made at present is that these r andom variables 
are sta tistically independent of the counting process {N(t)} . The non-random func­
tion w ( t, ti, ·) , called the filter function represents the effect at the time t of an event 
occurring at the random instant t i, the event being characterized by a vector random 
variable P i . For causality reasons we shall assume that w (t, r, P i) = 0 for r > t . Hence 
the process ( 4.4 7) represents the cumulative effect of a train of point events occurring 
at random instants ti belonging to the interval (0, t[, described by a general stochastic 
point process. The process X (t), t E [0, oo[} defined by the formula ( 4.46) can be inter­
preted as a random train of general pulses, or signals, with origins at the random times 
ti, w(t,ti, P i) being the pulse shape function. 
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After the division of the interval [0, t[ onto disjoint , contiguous subintervals, X (t) can 
be written down as the Riemann-Stieltjes sum. The limit, in the mean-square sense, of 
the sequence of such sums, is the mean-square Riemann-Stieltjes integral with respect 
to the counting process N(t), or the stochastic integral 

t 

X(t ) = J w(t,T, P(T)) dN(T) ( 4.48) 

0 

where P( T) is the vector random variable prescribed to the point occurnng m the 
interval [T, T + dT[. 

The expected value of the process X(t) is obtained just by averaging the expression 
( 4.4 7), which yields 

t t 

E[X(t)] = J E[w(t,T,P(T))]!I(T)dT = J J w(t,T,p)fp(p ,T)fi(T)dpdT (4.49) 

0 0 Pr 

where f p(p , T) is the joint probability density of the vector random variable P ( T ), which 
may be time-variant, and Pr is the sample space of this vector random variable. 

Subsequent moments of the process X(t) are evaluated by averaging of the pertinent 
multi-fold integrals obtained based on ( 4.48). 

For example, the second-order moment (the mean square) is formulated as 

t t 

E[X2(t)] = J J E[w(t ,T1 ,P(TI))w(t,T2, P(T2))]E[dN(TI)dN(T2)] ( 4.50) 

0 0 

In order to evaluate this integral the degeneracy property of the second-degree product 
density must be taken into account, which takes place within the integration domain , 
for T 1 = T 2 . This yields 

t 

E[X2(t)] = J E[w2(t,T,Pr)]fi (T) dT + 
0 

t t 

J J E [w(t, TI, P( T1 ))w(t, T2, P (T2))) h( T1, T2)dT1dT2 
0 0 

Likewise the correlation function of the process X(t) can be ob tained as 

min(t1 ,t2) 

E[X(ti)X(t2)] = J E[w(t1 ,T, P (T))w(t2,T, P(T))]!I(T )dT + 
0 

(4.51) 
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tl t2 J J E [w (t1, 71, P( 7I))w(tz, 7z, P( 7z)) J h( 71, 7z)d71d7z 
0 0 

The general expression for the nth order moment is 

E[X"(t)] = ~ I E [IT w(t, r,,P(r.))] E [g dN (r,)] 

'-v-"' 
n-fold 

Of course, as 71 ::/= 7z ::/= .. . ::/= 7 n, then 

E [ir dN(7k )l = fn(71, ·· · ,7n)d7l'' ·d7n 
k=1 

( 4.52) 

( 4.53) 

( 4.54) 

In the multidimensional integration domain any possible equatings of the arguments 7k 
take place. Therefore, in order to evaluate the integral ( 4.53) all possible degeneracies 
of nth degree product density fn ( 7 1, ... , 7n) must be taken into account. Moreover, in 
general case the integration is performed with respect to the joint probability density 
of n vector random variables P k , k = 1, 2, . . . , n . 

In particular the expression for the third-order moment is obtained as 

t 

E(X3(t)] = J E [w3 (t,7,P(7))] /I(7)d7 + 
0 

t t 

3 J J E [w\t,71,P(7I))w(t,7z,P(7z))] h(71,7z)d71d7z + 
0 0 

t t t J J J E [w(t, 71, P ( 7I))w (t, 7z , P ( 7z))w ( t , 7J , P( 73 )) J h( 71, 72, 7J)d71d7zd73( 4.55) 

0 0 0 

However, in general, the evaluation of the above integrals becomes cumbersome, es­
pecially in the case of higher-order moments. Then, in the case of a Poisson process, 
it is much easier to handle the cumulants, which can be obtained directly from the 
log-characteristic function, called also a cumulant generating function. In the case of a 
filtered renewal process the recursive expressions for the moments can be obtained from 
the integral equations governing the characteristic function. 
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4.2.2 Filtered Poisson process 

A filtered Poisson process {X(t),t E [O,oo[} is defined as 

N(t) 

X(t) = L w (t, ti, Pi) ( 4.56) 
i=l 

where {N(t), t E [0, oo[} is the counting Poisson process and Pi are independent, identi­
cally distributed random variables having the distribution as a common random variable 
P . The random variables Pi are also assumed to be independent of the counting process 
N(t). 

The characteristic function of a filtered Poisson process ( 4.56) defined as 

il>x(O,t) = E[exp{iOX(t)}] = E [exp (io ~ w(t,t;, P;)) ] ( 4 .57) 

may be expressed with the help of the integral representation ( 4.48) as 

i!>x(O,t) = E [exp ( iO I w(t,r,P(r))dN(r) )] ( 4.58) 

Using auxiliary division of the interval [0, t[ into m contiguous subintervals, of length 
6.rk each, i.e. [rk, Tk + 6.rk[ and representing the stochastic integral in ( 4.58) as the 
mean square limit of the sequence of the Riemann-Stieltjes sums, one obtains, cf. section 
1.1.2 

cp x(B, t) = lim E [exp (ie f, w( t, rk, P( rk)) 6.N( rk))] 
L).Tma.x--+ 0 

k = l 

( 4.59) 

where 6.N( rk) = N( Tk + 6.rk) - N( Tk ). 

Next upon factorizing the exponential of the sum and splitting the expectation one has 

m 

L).r~~---o IT E [exp (iBw ( t, Tk, P( Tk)) ~N( rk)) J 
k=l 

( 4.60) 

The expectation is performed as 
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E[exp(iew(t,Tk,P(Tk)).0.N(Tk))] = 

E [exp (iew(t, Tk, P( Tk)).0.N( Tk)) j.0.N( Tk) = 0 J Pr{ .0.N( Tk) = 0} + 

E [exp (iew(t, Tk, P( Tk)).0.N( Tk)) j.0.N( Tk) = 1 J Pr{ .0.N( Tk) = 1} = 

1 · ( 1- v( Tk).0.Tk + E [exp (iew(t, Tk, P( Tk))) J v( Tk).0.Tk = 

(4.61) 

Taking the logarithms of both sides of (1.59) and using the MacLaurin expansion 
ln(1 + x) = x + O(x2

) yields 

ln 'h( B, t) = L'.r~::'-o ~ ln ( 1+ ( E [ exp ( iBw ( t, Tk, P(r.)))] - 1) v( Tk)L;Tk) = 

lim t (E [exp(iew(t,Tk, P(Tk)))] -1)v(Tk).0.Tk 
IJ..rmo.x-0 

k =l 

( 4.62) 

Hence, cf. Parzen [4.6] 

il'x(B,t) = exp {/ E[exp(iBw(t,T,P)) -l]v(T)dT } ( 4.63) 

The cumulants An ( t) are obtained by differentiation of the log-characteristic function 
ln <P X ( 8, t) as 

( 4.64) 

which yields 

t 

An(t) = j E[wn(t,r,P)]v(T)dT ( 4.65) 

0 

where the mean value J.L(t) = E[X(t)] = .A1 (t) and the variance 0"
2(t) = .A2(t). 
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If the pulse shape function is of the separable form i.e . w (t, ti, Pi)= Piw (t, ti), then 

( 4.66) 

where <I> p ( ·) is the characteristic function of the random variable P. Then the expression 
( 4.65) for the cumulants simplifies to the form of 

t 

An(t) = E [Pn] j wn(t,r)v(r)dr ( 4.67) 

0 

The expressions ( 4.63) and ( 4.65) or ( 4.66) and ( 4.67) can easily be generalized to the 
case of a random vector P. 

4.2.3 Filtered renewal process 

Consider a filtered process {X(t), t E [0, oo[}, driven by an ordinary renewal counting 
process {X(t), t E [0, oo[} in the form of 

N(t) 

X ( t) = L w ( t - t j' Pj) ( 4.68) 
j=l 

where the filter function is assumed to be causal, i.e. w( r, Pj) = 0 for r < 0. The 
random variables Pj are assumed to be independent and to have identical probability 
distributions characterized by t he common density function fp(p ). The probability 
distributions of the interarrival times are characterized by the probability distribution 
function G(t) and by the probability density function g(t). 

The characteristic function <I>x(B,t) of the filtered renewal process X(t) defined by 
( 4.67) appears to satisfy the inhomogeneous Volterra integral equation of the second 
kind. The following derivation is due to Takacs [4.7]. 

The filtered process X(t ) given by (4.68) may be regarded as a sum of the first pulse 
occurring after first interarrival time T1 and the filtered process with the origin shifted 
by T1 , i.e. X (t- T1 ); thus 

( 4.69) 

Suppose that T1 = r . In view of independence of random variables Pj, the conditional 
characteristic function, given that the first pulse occurs at the time T1 = r is expressed 
as 

<l>x(B, tiT1 = r) = E [exp(iBX(t)ITl = r) J = 

E [exp(iw(t- r , PI)) exp(iBX(t - r)) J = f(B, t- r)<l>x (B, t- r) (4.70) 
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where 

00 

r(O,t-r)=E[exp{iOw(t-r,P)}] = j exp[iOw(t-r,p)]fp(p)dp ( 4.71) 

-oo 

is the characteristic function of a single general pulse w( t - r, P ). By unconditioning 
one obtains 

t 

<I>x(O, t) = j <I>x(O, t- r)r(O, t- r)g(r)dr + C 

0 

( 4.72) 

where the integration constant C is evaluated from the obvious condition for 8 = 0 

t 

<I>x(O, t) = 1 = j g(r)dr + C ( 4. 73) 

0 

thus C = 1 - G ( t). Hence the final result is 

t 

<I>x(O,t) = j <I>x(O,t-r)r(O,t-r)g(r)dr+1-G(t) (4.74) 

0 

After differentiating the equation ( 4. 7 4) r times with respect to 8 and after substituting 
8 = 0 the following integral equation governing the moment E [Xr(t )] is arrived at 

(4.75) 

where 

00 

</Yk(t-r)=E[wk(t - r ,P )] = j wk(t- r ,p)fp(p)dp ( 4. 76) 

-oo 

Taking the Laplace transforms ofthe both sides of equation ( 4. 75), solving the obtained 
algebraic equation for the transform of the rth order moment and taking the inverse 
transform one obtains the following recursive expression, Takacs [4. 7]. 

( 4.77) 

where ha( r) is the ordinary renewal density, see ( 4.41 ). 
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The specific formulae for the mean value function E [X ( t)) and the mean square function 
E[X 2 (t)] are obtained as 

t 

E[X(t)] = j (h(t- r)ho(r)dr ( 4.78) 

0 

t t t 

E[X2 (t)] = j (fJ2(t-r)h 0 (r)dr+2 j j <h(t-r)<h(t-u)h0 (u-r)h 0 (r)dudr(4.79) 
0 0 T 

where 

<h(t- r) = E[w(t- r,P)] (4.80) 

<h(t- r) = E[w 2 (t- r,P)] (4.81) 

4.3 Random trains of non-overlapping pulses with Erlang ar­
rivals and truncated Erlang durations: queueing theory meth­
ods 

4 .3.1 Statement of the problem for rectangular pulses 

Consider a train of rectangular pulses whose arrival times are distributed according to 
an Erlang renewal process, i.e. the interarrival times Ta are gamma-distributed random 
variables. The pulses are assumed not to overlap, i.e. each pulse duration completes 
before, or is truncated at, the moment of the next pulse arrival. This means that 
the actual duration Td of the pulse, equals the duration T~ sampled from the original 
(or primitive) gamma (Erlang) distribution if the duration completes before the next 
arrival, and the actual duration is equal the interarrival time if it has not completed 
until the next arrival. In the latter case two consecutive pulses adjoin each other. This 
situation, under the assumption that at the initial time no pulse is acting, is shown in 
fig. 4.1. 

Hence the truncated pulse duration Td is defined as 

if Tci < Ta 

if T~ ~ Ta 
( 4.82) 

The pulses magnitudes, or heights, are given by random variables Pi, which are the 
mark variables associated with the arrival times ti. These variables are assumed to be 
independent and identically distributed as a random variable P. 

The process X ( t) as defined above may be expressed as 

{ 
P· 

X(t) = 01 
pulse "on" after arrival 

pulse "off'' 
( 4.83) 



94 

X(t) T' r-d Td = T~ 

-
Td = Ta ,---

Td = Ta 

Td = T~ 
--l 

Td ::!: T~ -- - --- --, 
I 

I I 
_l 

I I 
I T' I 
I d 
I I 
I I 
I I t 

/ ' I 

)( )( Ta )( )( Ta )( Ta )( Ta )( 

Fig. 4.1. Train of non-overlapping, truncated rectangular pulses. 

It is here convenient to represent the probability density of interarrival times Ta in the 
form of 

(vk)k k- 1 
gr,. (t ) = (k- 1)!t exp(-vkt) , t > 0 ( 4.84) 

As seen from ( 4.42), this defines the mean arrival rate of generating Poisson events as 
vk. The primitive pulse duration Td_ has the probability density 

( ) (p,Z)l l-1 ( l ) 
9r; t = ( l _ 1)! t exp - J.l t , t > 0 ( 4.85) 

The probability density function grd (t) of the truncated pulse duration defined by ( 4.81) 
is hence expressed as 

grd (t )dt = Pr{Td E (t , t + dt)} = 

Pr{Td E [t, t + dt [ I Td, < Ta} Pr{ Td, < Ta }+ 

Pr{Td E [t , t + dt [I Td, 2:' Ta} Pr{Td, 2:' Ta} = 

Pr{Td_ E [t, t + dt [} Pr{Ta > t} + Pr{Ta E (t, t + dt [} Pr{Td_ 2:' t} 

The result is 

grd(t) = gr;(t)( l - Fr,.(t)) + gr,.(t)(l- Fr~(t)) 

( 4.86) 

( 4.87) 
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The probability distribution function Frd(t) is obtained as 

t t t 

Frd(t) = J grd(T)dT = J gy~(T)(1 - Fra(T ))dT + J gra(T)(1- Fr~(T))dT (4.88) 

0 0 0 

Integrating by parts yields the result, Shinozuka [4.8]. 

t 

Frd(t) = Fr~(T)(1- Fra(T))i: + J Fr~(T)gra (T)dT + 
t 0 

Fra ( T) ( 1 - Fr~ ( T)) I: + J Fra ( T )gr~ ( T )dT = 
0 

Fr~(t)- Fr~(t)Fra(t) + Fra(t) - Fra(t)Fr~(t) + Fra(t)Fr/t) = 

Fr~ ( t) + Fra ( t) - Fr~ ( t )Fra ( t ) = 1 - ( 1 - Fr~ ( t)) ( 1 - Fra ( t)) ( 4.89) 

The remaining "off'' time between the consecutive pulses, i.e. the time gap between 
them Tr = Ta- Td, Tr > 0, may be expressed as 

(4.90) 

The probability density function grr ( t) of the remaining time Tr is expressed as 

grr(t )dt = Pr{Tr E [t, t + dt[} = 

Pr{Ta - Td E [t, t + dt[!\Ta- Td > 0} + Pr{Ta - Td E [t, t + dt[!\Ta - Td = 0} = 

Pr{Ta- T~ E [t, t + dt[} + Pr{Ta- Td E [t, t + dt[i Ta - Td = 0} Pr{Ta- Td = 0} = 

Pr{Ta E [T~ + t, Td + t + dt[} + Pr{Ta E [Ta + t, Ta + t + dt[} Pr{Ta ~ Tn (4.91) 

which yields 

00 00 

gr)t) = J gra(t + T)gr~(T)dT + 8(t) J Fra(T)gr/T)dT ( 4.92) 

0 0 

The probability distribution function Fr,.(t) is then obtained as 

t 00 00 

Frr(t) = J grr(T )dT = J Fra(t + T)gr~(T)dT + l (t) J FrJT)gr~(T)dT (4.93) 
0 0 0 
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where l (t) is the Heaviside's unit step function, cf. (1.18). 

4.3.2 Differential equations governing the Markov state probabilities 

Since the arrival and loading processes are Erlang distributed with integer parameters k 
and l, respectively, the so-called "phase approach" of the queueing theory will be used 
[4.9, 4.10]. The interarrival times and the loading processes (pulse durations) are made 
up of the negative exponential distributed variates , called "phases". The states of the 
process are defined as the coincidences of different phases of the arrival and loading 
processes. Due account must also be taken of the fact that when the pulse is truncated 
then two consecutive pulses are contiguous. Thus the arrivals of phases are Poisson 
distributed with parameter vk. Hence a new phase of the arrival process occurs in 
the time interval [t, t + .6.t[ with probability vktit. A phase of the loading process is 
completed in the time interval [t, t+.6.t[ with probability J.Ll.6.t. There may be k "empty" 
phases of no load and each of k phases of the arrival process may coincide with each of l 
phases of the loading process. Thus the total number of different states is k( l + 1 ). Let 
us enumerate the states as i = 1, 2, ... , k(l + 1) . Different possible sequences of states, 
in the case k = 2 and l = 2, are illustrated in figure 4.2. 

1 2 
CD (2) ~ Q) ® CD @ ~ ¥ 1 2 1 2 

1 2 
CD Q) )I( (]) !~I® I Cl) ~ f 1 2 1 2 

1 2 
CD Q) ~( (]) @ ® IQ) 

1~ 1 2 1 2 
1 2 

CD Q) ~ (]) @ : ® Q) ~ ¥ 1 2 1 I 2 
1 2 

CD w J( G) @ 
I 

® IQ) I 
I 

¥ 1 2 1 I 2 
1 

CD w J( G) G) I G) 
¥ 1 2 1 2 

Fig. 4.2. Sequence of different possible states of a train of non-overlapping rectangular 
pulses with Erlang arrivals and truncated Erlang durations, in the case of k = 2 and 
l = 2. 



97 

These states are described by a Markov process S(t), because the probability of the 
system being in a given state at the subsequent time depends merely on the states at 
the preceding time. The differential equations governing the probabilities Pi(t ) that the 
system is in state i at time t , i.e. Pi(t) = Pr{S(t) = i} are derived according to the 
general scheme 

k(l+l ) 

Pi(t + 6.t) = L Pr{S(t + 6.t) = i I S(t ) = j}Pj(t) 
j=O 

( 4.94) 

where the conditional probabilities are just the transition probabilities of the pertinent 
Markov chain. An example chain of Markov states, for k = 2 and l = 2 is shown in fig. 
4.3. In the present problem the following equations are obtained [4.11, 4.12]: 

P1 (t + 6.t ) = P1 (t)(1- vk6.t ) + Pk+z(t )J.tl6.t 

Pi(t + 6.t) = Pi- l(t)vk6.t + Pi(t)(1- vk6.t) + Pk+iz(t)J.Ll6.t , 1 < i::::; k 

1-1 

Pk+l(t + 6.t) = Pk(t)vk6.t + Pk+l(t)(1 - vk6.t)(1- }.ll6.t) + L Pk(l+ l)-r(t)vk6.t 
r=O 

Pi(t + 6.t) = Pi-I(t )J.Ll6.t + Pi(t)(1- vk6.t)(1- J.Ll6.t ) , k + 1 < i::::; k + l 
Pi(t + 6.t)=Pi-z(t)vk6.t + Pi- 1 (t )J.Ll6.t + Pi(t)(1- vk6.t)(1 - J.Ll6.t) 

i > k + l , i =/= k + sl + 1 , s = 1, . . . , k - 1 

Pi(t + 6.t) = Pi-z(t)vk6.t + Pi(t)(1- vk6.t)(1- J.Ll6.t) 

i > k + l , i = k + sl + 1 , s = 1, ... , k - 1 

vk6.t 

}.ll6.t n 
80 

( 4.95) 

Fig . 4.3. Scheme of a chain of Markov states for a train of non-overlapping rectangular 
pulses with Erlang arrivals and truncated Erlang durations, in the case of k = 2 and 
l = 2. 
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The corresponding differential equations are written as, see lwankiewicz and Rackwitz 
[4.11], [4.12] 

P1 = -P1 vk + P k+zJJl 

pi = Pi- 1vk- Pivk + Pk+izJJl , 1 < i :::; k 
l-1 

Pk+l = Pk vk - P k+l(vk + JJl) + L Pk(l+I) - rVk 
r = O 

k+1 <i :s;k+l 

1\ = Pi-Wk + Pi-IJJl- Pi(vk + JJl ) 

i > k + l , i =/= k + sl + 1 , s = 1, ... , k- 1 

pi = Pi- Wk - Pi(vk + JJl) , i > k + l, C= k + s l + 1 , s = 1, ... , k- 1 

The probabilities Pi(t) must satisfy the normalization condition 

k(l+l) 

L Pi (t) = 1 
i=l 

The probabilities of the load being "off'' and "on" are given, respectively, by 

Poff(t) = Pr {.Y, S(t) = i} = t P;(t) 

{ 

k(l+ l ) } k(l+l) 

Pon(t) = Pr i=~l S(t) = i = i~l Pi(t) 

The associated initial condit ions 

Po ,i = Pi(O) = Pr{S(O) = i} , i = 1, 2, ... , k(l + 1) 

may be specify that at the initial instant the pulse is "off'' 

k 

LPi(O) = 1 
i=l 

that it is "on" 
k(l+l) 

L Pi(O) = 1 
i=k+l 

or that the start is completely random 
k(l+l) 

L Pi(O) = 1. 
i=l 

( 4.96) 

( 4.97) 

( 4.98) 

( 4.99) 

(4.100) 

(4.101) 

(4.102) 

( 4.103) 



99 

4.3.3 Moments of the train of rectangular non-overlapping pulses 

Mean value of the process X(t) defined by ( 4.82) and ( 4.83) is obtained as, cf. ( 4.98) 
and ( 4.99) 

!'x(t) = E [ X (t)l ,Y, S(t) = il Pr {.Y, S(t) = i} + 

E [xc~fS:: S(t) = i] Pr tS:: S(t) = i} = 

0 · 'Poff(t) + E[P]'Pon(t) = E[P]'Pon(t) ( 4.104) 

The auto-correlation function J-txx(ti ,tz ) = E[X(tl)X(tz )], t1 < tz, of the train of 

non-overlapping rectangular pulses X(t ) defined by ( 4.82) and ( 4.83) may be evaluated 
as 

!'xx(t1 , t2 ) = E [ X(t1)X(tz)l (Y, S(t1) = i) A u. S(tz) = j) l x 

Pr { (Y, S(t.) = i) A (Y, S(tz) = j)} + 

[ ( 

k ) (k(l+l) ) l 
E X(t.)X(tz)l Y. s(t.) = i A ;~Y+l S(tz) = j X 

{ ( 

k ) (k(l+l) ) } Pr V S (ti) = i 1\ . V S(tz) = j + 
t=l ]=k+l 

(

k(l+l) ) ( k ) 

E[x(t,)X(t,)l •~~.SCt•l = i A Y. S(t, ) = j ] x 

{ (

k(l+l) ) ( k ) } 
Pr . V S(t1 ) = i 1\ V S(tz) = j + 

t= k+1 ]=1 

[ (

k(l+l) ) ( k(l+l) ) l 
E X (t1)X(t2 )1 •~~~ S(t1) = i A ;~Y+I S(tz) = j x 

{ (

k( l+l) ) (k(l+l) ) } 

Pr i=y+
1 

S(ti) = i 1\ i=y+
1 

S (t2 ) = j = 

E X(ti)X(tz)l . V S(ti) = i 1\ . V S(tz) = j x 
[ (

k(l+l) ) ( k(l+l) ) l 
t=k+l ]=k+l 

{ (

k (l+l) ) ( k(l+ l ) ) } 
Pr . V S(ti) = i 1\ . V S(tz) = j 

t=k+l ]=k+l 

(4.105) 
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The result is justified by the fact that all other expectations are equal zero. The prob­

ability Pr { ( v:l~:~i S(t1 ) = i) 1\ ( V~~t~i S( t2) = j)} is just the probability that at 

the time t1 the pulse is "on", i.e. X (tl) = P(tl) and at the time t2 the pulse is "on", 
i.e. X(t 2 ) = P(t2 ). This situation can arise in two exhaustive and mutually exclusive 
ways: either it is the same pulse and P(tl) = P (t2) or these are two different pulses 
and P(tl) =/=- P(t2). Consequently the auto-correlation function may be expressed as 

[ (

k(l+l) ) ( k(l+l) ) l 
E X (t,)X(t,)l ,~'Ll S(t,) = i /1 ;~Y+l S(t,) = j /1 X(t,) i X(t,) X 

{ (

k(l+l) ) ( k(l+l) ) } 
E 2 [P]xPr .v S(t1)=i 1\ .v S(t2)=j /\P(tl)=!=- P(t2) = 

t=k+l ]=k+l 

( { ( 

j ) ( k(l+l) ) } E [P2] x Pr . V S(tl) = i 1\ . V S(t2) = j 1\ P(ti) = P(t2) + 
t=k+l ]=k+l 

{ (

k(l+l) ) (k(l+l) ) } ) 
Pr . V S(ti) = i 1\ . V S(t2) = J. 1\ P(tl) = P(t2) + 

t=J+l ] = k+ l 

E
2
[P ] x ( Pr { c~1 S(t,) = i) 11 c:z: S(t,) ~ j) /1 P(t1 ) I P(t, )} + 

Pr { ( '(\/ S(t1) = i) 1\ ( ' \/ S(t,) = j) 1\ P (t1 ) =/=- P(t2)}) 
t=J+ l ] =k+l 

( 4.106) 

Let us notice that for (V7l1j+;{ S(ti) = i) 1\ (V~~t~i S(t2) = j ) , i.e. for i> j 

Pr {S(t1) = i 1\ S(t2) = j 1\ P(t1 ) = P(t2)} = 0, t2 > t 1 ( 4.107) 
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because if the states S (t 1) = i and S(t2) = j belong to the same pulse, i cannot be 
greater than j . 

Further for i > j and t1 < t2 

Pr{S(t1) = i 1\ S(t2) = j 1\ P (t1) =/= P (t2)} = Pr{S(t1) = i 1\ S(t2) = j} (4.108) 

which follows from 

Pr{AnB} = Pr{A} if A c B ( 4.109) 

and here A= (u~i1!:{S(t1 ) = i) n (u;~i~is(t2) = j) and B = {P(t1) =!= P (t2)}. In 

other words the situation i > j can only occur if S ( t I) = i and S ( t2) = j belong to 
different pulses. The probability at the right-hand side of ( 4.108) is expressed as 

( 4 .110) 

where 

(4.111) 

is just the probability Pj (t2 - t1 ), evaluated with the following initial condition at 
t2- tl = 0 

k=i 

k =I= i 

where Dik is the Kronecker delta. 

(4.112) 

Finally, for (V{=k+I S(t1) = i) A (v;~i~i S(t2 ) = j), i.e. i ~ j, seeing that this may 
occur either if P(tl) = P(t2) or if P(t1) =/= P(t2), which are two exhaustive and mutually 
exclusive events, 

Pr {S(t1) = i 1\ S(t2) = j} = 

Pr {S(tl) = i 1\ S(t2) = j 1\ P (t1) = P(t2)} + 
Pr {S(t1) = i 1\ S(t2) = j 1\ P(tl) =/= P(t2)} = 
Pr {S(tl) = i 1\ S(t2) = j} Pr {P(tl) = P(t2)} + 
Pr {S(t1) = i 1\ S(t2) = j} Pr {P(t1) =/= P (t2)} = 
Pr {S(t1) = i 1\ S(t2) = j} Pr{Td > t2- tl} + 
Pr {S(t1 ) = i 1\ S(t2) = j} Pr {Td < t2 - t1} = 

ITii(t2 -tl)Pi(ti) (1 -Frd(t2 -t1)) + ITii(t2 - tl)Pi(ti)Frd(t2 -tl) (4.113) 
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After using the results (4.107), (4.108) and (4.113) in (4.106) we arrive at the following 
expression for the auto-correlation function, for t 1 < t2 

j k(l+l) 

/-lxx(t1 't2) = E [P2] L L n ij(t2- t1)Pi(t1) ( 1- Frd (t2- tl)) + 
i=k+l j=k+1 

j k(l+l) k(l+l) k(l+l) 

E2 [P] L L ITij(t2-t1)Pi(t1)FrAt2-t1)+E2[P] L L ITi j(t2 - ti)Pi(tl) 
i=k+lj=k+l i=j+lj=k+l 

( 4 .114) 
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4.5 Example problems 

4.1. Evaluate the ordinary renewal density for an Erlang process with k = 2, k = 3 
and k = 4. 

4.2. Evaluate the cumulants of the filtered Poisson process, by differentiating the log­
characteristic function. 

4.3. For a train of non-overlapping rectangular pulses with k = 1 and l = 1, k = 1 
and l = 2, k = 2 and l = 1, do the following: 

- evaluate the probability density and distribution functions of a truncated pulse 
duration and of a time gap between the consecutive pulses, 

- draw the chain of Markov states, 

- formulate the set of differential equations governing the Markov states proba-
bilities, 

- evaluate "on" and "off'' probabilities, assuming different initial conditions. 
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CHAPTER 5 

DYNAMIC RESPONSE OF NON-LINEAR SYSTEMS TO POISSON IM­
PULSE PROCESS EXCITATIONS. NON-DIFFUSIVE MARKOV PRO­
CESS TECHNIQUES 

5.1 Governing stochastic integro-differential equations 

Consider a multi-degree-of-freedom non-linear dynamical system subjected to a train of 
impulses driven by a Poisson process. Let us confine attention to the univariate Poisson 
process. The system state variables are governed, in a general case of the excitation, by 
the equation 

d N(0 
- Z (t) = c(Z(t), t) + L b (Z(t), t, Pi)8(t- ti) = 
dt i =l 

00 

c(Z(t), t) + L b (Z(t), t, Pi)8(t - ti)i(t - ti) (5.1) 
i=l 

where i (t - ti) is t he indicator function defined by (1.16). In general, the initial condi­
tions can be non-zero and random, given by the vector random variable 

Z(O) = Zo (5.2) 

Assumptions about the train of impulses, i. e. about the the counting process { N (t), t E 
[0, oo[} and about the random variables Pi are the same as in the section 1.1.2. 

It is assumed that the compound Poisson process characterized by the counting process 
{N(t), t E [O,oo[} and by the random variables Pi is statistically independent of the 
initial conditions, i.e. of the random vector Zo. 

Integration ofthe governing equat ion (5.1) over the time, with regard to the Dirac delta 
function in the integrand, leads to the following equation 

t 00 

Z(t) = Zo + J c(Z(r ), r)dr + Lb(Z(ti), ti ,Pi)i(t- ti) 
i= l 

t 0 N(t) 

= Zo + J c (Z (r ),r)dr + L b(Z(ti),ti, Pi) 
i=l 

(5.3) 

0 

where the last term (the excitation term), is just analogous to the filtered Poisson process 
and can be substituted by an integral with respect to the Poisson random measure, cf. 
(1.15), (1.54). This results in the following integral equation 

t t 

Z (t) = Zo + J c(Z(r), r)dr + j j b (Z (r) , r ,p)M(dr,r,dp,p) (5.4) 

0 0 p 
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whose equivalent integro-differential form , slightly more general than (2. 78), is 

dZ(t) = c(Z(t),t)dt+ J b (Z(t ), t ,p)M(dt,t ,dp,p) (5.5) 

p 

and the corresponding differential form is 

dZ(t) = c(Z(t), t)dt + b(Z(t), t, P(t ))dN(t) (5.6) 

together with the initial conditions (5.2). 

Hence the state vector Z(t ) of the dynamical system subjected to a Poisson-distributed 
train of impulses is, provided that the impulse process is statistically independent of the 
initial conditions, a non-diffusive Markov process, the so-called P oiss on-driven Markov 
process. 

In what follows let us assume, for the sake of simplicity that the process has zero init ial 
conditions. 

5.2 Available solution for the probability density of the response 

The possibilit ies of solving the equation for the response probability density of the 
Poisson driven systems are even more limited as it is in the case of Gaussian white 
noise driven systems. Renger [5.2] presented an exact solution in the case of a linear 
first order filter (single state variable system), but no exact solut ions are known for 
vibratory systems, not even in the case of a simple linear oscillator. Roberts [5.3] 
devised a perturbation technique, the use of which was only shown for a linear oscillator. 
The perturbation technique due to Cai and Lin [5.6] which is outlined herein is more 
general and is applicable to the non-linear problems belonging to the class of generalized 
stationary potential, i. e. the class for which the exact stationary solution of the usual 
Fokker-Planck equation can be obtained, cf. Lin and Cai [5.4] and Cai and Lin [5.5]. 

Consider a SDOF non-linear system governed by the stochastic equations 

(5.7) 

where, of course, c1(Z1, Z2 ) = Z2 , b1 = 0. 

The forward Kolmogorov-Feller equation governing the response probability density 
f { z} ( z 1 , z 2 , t) is represented as the following Kramer-Moyal expansion of t he integro­
differential operator , cf. (2.87) 
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8 
Oi !{z}(zl, Z2, t) = 

8f{z}(z1,z2,t) 8 ( ) 1 2 8
2 

( 2 ) 
-z2 oz

1 
- oz

2 
c2(z1,z2)f{z}(z1,z2,t) +

2
,vE[P ]

0
zi b2(z1,z2)!{z}(z1,z2,t) 

- ;,vE[P3]::g (b~(z1,z2)f{z}(z1,z2,t)) + ~!vE[P4]!
4

i (b~ (z1,z2)f{z}(z1,z2,t))- · ·· 

(5.8) 

In order to devise the perturbation scheme let us introduce the perturbation parameter 
through the relation 

(5.9) 

where In are finite constant~ and c --t 0 as v --t oo. At the same time E[P2 ] must tend 
to zero in such a way that vE[P 2 ] is kept constant and the impulse process approaches 
the Gaussian white noise. Let us choose the perturbation parameter as c = v-112

, i.e. 
c-2 = v. Then E[P2], E[P3

] and E[P4
] are of orders c2

, c3 and c4 , respectively. 

The solution f{z} (z1, z2 ) of the stationary counterpart of the equation (5.8) is tried in 
the form of the regular perturbation expansion in the perturbation parameter c 

( ) (0) ( ) (1) ( ) 2 (2) ( ) f{z} Z1, Z2 = f{Z} Z1, Z2 + cf{Z} Z1, Z2 + c f{z} Z1, Z2 + · · · (5. 10) 

Upon inserting this expansion into the governing equation (stationary counterpart of 
(5.8)) and collecting the terms of the same power of c the following set of second order 
partial differential equations are obtained 

(5.12) 

(5.13) 
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The equation (5.11) is the usual stationary Fokker-Planck equation, which can be solved 
exactly if the problem belongs to the class of generalized stationary potential. The 
solution has the general form , cf. section 3.1.2. 

(5.14) 

where C0 is the normalization constant and ~ is the suitable potential function. It is 
expedient to represent the second term of the expansion (5.10) as 

(5.15) 

Upon substituting (5.15) into equation (5.12) and subtracting the appearing Fokker­

Planck-Kolmogorov equation for Ji~}(z1 ,z2), the following equation for Q~~} (z1, z2) is 
arrived at 

(5.16) 

Although this equation is difficult to solve for arbitrary c2(z1,z2) and b2(z1,z2) , in the 
case of polynomial form of the potential ~ and constant or linear b2 ( z1 , z2 ) the solution 
of the following equation 

( 5.17) 

is available and has polynomial form. The latter equation may be considered as equiv­
alent to the former, if the constants A and B are suitably chosen. The procedure is 
similar to that of the equivalent linearization scheme. It is required that the error, i.e. 
the difference of equations (5.16) and (5.17) 

be minimized in the mean square sense, i.e. 

(5.19) 
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which leads to the following solutions 

E [ Z1 ( 2Iobz(Z1, Z2 ) ob2~1;z2 ) - Iob~ (Z1 , Z2 ) %i
2 
+ cz(Z1, Zz))] 

A=~~------------------~~~------------------~ 

E [z;] 
(5.20) 

E [ Z2 (2Iobz(Z1 , Zz) 8b 2 ~12'z2 )- Iob~(Z1 , Zz) ::
2 
+ cz(Z1 , Zz))] 

B= ~~------------------~~~------------------~ 

E[z?] 
(5.21) 

The stationary, first-order perturbation solution t hen becomes 

(5.22) 

The second order term may be obtained by assuming 

(5.22) 

and by proceeding similarly. The equation for Q~~} (z1 , z2 ) is obtained as 

(5.24) 

The function Q~~} (z1, z2) is evaluated in the same way as Ql~} (z1 , z2) . The second­
order perturbation solution is 

( ) (0) ( ) ( (1) ( ) 2 (2) ( ) i{z} Z1,z2 =f{Z} Z1,zz l +t:Q{Z} Z1,zz +t: Q{Z} Z1,zz) (5.25) 

The procedure as described above can be continued to yield the h igher-order corrections. 
Moreover the results can be improved by repeated, iterative use of the procedure. The 
obtained approximate solution f{z} (z1 , z2 ) may be assumed as initial estimate in the 

next iteration instead of !{~} (z1 , z2) . However, convergence can only be expected if 

c = v 112 is small, i.e. in the case of relatively dense pulse trains. 
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5.3 Differential equations governing the response moments and 
truncation technique 

5 .3.1 Differentia l equa tions for moments and for cumulants 

Averaging of the stochastic equations, with taking into account the properties (1.50) of 
the Poisson random measure leads to the equations for the mean values E [Zi(t)] = 1-li(t) 
in the form of 

ft i(t) = E[ci( Z(t), t)] + v(t) L E [bi ( Z(t) , t ,p) J f p(p)dp = 

E [ci(Z(t), t)] + v(t)E [bi (Z(t), t, P(t)) J 

where P(t) is the random magnitude of the impulse arriving in [t, t + dt[. 

(5.26) 

Equations for the centralized state variables (zero-mean response processes) Zf ( t) = 
Zi(t )- P,i(t) are obtained as 

dZ0 (t) = c0 (Z 0 (t), t) dt + L b (Z(t ), t , p) M (dt, t, dp,p) (5.27) 

where 

c0 (Z0 
( t) , t) = c (Z0

( t)+ JL( t) , t)-E [c (Z0 
( t) + JL( t) , t) J -v(t)E [ b ( Z( t) , t , P) J (5.28) 

Let us denote the nth order joint central moments of the state variables as 

(5.29) 

Equations for moments are obtained from the differential rule (2.88) for the function 
f( Z0 (t)) = f1;=l Zfq(t) . After performing the expectation the general equation for the 
joint central moments is obtained as, cf (2.65) 

!~i1 ... in(t)=E[!(zf1 (t)···ZfJt))] +E[K~t[Zf1 (i) ···ZfJt)J] = 

L E [ c~ (Z0 (t), t) &~? (Zf1 (t ) · · · z t (t)) J + 
t 

v(t ) L E[(zf1 (t)+ bi1 (Z(t),p) ) ·· · (zt(t)+ bin (Z (t),p) ) -

( zfl (t ) · · · zt (t )) J f p(p)dp (5.30) 
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In particular the equations for the joint second-, third- and fourth-order moments, are 
obtained in the form of 

ki1(t) = 2{ E [zf (c~(Z0 (t)) + v(t)bj (Z(t), P) J} s + 

v(t)E [bi (Z(t), P) bj (Z(t), P )] 

kijk(t) =3{E[z?zJ(c~(Z0 (t)) +v(t)bk(Z(t), P)) ]L+ 

3v(t) { E [zfb1 (Z(t), P)bk (Z(t) , P)]} s + 

v(t)E [bi (Z(t), P ) b1(Z(t), P )bk (Z(t), P)] 

kijkz(t) = 4{ E [ Zf zJ Z2 ( c? (Z0 (t)) + v(t)bz (Z(t ), P))]} s + 

6v(t) { E [zf ZJbk (Z(t), P) bz (Z(t), P)]} s + 

4v(t){ E[zfb1(Z(t),P)bk(Z(t),P)bz(Z(t) ,P)]} s + 

v( t)E [ bi (Z(t ), P) b1 (Z(t), P) bk (Z( t), P) bz (Z( t), P)] 

(5.31) 

(5.32) 

(5.33) 

If the vector b (Z(t), t, P) -bP, i.e. it is state independent and constant, the equations 
for moments (5.31)- (5.33) simplify to 

ki1(t) = 2{ E [zP (c~(Z0 (t)) + v(t)b1P)]} s + bib1v(t)E (P2
] (5.34) 

kijk(t) = 3 { E [ zp zJ ( c~ (Z0 
( t)) + v(t)bkP)] L + bibjbkv( t )E [ P3

] (5.35) 

kijkt(t) =4{E[zfzJz2(c?(Z0 (t)) +v(t)bzP)]L +6{bibj~kz(t)} 8 v(t)E (P2
] + 

bibjbkbw(t)E (P4
] (5.36) 

The differential equations for moments must be associated by initial conditions pertinent 
to (5.2). 

Alternatively the equations for joint central moments may be derived from the differen­
tial equation governing the time evolution of the joint characteristic function g? {z o} ( () , t) = 

E [ exp ( i (h Z2 ( t))] of the centralized state variables. Here and in what follows the sum­
mation convention is applied over dummy indices. The latter equation may be obtained 
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from the differential rule (2.88) for the function f(Z0 (t)) = exp (ifhZ2(t )) . Next, the 
equations for moments are obtained by differentiation as 

d d ·-nan <l>{zo}(8,t ) l ·-n an d<l>{z o}(8 , t)l 
-K· · (t)=-z =z 
dt tt···tn dt 08i1 • • • 08in Bit =···=Bi =0 a(}it ... a(}in dt 6,· =···=Bi =0 

n 1 n 

(5.37) 

In order to obtain the equations governing the joint cumulants, the equation for the time 
evolution of the log-characteristic function A{zo} (8 ,t) = ln<l> {z o}(8 ,t) is first derived. 
This may be done as follows. The increment dA{z o} (8 , t) = A{zo} (8, t+dt)- A{zo} (8 , t) 
of the log-characteristic function during the time interval [t, t + dt[ equals 

dA{zo }(8 , t) = ln E [exp (iek (Z2(t) + dZ2(t)) )] - ln E [exp (ifhZ2(t))] = 

lnE (exp (i8kZ2(t)) exp (i8kdZ2(t))] - lnE (exp (i8kZ2(t))] 

Using equation (5.27) one obtains 

(5.38) 

(5.39) 

Expanding the exponentials in Taylor series and neglecting the terms of orders higher 
than dt yields 

exp (i8kdZ2(t )) = 

(1 + iOk c~ (Z0(t), t) dt) ( 1 + ~ ~! ( i01 l b, (Z0
( t), t, p) M( dt , t, dp,p)) n) = 

1 + i8k c~ (Z0(t), t) dt+ 

f= (~~ (Ji 1 •.• (}in 1 bi1 (Z(t),t ,p) ···bin(Z(t) , t,p)M(dt,t,dp,p)) 
n=l P 

(5.40) 

where the proper ty (1.53) of the measure M(dt , t , dp,p) is applied in the last statement. 
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Consequently we have 

dA{zo}(B, t) = lnE [ exp(iekZ2 (t) ) ( 1 + i81c?(Z0(t), t)dt + 

~ (~ 8;, · 8;. l b;, (Z(t), t ,p) · · · b;. (Z(t), t ,p) M (dt , t , dp, p))) ] ­

lnE [ exp(i8kZ2(t )) J = 

ln { 1 + <!> {z"~(O , t/ [ exp ( i8,Z2(t)) (i8,c1(Z
0
(t), t)dt+ 

~ ( ~~ 8;, · · · 8;. l b;, (Z(t), t , p) · · · b;. (Z(t), t ,p) M( dt , t, dp,p )) ) l } ~ 
ln { 1 + <!> {Z" ~ ( 0 , t ) ( E [ exp( i8,ZM )i8,c1 (Z

0
( t) , t)] + 

~ ~~ 8;, · · · 8;. E [ exp ( i8,Z2(t )) b;, (Z( t) , t , P) · · · b;. (Z(t), t, P)] v( t)) dt} (5.41) 

Using again Taylor expansion and neglecting the terms of orders higher than dt gives 

dA{zo}(B,t) [ ( 0 ) o( o )] <P{zo}(B,t) dt = E exp i8kZk(t ) i81 c1 Z (t),t + 

~ ~>•• · · · 8;. E [ exp ( i8,Z2(t )) b;, (Z(t), t, P) · · · b;. (Z( t), t, P) l v( t) (5.42) 

Equations for the joint cumulants Ai1 . • . in(t) are obtained from the above equation with 
the help of the relationship 

(5.43) 

The differential equations for the cumulants can also be obtained by differentiation of 
the identities (3.56) between the central moments and the cumulants. 
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5.3.2 Truncation of the hierarchy of moment equations. Modified cumulant­
neglect closure technique for Poisson impulses problems. 

Equations for moments involve unknown expectations of non-linear functions of the 
state variables. Forms of these functions depend on the forms of non-linear functions 
ci(Z(t),t) and bi(Z(t),t,P(t)) in the governing equations of motion (5.1). Equations 
for moments only form a closed set if Ci (Z(t), t) and bi (Z(t), t, P( t )) are linear forms in 
the state variables Z(t). When this is a polynomial of degree r > 1, then the equations 
for moments form an infinite hierarchy, i.e. the equations for t he moments of up to nth 
order involve the moments up to and including the (n + r- 1)th order. If Ci(Z(t),t) 
is of other form than a polynomial in the state variables, then the pertinent expecta­
tions appearing in the equations for moments cannot be expressed explicitly in terms 
of moments. They must be evaluated by performing the integrals with respect to the 
probability density function. The exact density function is, however, unknown and the 
approximate, tentative, density function must be assumed. A non-Gaussian tentative 
density function is often assumed in form of a truncated Gram-Charlier expansion. As 
indicated in section 3.2.2 this approach is equivalent to using a quasi-moment neglect 
closure scheme in case of polynomial non-linearities. The accuracy of the results ob­
tained, i.e. of approximate response moments depends on how close to the exact one 
the assumed tentative density function is. Therefore some modifications of the tentative 
density function have been proposed in various problems. 

Let us consider the case of a polynomial non-linearity and let us study in detail the 
case of the 3rd order polynomial. Moreover let us concentrate attention on the case of 
external excitation, on the case of the state independent and const ant in time vector 
b(Z(t), t)) = b (constant). The drift term is, cf. (5.28) 

(5.44) 

Equations (5.34)- (5.36) for the joint central moments take, respectively, the form of 

(5.46) 

(5.47) 

If we decide to truncate the moment equations at a given level, all higher-order redun­
dant moments have to be expressed approximately in terms of lower-order moments, 
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for example with the help of the cumulant neglect closure, see eq. (3.65) in subsection 
3.2.3. 

Consider the dynamical system subjected to a random train of impulses and to initial 
conditions Z(O) = zo. If in the time interval [0, t[ no impulse occurred, the system has 
been performing the deterministic drift motion from the initial state zo at the time 0 to 
the state z(t) = e(tlzo, 0) at the timet, or it has been at rest since the initial instant, 
in the case of zero initial conditions. Notice that e(Oizo, 0) = zo. 

If the train of impulses is driven by a homogeneous Poisson process, the probability P0 

of no impulse occurrence in the time interval [0, t[ is expressed as, cf. (1.22) 

Po = Pr{N(t) = 0} = exp( -vt) (5.48) 

The probability Po may be high, close to the unity, if the length t of the time interval is 
small, i.e. at the early transient stage, especially if also the mean arrival rate v is small. 

Let us introduce two expected values: unconditional one 11-(t) = E [Z(t)] and the con­
ditional expected value, given that at least one impulse occurred, denoted as J.t0 (t) = 
E [Z(t) I N(t) > 0]. These expected values are related as 

J.t(t) = E [Z(t) I N(t) = 0] Pr{N(t) = 0} + E [Z(t) I N(t) > 0] Pr{N(t) > 0} 

= Poe(tl zo,O) + (1- Po)J.t0 (t) (5.49) 

Furthermore, let us introduce the processes and corresponding variables centralized with 
respect to the both expected values 

Z0 = z - J.t ' z
0 = z - J.t (5.50) 

(5.51) 

Joint probability density function of the state vector Z(t) can be represented in form of 
the sum of the continuous and discrete parts as 

i{z}(z,t) = f{z)(z,t I N(t) = O)Pr{N(t) = O} +f{z}(z,t I N(t) > O)Pr{N(t) > 0} 

ns 

= Po I1 b(zi- ei(tlzo,o)) + (1- Po )f~ (y0 ,t ) (5.52) 
i=l 

where n 8 is the number of state variables. 

In the first, discrete, part the Dirac delta spike b(zi- ei) represents the finite probability 
of the system being at the deterministic state Zi = ei in the case of non-zero initial 
conditions, or at rest, i.e. Zi = 0, in the case of zero initial conditions. This probability 
is, of course, concentrated at the displacement Zi = ei, or Zi = 0, respectively. The 
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second continuous part in (5.52), is specified by the conditional probability density 
function f{z} (y0 , t) given that at least one impulse occurred. 

Accordingly, let us define two types of the central moments: unconditional moments 

(5.53) 

and the conditional ones 

(5.54) 

In the situations when the first discrete term in (5.52) is predominant, it can be predicted 
that the probability density function i{z} ( z , t) will be difficult to approximate by a 
truncated Gram-Charlier expansion. The reason is that the Dirac delta is difficult to 
approximate in terms of Hermite polynomials. Accordingly, closure approximations such 
as the cumulant neglect closure schemes (3.65), may not be valid for the unconditional 
central moments Ki 1 ···in . Hence, the Gram-Charlier expansion can be applied to the 
continuous part in (5.52) only, i.e. for the conditional probability density f{z} (y0 , t). 
This is equivalent to assuming the closure approximations for the conditional moments. 
In order to obtain the closure approximations for the unconditional moments they must 
be expressed in terms of the conditional moments , the latter will be subject to the closure 
approximations, and in turn the lower-order conditional moments will be expressed 
in terms of unconditional moments. Hence the relationships (ident it ies) between the 
uncondit ional moments Ki 1 ···in and conditional moments rc?

1 
••• in are required. 

The density function f{z} (z, t) given by (5.52) is inserted into (5.53), which yields 

n 

Ki 1 • .. in = Po IT (eiq - 1-tiq) + (1- Po ) Eo (5.55) 
q=l 

Substituting, cf. (5.50) and (5.51) 

(5.56) 

into (5.55) one obtains 

(5.57) 
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The inverse identity is obtained from (5.54) by substituting the conditional density 
function f{z} (y0 , t) evaluated from (5.52). The result is 

K· · - E Y. - · - e· 0 1 [ n 0 l Po ( - 1 ) n n 
11 ···tn - 1 - Po }] 19 1 - Po 1 - Po }] (f.l19 19

) 
(5.58) 

Upon inserting 

(5.59) 

one obtains 

(5.60) 

For example, if the set of moment equations is to be closed at the 4th order moments, 
the identity (5.57) must be specified for the joint 5th order moments Kijklm and 6th 
order moments Kijk lmn· Let us use the cumulant neglect closure for the conditional 
moments K?jklm and K?jklmn· The closure approximations are, cf. (3.64) 

(5.61) 

(5.62) 

Next, all the conditional moments entering the right-hand sides of (5.61) and (5.62) 
are expressed in terms of the unconditional moments with the help of identity (5.60), 
further (5.61) and (5.62) are inserted into (5.57). In the case of zero initial conditions 
the following closure approximations for the 5th and 6th order moments are finally 
arrived at 

1 Po(1 + Po) 
Kijklm = 1 _ Po 10 {KijKktm} 8 - ( 1 _ Po)2 10 {f.lif.ljKklm} 8 -

2~ Po 
(1 _ Po)2 15 {f.liKjkKtm} 8 + 1 _ Po 5 {f.lill:jktm} 8 + 

Po(1 + 4Po + P5) 
(1 _ Po)3 10 {f.lif.ljf.lkKtm} 8 + 

Po(l + llPo + 11P5 + PJ) 
(1- Po)4 f.lif.ljf.lkf.llf.lm (5.63) 
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15 15Po 
"-ijk lmn = 1 _ Po {K-ij"-klmn} 8 - 1 _ Po {J.Lif.lj"-klmn} 8 + 

10 Po (1 + Po - 2P~) 
1 _ Po {"-ijk"-lmnL + (1 _ PJ) 20 {J.Lif.ljf.lk"-lmnL -

60P0 2 · 15 2Po · 45 
(1 _ Po)2 {J.Li"-jk"-lmnL- ( 1 _ Po)2 {"-ij"-kl"-mnL + (1 - Po)3 {J.Lif.lj"-kl"-mnL-

Po (1 + 7 Po - 5P~- 3PJ) 
(1 _ Po)4 15 {J.Lif.ljf.lkf.ll"-mn} 8 + 

Po (1 + 20Po - 40PJ - 5Pi) 
( 1 _ Po)S 1-lif.ljf.lkf.llf.lmf.ln (5.64) 

In the steady state, i.e. as t -+ oo, it implies that P0 -+ 0, hence the discrete part of the 
density function (5.52) vanishes, and the usual cumulant-neglect closure approximations 
(3.65) are obtained from (5.63) and (5.64). 

Example 5.1: Application of modified cumulant neglect closure approxima­
tions in the case of a system with cubic non-linearity: Duffing oscillator 
driven by a train of general pulses 

Consider the dynamic response of a Duffing oscillator to a homogeneous (v(t) = cons t . = 11) Poisson 
train of general pulses, governed by the equation (1.87) , where the excitation is regarded as the response 
of an auxiliary linear filter to the train of Dirac delta impulses, as given by equation (1.85). 

The s tate vector of an augmented system, consists of the displacement and velocity responses Y(t) , 
Y(t) of a non-linear oscillator and those of a linear fil ter X(t), X(t) , cf. (1.78), (1.79) . 

The centralized state variables are governed by the following stochastic equations 

where 

B12 = 1, A2 = e:w~ (J.llll + 3J.ln ml) 

Bn = -w6 (1 + 3c-J.li), B22 = -2(wo 

B34 = 1 , B 43 = -w} , B44 = -2(fwf 

C21 1 = - 3c-w6mt , D 2111 = - e:wa 

(5.65) 

(5 .66) 
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Fig. 5.1. Stochastic response of a Duffing oscillator driven by a Poissonian train of general pulses with 
v = O.lwo. a) Mean value function. b) Variance function. - - - ordinary closure technique, __ _ 
modified closure technique, · · · · · Monte Carlo simulation . 
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and (j and Wf are the filter damping ratio and natural frequency, respectively. If the damping ratio 
(,1 is close to unity, the impulse response function of the filter h (t- ti) decays very fast and becomes 

practically a single pulse (damped sine half-wave) with duration D.= Tt /2, where Tt = 2rrfwt .J1=(J 
is the natural period of the filter. 

In order to perform the example computations the following data has been assumed e: = 0.5, (, = 
0.05, v = O.lwo and v = 0.05wo. Impulses magnitudes have been assumed as non-zero mean, Rayleigh­
distributed random variables. The parameter up of a Rayleigh distribution is chosen in such a way 
that in both cases 11 = O.lwo and 11 = 0.05wo the variance of the stationary response of a corresponding 
linear oscillator (e: = 0) has a unit value. The following data has been assumed for the filter: w1 = 
2.4wo, (J = 0.95. Then D.= rrfwt .J1=(J = ~To. Hence the pulse duration is comparable with the 
natural period of a linear oscillator. 

The set of moment equations has b een truncated at fourth-order moments level. In the case v = O.lwo 
the closure approximations (3.65) resulting from the ordinary cumulant neglect closure and the modified 
closure approximations (5 .63) and (5.64) have been applied, both based on neglecting the 5th and 6th 
order cumulants. The mean value and variance responses are shown in fig. 5.1 for v = O.lw0 , evaluated 
with the help of ordinary closure approximations are accurate enough, yet the use of modified closure 
approximations gives even better predictions. In the case 11 = 0.05wo, shown in fig. 5.2, the ordinary 
cumulant neglect closure approximations provides completely erroneous results. The predicted response 
variance becomes negative. However, the modified closure approximations lead to very good estimates 
of both the mean value and the variance of the response. 
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5.5 Example problems 

5.1. Derive the equations for first and second-order moments of a linear oscillator. 
Evaluate the stationary response mean value and variance. 

5.2. Derive the necessary conditions on c2(z1,z2) and b2 (z1,z2 ) in order t hat (5.14) 
may be a solution of (5.11). 
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CHAPTER 6 

NON-MARKOV RESPONSE PROBLEMS REDUCIBLE TO MARKOV 
PROBLEMS 

6.1 Dynamic response of non-linear systems to Erlang renewal 
impulse process excitations: Markov approach 

6.1.1 Governing stochastic integro-differential equations for Erlang driven 
non-Markov response problems. 

Consider a general multi-degree-of-freedom non-linear dynamical system under a ran­
dom train of impulses driven by a renewal point process, The state vector of the system 
zl ( t) is governed by the set of equations 

d R(t) 

dt Z1 (t) = c1 (Z1 (t), t) + b1 (Z1 (t), t) _L Pi,R5(t- ti ,R) = 
i=l 

00 

C 1 ( Z 1 ( t) , t) + b 1 ( Z 1 ( t), t) .2: pi , R 5 ( t - t i ,R) l ( t - ti, R) (6.1) 
i=l 

where i ( ·) is the indicator function defined by (1.16). 

The occurrence times ti,R of Dirac delta impulses are distributed according to an ordi­
nary renewal counting process {R(t ), t E [0, oo[}, Pr{R(O) = 0} = 1. The mark variables 
Pi,R are assumed to be independent, identically distributed, random variables, indepen­
dent of the occurrence times ti,R and having the distribution as a random variable P. It 
is obvious that since the renewal process is not a process with independent increments, 
so the state vector does not obey the Markov property. 

Let us confine the considerations to the class of Erlang renewal processes, i.e. the ones 
for which the interarrival times Tn = tn - tn-1 are independent, gamma distributed 
r andom variables, i.e. Tn rv G(k- 1, v) with the probability density function given by 
( 4.42). Recall that the events driven by an Erlang process with parameter k can be 
regarded as every kth Poisson events taken out of a stationary Poisson process with the 
mean arrival rate v , cf. ( 4.42). 

The idea is to recast the renewal-driven impulse process , or the excitation term of the 
equation (6.1) in such a way as to obtain a non-zero impulse magnitude for kth, 2kth, 
3kth .. . i.e. every kth Poisson event and zero magnitudes for all other Poisson events. 
The Poisson counting process {N(t), t E [0, oo[} is defined as the number of events in 
the time interval [0, t [, hence the additional assumption is made: P r{N(O) = 0} = 1. 

Hence the governing stochastic equations should be converted to the form of 

00 

c1 (Z1 (t ), t) + b1 (Z1 (t) , t) _L p(N(ti))Pi5 (t- ti ) i(t- ti) (6.2) 
i= l 
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where p ( N ( ti)) is the required transformation of the Poisson counting process N ( ti) , 
such that p(N(ti)) = 1 for every kth Poisson event and p(N(ti)) = 0 for all other 
Poisson events, N(ti) being the number of past Poisson events, not including the one 
which occurs at the time ti. 

Next the equations (6.2) are integrated over time, which yields 

t t 

Z1 (t) = Z1 ,o+ j c1(Z1 (r), r)dr + j j b 1 (Zl (r),r)p(N(r))pM(dr,r,dp,p)(6.3) 
0 0 p 

where 

t 00 

j j b1 (Z1 (r), r )p(N(r))pM(dr, r, dp ,p) = L b1 (ZI(ti), ti)p(N(ti))Pd(t-ti)(6.4) 
0 p ~=l 

for N(t) ~ 1, M(dr, r , dp ,p) is the random Poisson measure defined by (1.44)- (1.49) and 
Z1 ,o is the vector of possible random initial conditions. In what follows let us assume 
the zero initial conditions Z1 0 = 0. 

' 
The stochastic integro-differential equations governing the system state vector can then 
be written as 

dZl(t) = C} (Zl (t), t)dt + bl (Zl(t), t)p(N(t)) J pM(dt, t, dp,p) (6.5) 
p 

6.1.2 Converting the non-Markov problem to a Markov one by suitable re­
casting of the excitation process 

The transformation satisfying the required property is found to be 

p(N(t)) = ~ ~ exp ( i21rj(N(? + l)) = ~ ~ U; (6.6) 

U (
.2 j(N(t) + 1)) 

j = exp 2 1r 
k 

(6.7) 

For N(t) = 0, 1, 2, ... , k- 1 the first term at the right-hand side of (6.6) is the Finite 
Fourier Transform of the k-dimensional sequence {0, 0, ... , 0, 1}. From the periodicity 
properties it follows that 

p(N(t)) = { 
1 

' 
0 ' 

N(t) = k- 1, 2k- 1, 3k- 1, ... 

else 
(6.8) 
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which means that p(N(t)) = 1 as every kth Poissonian impulse arrives. 

Seeing that Ui = uz_i, where* denotes the complex conjugate the right-hand side of 
(6.6) can be evaluated as 

( ) { 
t(1 + ul + ... + uko -1 + uz -1 + ... + un 

P N(t) = 1 o * * 
7e(1 + U1 + ... + Uko-1 + Uko + Uko-1 + ... + U1 ) 

k odd 

k even 

( 
ko-1 ) t 1 + 2 ?= Ci 
J=l 

( 
ko-1 ) t 1 + 2 ?= Ci + Cko 
J=l 

k odd 

(6.9) 

k even 

where 

ko = [ k; 1] (6.10) 

[ ·] being the integer part and 

Ci = ?R(Uj) =cos (21r j(N(2 + 1)) , j = 1, 2, ... , k0 - 1 (6.11) 

Sj = ~(Uj) =sin (21r j(N(1 + 1) ) , j = 1, 2, ... ,k0 -1 (6.12) 

Cko = exp (i1r(N(t) + 1)) = ( -1)N(t)+ 1 =-cos (1rN(t)), k even (6.13) 

These transformations of a Poisson counting process N(t) will be regarded as additional 
state variables. 

The stochastic equations for these variables are obtained from 

( 
j ( N ( t + dt) + 1) ) ( j ( N ( t) + 1) ) dUj(t) = Uj(t+dt)-Uj(t) = exp i27r k -exp i27r k 

( 
. j ( N ( t ) + dN ( t) + 1) ) ( . j ( N ( t ) + 1) ) 

= exp 221r k - exp 221r k 

= Uj(t) ( exp ( i21ridN(t )) - 1) (6.14) 

Since the increment dN(t) of the regular counting process can only attain the values 0 
or 1 with non-vanishing probabilities, (6. 14) can be written as 

dUj(t) = Uj(t) ( exp (i21ri ) - 1) dN(t) , j = 1, 2, . .. , ko (6.15) 
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The equivalence of (6. 14) and (6.15) follows from the fact that the right-hand sides give 
the same result for both dN(t ) = 0 and dN(t) = 1. 

Specifically, the equations for the real and imaginary parts become 

dCj = (cj (cos (21ri) -1) -Sjsin (21ri) )dN(t) , j = 1, 2, ... ,ko-1(6.16) 

dSj = (Cjsin(27r t)+sj(cos(27ri)-1) )dN(t), j=1,2, ... ,k0 -1(6.17) 

dCko = - 2Ck0 dN(t) , k even (6.18) 

It is seen that new state variables have been introduced: Cj, Sj and for k even also 
Cko. The state vector augmented by these new variables is governed by the stochastic 
equations 

dZ(t) = c(Z(t) , t)dt + J b(Z(t), t,p)M(dt, t, dp,p) (6.19) 
p 

Z(t) = [~~~~n , c(Z(t),t) = [ c1 (Z~(t),t)], b(Z(t),t,p) = [p(N(~~ (~~~)}t) ,t) p ] (6.20) 

where for k even 

cl (cos (27rt) - 1) - sl sin (27rt) 

cl sin (27rt) + sl (cos (27rt)- 1) 

c2 (cos (27rt)- 1) + s2 sin (27rt) 

, b2 (z2(t)) = C2 sin (21rt) + S2 (cos (21rt)- 1) 

cko - 1 (cos (27r ko;; l) - 1) - sko-1 sin (27r ko;; l) 

cko-1 sin (211" ko;;l) + sko-1 (cos (27r ko;;l ) - 1) 

-2Cko 

(6.21) 
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and fork odd 

c1 
s1 
Cz 

Z2 (t) = Sz 

cl (cos (21ft) - 1) - sl sin (21ft) 

cl sin (21ft)+ sl (cos (21ft)- 1) 

Cz (cos (27rf)- 1) + Sz sin (27rf) 

, hz(Zz (t)) = C2 sin (27rf) + Sz( cos (27rf) -1) 

cko-1 (cos (27r ko;l) - 1) - sko-1 sin (27r kokl) 

Cka-1 sin (21r koi:
1

) + Ska-1 (cos (21r kaj;
1

) - 1) 

If the excitation is purely external, i.e. b 1 (Z1 (t),t) = b 1 (constant), then 

b(Z(t),p) = b0 p + B(p)Z(t) (6.23) 

where b 0 is a constant vector and B is a constant (state independent ) matrix. Hence, 
even though the excitation is purely external due to the introduction of auxiliary state 
variables, in the formulation for the augmented state vector, the vector b = b (Z(t)) 
becomes state dependent and is a linear form in the state variables. 

The state vector Z(t), augmented by additional, auxiliary state variables, as governed by 
equation (6.19) is driYen by a Poisson process, and hence it is a Markov vector process. 

6.1.3 Differential equations for moments 

Equations for the mean values J.Li(t) = E [Zi(t) ] are obtained by direct averaging of t he 
governing stochastic equations (6.19), cf. (5.26) 

it(t) = E [c (Z(t), t)] + v J E [b(Z(t), t,p)] fp(p)dp = 
p 

E [c (Z(t), t)] + vE [b(Z(t), t, P)] (6.24) 

where P is the random magnitude of the impulse. 

In the case of a purely external excitation at the r ight-hand sides of equations for 
mean values the renewal density appears, see section 4.1.3, which can be shown in the 
following way. In agreement with the representation (6.2) the increment dR(t) of the 
renewal counting process R(t) during the infinitesimal time interval [t, t + dt[ is 

p(N(t))dN(t) = dR(t) (6.25) 

(6.22) 
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Notice that p(N(t)) is affected by the increments in the interval (0, t[ and is independent 
of the increment dN(t) = N(t + dt) - N(t) in the interval [t, t + dt [. Therefore the 
expectation splits as follows 

E [P ( N ( t)) dN ( t)) = E [P ( N ( t))) E [ dN ( t)) = v E [P ( N ( t))) dt (6.26) 

Further, by definition, cf. ( 4.6) and ( 4.27) 

E [dR(t)] = ho(t)dt (6.27) 

where h0 ( t) is the ordinary renewal density. 

Upon taking the expectation of both sides of (6.25) the following result is obtained 

E[p(N(t))dN(t)] = vE[p(N(t))]dt = ho(t)dt (6.28) 

Equations for zero-mean state variables (responses) Z 0 (t ) = Z(t)- J-L(t) are obtained 
as 

dZ 0(t) = c0 (Z 0 (t),t)dt + j b(Z(t),t,p)M(dt,t,dp,p) (6.29) 
p 

where 

c0 (Z0 (t), t) = c(Z0(t) + J-L(t), t) - E [c(Z0 (t) + J-L(t), t)] - vE [b (Z(t), t, P) ] (6.30) 

The equations for the joint central moments are obtained from the general equation 
(5.30). 

The initial conditions associated with the equations for moments are non-zero, since 
some of the auxiliary state variables Cj, Sj and Cko as defined by equations (6.11)­
(6.13), and hence their mean values assume non-zero initial values. 

For example in the cases of k = 2, k = 3 and k = 4 the required transformations of 
the Poisson counting process N(t), such that p(N(t)) = 1 for every 2nd, 3rd and 4th 
Poisson event and p(N(t)) = 0 for all other Poisson events are, respectively 

p(N(t)) = ~ (1 + Cko) = ~ (1- ( -1)N(t)) = ~ ( 1 - cos (1rN(t))) 

p ( N ( t)) = ~ ( 1 + 2C 1 ) = ~ ( 1 - J3 sin ( ~ 1r N ( t)) - cos ( ~ 1r N ( t)) ) 

p(N(t)) = ~(1 + 2Cl + Cko) = ~ (1- 2 sin (~1rN(t)) -cos ( 1rN(t))) 

(6.31) 

(6.32) 

(6.33) 
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Example 6 .1: R esponse of a Duffing oscillato r to an E rlang renewal process 
driven impulse process excitation with k = 2 , k = 3, and k = 4 

To illustrate the moment equations technique developed, consider a Duffing oscillator with displacement 
Y(t) and velocity Y(t), where Z1 (t), c1 (Z1 (t), t) and b 1 (Z1 (t), t) of (6.1) are given by 

[
Y(t)] [ Y(t) ] [o] 

Zl (t) = Y(t) ' cl(Zl(t),t) = -2(w
0
Y(t) -w5Y (t) -ew5Y3 (t ) ' b l = 1 (6.34) 

where ( is the damping ratio, wo is the circular eigenfrequency of the corresponding linear oscillator 
and e is the non-linearity p arameter. 

It appears th at the stationary mean response of a linear oscillator to a renewal impulse process is 
obtained as 

v E[P] 
E[Y] = J.1.1 = - - 2-

k w0 

(6.35) 

which is exactly the same as the stationary mean response of a linear oscillator to Poisson distributed 
impulses with the mean rate ~. 

K=2,nu=20 
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Fig. 6.1. Duffing oscillator subjected to Erlang renewal process. Mean value E(Y] and variance Var(Y] 
in the case k = 2, v = 20wo. : non-linear response , analytical results. · · · · · : non-linear 
response, simulated results. - · - · - · : linear response. 

In order for th e different cases of the renewal impulse proceses to be comparable the value of the 
parameter v , for d ifferent k, is assumed in such a way as to maintain the same ratio ~ and hence the 
same mean arrival rate f of the com parative, or corresponding, Poisson impulse process. T he variance 
of the stationary response of a linear oscillator to Poissonian impulses with the mean arrival rate ~ is, 
given by 

(6.36) 

Hence in all considered cases the stationary var iance of t he response to a comparative Poisson impulse 
process is the same. Moreover the data for the random variable P is assumed in such a way that u~ 
as given by (6.36) has unit value. 
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The data assumed for the Duffing oscillator is: wo = ls-1 , ( = 0.05 , c: = 0.5. With this value of the 
parameter c: the non-linearity should be regarded as quite strong, since the mean value and the variance 
of the response of the Duffing oscillator to the Poisson train of impulses are then substantially different 
from the statistics of the response of a linear oscillator, cf. (6.3], (6.4). The values of v for the cases 
k = 2, k = 3 and k = 4 are assumed, respectively as v = 20wo, v = 30wo and v = 40wo hence in all 
the considered cases the mean arrival rate of a comparative Poisson process is f = lOwo . The impulses 
magnitudes are assumed to be Rayleigh-distributed random variables, P"' R(cr~), with crp = O.ls-1 . 

The equations for moments up to and including the fourth order moments, have been derived. Since 
the drift terms c~ (Z~(t)) are the cubic forms in the state variables, the 5th order moments appear in the 
equations for 3rd order moments, see (5.32), and 5th and 6th order moments appear in the equations 
for 4th order moments, see (5.33). These redundant moments have been evaluated with the help of the 
modified cumulant neglect closure scheme devised by the authors for Poisson driven pulse problems 
(6.4). 

To verify the approximate analytical results, the Monte Carlo simulations have been performed. The 
simulated results were obtained b ased on averaging over an ensemble of 32000 independent response 
sample curves, each obtained by numerical integration of governing equation of motion (6 .1). 

Both the equations for moments and the governing equation of motion (in the simulation technique) 
have been solved with the help of 4th order Runge-Kutta numerical integration technique. In order 
to obtain the excitation sample functions, the interarrival times of impulses are generated with the 
help of negative exponential distributed random variables. In each case of a renewal process the 
interarrival times are constructed as a sum of k auxiliary negative exponential distributed variates. 
Next the impulses magnitudes generated from a Rayleigh distribution are assigned to the impulses 
arrival times . The response sample curves are obtained by numerical integration of the homogeneous 
governing equation of motion (6.1) between the impulses arrival times, whereas at each arrival time 
the velocity is increased by a jump, which gives the updated initial condition for the next interarrival 
time interval. 
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Fig. 6.2. Duffing oscillator subjected to Erlang renewal process. Mean value E[Y) and variance Var[Y] 
in the case k = 3, v = 30wo. : non-linear response, analytical results. - - - : non-linear 
simulated response. - · - · - · : linear response. 
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K=4,nu=40 
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Fig. 6.3. Duffing oscillator subjected to Erlang renewal process. Mean value E(Y ] and variance Var[Y] 
in the case k = 4, v = 40wo. : non-linear response, analytical results. - - - : non-linear 
simulated response. - · - · - · : linear response. 

The results for the mean value J.Ll(t) = E(Y] and variance 11:11 (t) = er~ (t) = Var[Y] evaluated for the 
cases k = 2, k = 3 and k = 4 are shown in Figs. 1-3, respectively, versus relative timet/To, where To is 
the eigenperiod of the cor responding linear oscillator. Agreement of t he approximate analytical results 
with the simulated ones is very good. 

The mean responses of the Duffing oscillator are in all three cases practically the same. It should be 
noted that the mean response of a Duffing oscillator to a renewal impulses with k = 2 is only slightly 
different (larger) th an the response to a comparative Poisson impulse process, cf. (6.3]. 

The variance of the response, b oth in the case of a linear and of a Duffing oscillator decreases as the 
parameter k increases (note that the variance of the stationary response to a comparative Poisson 
impulse process with the mean rate f is in all the cases equal to 1). 

6.2 Markov approach in a more general case of renewal impulses 

6.2.1 Statement of the problem for arbitrary renewal impulse processes 

Consider a general multi-degree-of-freedom non-linear dynamical system under a ran­
dom train of impulses driven by a renewal point process. The structural state vector , 
Z1 (t), consisting of the generalized displacements and velocities is governed by the set 
of equations of motion (6.1). 

Consider an arbitrary regular renewal counting process R( t). Assume that its increments 
can be expressed as 

dR(t) = p(N(t)) dN(t) (6.37) 
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where N(t) is a homogeneous Poisson counting process and p(N(t)) is a suitable zero­
memory transformation to be determined later. The nth degree product density 
fn(t 1 , ... ,tn) of t he point process R(t) is defined as cf. Srinivasan (6.6) and (4.2) 

fn(tl,··· ,tn)dt} .. . dtn = 

E[dR(ti) · · · dR(tn)] = E[p(N(ti))dN(ti) · · · p(N(tn))dN(tn)] (6.38) 

It may be shown that by suitable splitting of expectations the expression (6.38) for any 
renewal process may be recast as 

Seeing that vE[p(N(t))] = ho(t) , which is the ordinary renewal density, the known 
result for the nth degree product density of the ordinary renewal process is obtained, 
cf. ( 4.37) 

(6.40) 

Let us introduce 

Yj (t) = p(N(t) + j- 1) , j = 1, 2, ... , k (6.41) 

as new auxiliary state variables. The stochastic differential equations governing the 
t ime evolution of these state variables can be written as 

dYj(t) = p((N(t)) + j- 1 + dN(t)) - p(N(t) + j- 1) = 

(P ((N(t)) + j))- p(N(t) + j -1) )dN(t) :::} 

dY1 (t) = ( Y2(t)- Y1 (t)) dN(t) 

dY2(t) = (Y3 (t) - Y2(t))dN(t) (6.42) 

Validity of the statements given in the first part of eqs. (6.42) is proved by showing that 
it is valid for either of dN(t) = 0 or dN(t) = 1. The hierarchy of stochastic differential 
equations (6.42) cannot be closed unless Yk(t) can be expressed in terms of the previous 
auxiliary state variables. The following linear dependency is adopted, which can be 
shown to be valid in the case of an ordinary Erlang process 

(6.43) 
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where aj E R. Equations (6.42) then attain the form 

dY1 (t) = ( Y2 (t) - Y1 (t) ) dN(t) 

dY2(t) = (Y3(t)- Y2(t))dN(t) 

Equation (6.43) implies that p(N(t )) must fulfill the difference equation 

k 

ao + L a j p ( N ( t ) + j - 1) = 0 
j=l 

The solution of (6.45) is 

k-l k-l 
p(N(t )) = b0 + L bjAY(t) = L b1AY(t) 

j=l j=O 

where )..0 = 1 and 

(6.45) 

(6.46) 

(6.47) 

bj E C, j = 1, .. . , k - 1 are arbitrary constants and Aj E C , j = 1, ... , k - 1 denote 
the solutions of the characterist ic equation 

.A k-l + ak-l ).. k-2 + ... + a2 ).. + ~ = 0 
ak ak ak 

(6.48) 

If I Aj l:f: 1, the corresponding term in (6 .46) either extincts or explodes. Hence if the 
point process is assumed to be homogeneous, it is necessary that the eigenvalues all 
have the magnitude equal to 1, so 

A j = exp ( i 1 j ) , 1 j E R / { 0}, j = 1, 2, .. . , k - 1 (6.49) 

The product density becomes, cf. (6 .38) and (6.46) 

k- l k-l 
L "' L bjt "'bjnE[)..~(tl) .. . )..fn(tn)dN(tl)"·dN(tn) ] 
it=O Jn=O 

(6.50) 

(6.44) 
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The expectation entering (6.50) may be recast as 

E [A N(t 1) A N(tl)+N(tl ,t2) ... A N(tt)+N(t1,t2)+··+N(tn-1 ,tn ) dN(tr) ... dN(t )] 
)1 )2 )n n -

E[(A . A· ... A. )N(tt)(A . ... A . )N(t1,t2) ... 
)1 }2 }n }2 }n 

(A. A. )N(tn-2,tn- d Af'!(tn -l ,tn)dN(t ) ... dN(t )] Jn-l )n )n 1 n (6.51) 

where N(tr, tr+I) = N(tr+d- N(tr ). Splitting of the expectation, with due account of 
the overlapping of n - 1 intervals, may be performed as follows 

E [(A . .. • A. ) N(trotr+d dN(t )] = 
Jr+l )n r 

(6.52) 

for r = 1, .. . , n - 1. Consequently the expression for the product density becomes 

k k 

fn(tr, ... , in) = Vn L · · · L bj1 · · · bjn A)2 Aj
3 

• · • Ajn-_2
1 
Ajn-l 

Jt=l Jn=l 

exp (v(tn - tn - I )(Ajn - 1)) exp (v(tn-1 - tn-2)(Ajn A]n-l - 1)) · · · 

exp (v(t2- tr)( Ah · · · Ajn - 1)) exp (vtl(A]t Ah · · · Ajn -1)) (6.53) 

6.2.2 Modelling technique for renewal processes 

Assume that the interarrival time I is formed as a sum of k independent random vari­
ables Ej, i.e. 

(6.54) 

where Ej l'oJ E (vj) is assumed to be an exponentially distributed random variable with 
parameter v j . Let us call such a renewal process a generalized Erlang process. If 
k = 1, then I l'oJ E( v) and a homogeneous Poisson counting process is obtained. If 
v1 = v2 = · · · = vk = v then I l'oJ G(k - 1, v) and an Erlang renewal process is obtained. 
The transformation of such a process to an equivalent Poisson process at the expense of 
introduction of extra auxiliary state variables similar to Yj has been considered in the 
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section 6.1. Allowing for different parameters of E j a much larger class of interarrival 
time distributions can be modelled by suitable choice of the parameters Vj. The Laplace 
transform of the p.d .f. !J(t) of the interarrival time I is 

k k 

fi(s) =IT hi (s) =IT Vj 
s + v · 

j=1 j =1 J 

(6.55) 

The renewal density then becomes, cf. (4.41) 

k 
{3+ ioo (J+ioo IT l/j 

h (t)- _1_ J fi(s) std - _1_ J j=1 estds 
0 - 27ri . 1 - h( s) e s - 27ri . ITk ( ) ITk . 

/3-100 /3-100 s + l/j - l/J 
j=1 j=1 

k {J+ioo k k - 1 
1 J est es't =IT v ·- ds = fi v· ·'"'"" ---1 21ri k-I J L k - I 

j=I {3-ioo IJ (s-sj) ]=1 1=0 IT (sz-sj) 

(6.56) 

j=O i=O 
j ;Id 

where Sj, j = 0, .. . , k- 1 are the roots of the denominator polynomial 

k k 

IJ(s+vj)- IJvj = O (6.57) 
j=l j = l 

and fJ is chosen arbitrarily, so fJ > Re(sj), j = 0, ... , k- 1. Notice that so = 0 is 
always a root of (6.57). The last integral of (6.56) can be evaluated by the method of 
residues. In the same way the pdf of the interarrival time of impulses can be obtained 
via inverse Laplace transformation of (6.55) 

k 

{J+ioo 

!I(t) = 2~i J 
/3 - ioo 

IT l/j k k e-v1t 

k j = 1 estds =IT l/j. L - k------

IT (s + Vj) }=1 1=1 IT (vj- v1) 

(6.58) 

j=1 j=l 
j~l 

The parameters v1 , ... , Vk should be chosen, so (6.58) fits a given target distribut ion, 
which will be illustrated in the example problem. Next, the conditions are investigated 
under which the present renewal process can be represented by a compound Poisson 
driven process as specified by eqs. (6.44). The first step is to fit the product densities 
of 1st degree following from (6.53) 

k-1 

h (t) = v L bzevt(>q - 1) (6.59) 
l= O 
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According to (6.40), (6.56) and (6.59) should be equal, which provides the following 
solution for bz and Az, l = 0, . .. , k- 1 

k rr Vj 
1 j =1 bz = - --'-----
v k-1 

fi (sz-sj) 
j = O 
j #I 

S[ 
>-z = 1 +­

V 

1 1 

In the last statement of (6.60) the following result has been u tilized, cf. (6.57) 

k k k 

k-1 n (s+vj)- n Vj d k k rr Vm 

IT (sz- Sj) = lim )=
1 

]=
1 lim -d IT (s + Vj) = "' m=

1 

. s-+s1 s - sz s-+sl s . ~ sz + v1· ) =0 ] = 1 ]=1 
j #I 

(6.60) 

(6.61) 

(6.62) 

Setting N(O) = 0 the initial values of (6.44) follow from (6.41), (6.46), (6.60) and (6.61) 
as 

Yi ( 0) = ~ b . >, l -1 = ~ ~ ( 1 + .;:. ) l-1 
~ )J V ~ k 
J=U j = O L _1_ 

Sj+Vrn 
m = 1 

l = 1, 2, ... ,k- 1 (6.63) 

With known At the final step is to determine the coefficients .f!.2., £.L, . . . , ~ entering the 
ak ak ak 

stochastic differential equations (6.44). The latter of these fractions form the invariants 
of (6.48), which may be obtained from the expansion 

(6.64) 

where Aj are given by (6 .61). This requires the solution of (6.57). However, there is no 
need to solve (6.57) for getting the coefficients E:.i.. , j = 1, ... , k- 1. Actually, upon 

ak 

insertion of (6.61) in the left-hand side of (6.63) one has from (6 .57) 

k-1 k-1 

IT (), - 1 - Sj ) = 
1 IT (v(>.- 1)- s ·) = 

. v vk( >. - 1) . 1 
]=1 ]=0 

(6.65) 
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If the right-hand side of (6.65) is expanded and compared with the right-hand side of 
(6.64), a direct solution for E:.i..., j = 1, ... , k - 1 is obtained. ~ can finally be calculated 

ak ak 

from (6.47), (6.60). 

The state vector augmented by the auxiliary variables is governed by the stochastic 
differential equations 

dZ(t) = c(Z(t), t)dt + b(Z(t), t, P (t))dN(t) (6.66) 

Z(t) = [ i~ ~~~] , c(Z(t), t) = [ c1 (Z~(t), t)] 

(6.67) 
b (Z() P( )) = [b1(Z 1(t) ,t)Y1(t)P(t ) ] 

t 't, t b z (Zz(t), t) 

Zz(t) = : , bz(Zz(t )) = 
Yk -l(t)- Yk- z(t) [

Yl(t) l 
Yk-z(t) 
Yk- l(t) -(~+~Y1(t)+ · · · +a~: 2 Yk-z (t) +(1 +a~: 1 )Yk-l(t)) 

(6.68) 

P(t) assumes the values P(ti) = Pi at the times ti of the Poisson events and Pi are 
mutually independent and identically distributed as P. The equations for the mean 
values and joint centralized moments of 2nd, 3rd and 4th order are written as (5.31)­
(5.33). 

If the drift vector c1 (Z1 ( t), t) and diffusion vector b 1 (Z1 (t), t) are polynomial nonlinear 
functions of the structural state vector Z1 ( t), joint central moments of higher order than 
the provided moment equations appear at the right-hand side of these equations. Then 
a cumulant neglect closure at the order N = 4 will be used. In case of dense pulse 
arrivals an ordinary cumulant neglect closure scheme may be applied, whereas in case 
of sparse pulse arrivals a modified scheme may improve the stability and accuracy during 
the transient initial phase, [6.5]. 

Example 6.2: Response of a Duffing oscillator to a renewal driven impulse 
process excitation 

A Duffing oscillator subjected to a compound renewal process is considered . Then 

(6.69) 

where Y (t) and Y(t) denote the displacement and velocity response of the oscillator, wo and ( are the 
circular eigenfrequency and damping ratio of the corresponding linear oscillator, and t:: is the nonlinearity 
parameter. The actual renewal process will be replaced by a generalized Erlang process of the order 
k = 2. Then the pdf mean value 1-li and variational coefficient VI of I become, cf. (6 .58) 

(6.70) 
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(6.71) 

Assume that the actual renewal process has lognormally distributed inter arrival times, so vI ......, LN (J.t, 0'2 ), 

where 1-' and 0' are non-dimensional parameters. The mean value and variational coefficient of I then 
become 

1 ( 1 2) 1-'I = ~ exp 1-' + 20' (6.72) 

With 1-'I and V1 of the actual distribution given, v1 and v2 can be determined from (6.70) and (6.71). 

Assume VJ.'J = ~' V1 = .JI => v1 = 0.5v, v2 = 1.5v and J.' = ln jffi, 0' = ~· In Fig. 6.4 the 
actual lognormal pdffor I is denoted by - .- .- .-, and the approximating generalized Erlang pdf resulting 
from this calibration procedure - by -. The data used in the example are wo = 1s-1 , ( = 0.05 , c: = 
0.5. The renewal density of the generalized Erlang process, with k = 2 is obtained as 

(6.73) 

hence the asymptotic mean arrival rate of impulses is ~+v . This quantity is chosen as lOwo, corre-
vl v2 

sponding to an average number 207T' of impulses of the generalized Erlang process per linear eigenperiod 
To, which means a very dense impulse train. T he strengths of the impulses are assumed to be Rayleigh 
distr ibuted , with parameter O'p chosen in such a way that the originallognormal distribu ted and gener­
alized Erlang renewal impulse processes have both the same mean square excitation level as the Poisson 
impulse process with the same mean arrival rate . Hence it is required that the response variance of the 
corresponding linear oscillator subjected to a Poisson impulse process with the mean arrival rate ~+v 

vl v 2 
2 2 

should have the value 1, cf. [6.1), [6.5], ~+v E
4

([P 3] = ~+v 
2
u(p3 = 1 => O'p = 0.1. In the analytical 

Vl v2 WO Vl V2 w
0 

technique the parameters bz and Ar of the Poisson driven process are assumed in such a way that first 
degree product density h (t) as given by (6.59) equals h0 (t) given by (6.73). This allows the evaluation 
of the coeffficients ~ and ~ of the stochastic equation for the auxiliary state variable. Next the mean 

a2 a2 

arrival rate v of the under lying Poisson process is assumed as v = (v1 + v2)/2 = 8
3° w0 . T hen it appears 

that the second and higher degrees product densities as given by (6.53) split to the product form (6.40). 
Hence, the Poisson driven process becomes a renewal process with a renewal density 

1/1 1/2 ( ) h0 (t) = 2,;;- 1 - exp( -2vt) (6.74) 

hence the obtained process is a kind of an Erlang impulse process with strengths reduced by v, ~2 . An 
V 

Erlang impulse process with the same mean square excitation level should have the impulses strengths 
2 

evaluated from the condit ion I 2~:g = 1 => 0' p = .,J3j20 . However , since the strengths of the obtained 

process are reduced with respect to Erlang process, the assumed value of 0' p must be m ultiplied by 
2 

_v_ which yields O'p = V3/15 = 0.11 54667. 
v l v2 

Since here the centralized drift vector components are cubic and the diffusion vector components are 
linear forms in the state variables, 5th and 6th order moments appear in the equations for joint central 
moments of order up to fourth . Because of the high mean arrival rate v = 8

3
° w0 of impulses, these 

moments have been evaluated by means of an ordinary cumulant neglect closure scheme, (6.1). 
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In order to evaluate the level of approximation introduced both at the replacement of the actual renewal 
process with a generalized Erlang process and at the cumulant neglect closure procedure, Monte Carlo 
simulations have been performed, both for lognormally and Erlang dist ributed interarrival times, [6.7]. 
The simulated results are obtained based on averaging over 500000 independent response curves, each 
obtained by numerical integration of the governing equations of motion (6.66) - (6.69). 

The results for the mean value P.x(t) = p.1 (t) , the standard deviation crx(t) =~'the skewness 

Sx (t) = ~( t) and the kurtosis kx(t) = " 1 ~1 ((;)- 3 are shown in Figs. 6.5 - 6.8 as a function of the 
ux t ux t 

non-dimensional time ~0 . In the Figures -.-.-.- and - - - - denote Monte Carlo simulation results for 
lognormally distributed interarrival times, for the generalized Erlang process of order k = 2, respectively, 
and - represents the analytical results for the Poisson driven process obtained for a generalized Erlang 
process. As seen the agreement between the Monte Carlo simulation results obtained for both renewal 
processes is very good. Although only the mean value and variance of these distributions are alike , 
identical response moments within acceptable accuracy are obtained up to and including order 4 . 
Obviously even better results can be obtained if a generalized Erlang process of higher order than 
k = 2 is applied and suitably calibrated. The agreement bet ween the analytical and the Monte Carlo 
results is very good in the case of the mean values and standard deviations, but it is less satisfactory in 
the case of skewness and kurtosis coefficients (higher order moments) , which can be attributed to the 
closure of the hierarchy of moment equations at the order N = 4. More accurate analytical solutions 
for these quantities require closure at higher level. 

In Fig. 6.9 is shown the displacement standard deviation obtained from the Monte Carlo simulation 
in cases where the system is subjected to a non-zero mean Gaussian white noise excitation F(t) = 
~+11 E[P] + . 1~+11 E[P2 ]W(t) (unbroken line -), to a compound Poisson process with the mean 
Ill 112 1/ Ill 112 

arrival rate ~+11 ( - - - -) and to a renewal process with the lognormally distributed inter arrival 
Ill 112 

t imes(-.-.-.-.). A zero-mean , unit intensity Gaussian white noise process W(t) , was generated by the 
method of Penzien , [6.8]. In all cases 500000 sample curves are used. Because of the high mean 
arrival rate of impulses, the non-zero mean white noise process and the compound Poisson process 
produce, as expected, almost identical results. In contrast, the standard deviation for the renewal 
process is significant ly different . In combination to the results obtained in Figs. 6 .5- 6 .8 it is then 
concluded that the distribution of the interarrival time affects the response moments significantly, but 
primarily through its mean value and the variance, whereas higher order moments of the interarrival 
t ime distribution seem to have less influence. 

6.3 Markov approach in the case of Poisson train of general 
pulses 

6.3.1 Statement of the problem: stochastic equations 

Response statistical moments of a linear dynamical system subjected to a train of gen­
eral pulses can be, in principle, exactly evaluated. As the linear superposition principle 
holds, the cumulative response to a train of pulses is just the effect of superimposing the 
responses to individual pulses of excitation. In other words, the response is a filtered 
point process obtained as the effect of filtering the pulse train od excitation through the 
system. To evaluate the moments it suffices, as it is shown in the section 4.2 to perform 
the averaging of pertinent multi-fold integrals with respect to the underlying stochastic 
point (random counting) process. Such a procedure, although rather straightforward , 
is cumbersome, especially for higher order moments. It is therefore appealing to use 
an alternative technique of obtaining the moments directly as the solution of pert inent 
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differential equations. Non-diffusive Markov process technique, in particular, the tech­
nique of equations for moments, can be extended to the problem of general pulse if the 
train of general pulses can be represented as the response of an auxiliary linear system 
to the train of Dirac delta impulses. This converts the non-Markov problem of the 
original system driven by the train of general pulses to the Markov problem of an aug­
mented system driven by the train of impulses. Approach of this kind was used in [6.5), 
where the t rain of general pulses was idealized as the response of an auxiliary, highly 
damped, linear filter to the train of impulses. The pulse obtained by such a filtering, 
although semi-infinite, was due to the high damping a single half-wave with practically 
insignificant, fast decaying tail. 

The following approach due to Ricciardi [6.9) shows that a general pulse, with a single- or 
multi- sine-half-wave shape, can be exactly represented as the response of an auxiliary 
linear filter to two superimposed trains of Dirac delta impulses. This approach was 
developed in connection with analysis of bridges behaviour under random trains of 
moving loads. 

Consider a non-linear (Duffing) oscillator under external excitation in form of a Poisson 
driven train of general pulses. The state vector of the system Z1 ( t) is governed by the 
set of equations 

(6.75) 

The specific, single sine-half-wave shape of duration Td can be represented as the su­
perposi tion 

(6.76) 

where h(t) is the impulse response function of an undamped linear oscillator, with a 
natural period Tt = 2Td, hence with an undamped natural frequency Wf = n)Td. It 
is easy to note that due to the time shift by a half-period Tt /2 = Td , the undamped 
response is truncated after that t ime. The train of general pulses is then represented 
as 

!V(t) !V( t ) !V(t) 

I: Piw(t- ti) = I: Pih(t- ti) + I: Pih(t- ti- Td) (6.77) 
i=l i=l i= l 

The stochastic equations, fort < Td, are 

dZ(t) = c(Z(t)) dt + bP(t)dN(t) (6.78) 

and for t > Td they become 

dZ(t ) = c(Z(t))dt + bP(t )dN(t ) + bP(t- Td )dN(t- Td ) (6.79) 
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where 

[
Y(t)l [ Y(t) l [o] Z(t) = Y (t ) (Z(t)) = -2_(woY(t)- w5 (Y(t) + ~Y3 (t) + X(t ) b = 0 (6 80) 
X(t) 'c X(t) ' 0 . 

X(t) -w}X(t) 1 

In the present case the differential rule takes the form, cf. (2.89) 

df(Z(t)) = 't of~~(t)) ci(z(t))dt + (f(Z(t) + bP(t))- J(Z(t)) )dN(t)+ 
i=l t 

(f(Z(t) + bP(t- Td)) - f(Z(t)) )dN(t- Td) 

6.3.2 Differential equations for moments for linear systems 

Equations for the mean values, for t > Td , are 

jt,(t) = E[c(Z(t))] + b(v(t)E[P(t)] + v(t- Td)E[P(t- Td)]) 

and if the impulse process is stationary 

jt,(t) = E[c(Z(t))] + 2bvE[P] 

(6.81) 

(6.82) 

(6.83) 

For the second-order moments E[Zi(t)Zj(t)] = J-lij(t) the differential rule (6.81) yields 

2{J-ti(t)bj} 
8
v(t)E[P(t)]dt + 2{ E[Zi(t)P(t - Td)dN(t- Td)] b1} s + 

bibj (v(t)E[P2 (t)] + v(t- Td)E[P2 (t - Td)J)dt (6.84) 

The straightforward splitting of the expectation E[Zi(t)P(t - Td)dN(t - Td )] is not 
feasible due to the overlapping of the random quantities in the interval T E [t- Td, t­
Td + dr[. In order to perform the splitting correctly let us express the state variable 
Zi(t) (the response of a linear system) in terms of the impulse response function hi(t) 
as 

t t 

Zi(t) = bi J hi(t- r)P(r)dN(r) + bi J hi(t - r)P(r- Td)dN(r - Td) (6.85) 

0 ~ 
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hence the required expectation is 

t 

E[Zi(t)P(t-Td)dN(t-Td)] = bi J hi(t-r)E[P(r)dN(r)P(t-Td)dN(t-Td)]+ 
0 

t 

bi J hi(t- r)E[P(r- Td)dN(r- Td)P(t- Td)dN(t- Td)] (6.86) 

Td 

The expectations in the integrands can be split except for the interval T E [t- Td, t ­
Td + dr[, hence 

t-Td 

E [Zi(t)P(t-Td)dN(t-Td)] = bi J hi(t-r)E [P( T )dN( T )] E [P(t-Td)dN(t-Td)] + 
0 

bihi(t- (t- Td))E[P 2(t- Td)(dN(t- Td))
2)+ 

t 

bi J hi(t-r)E[P(r)dN(r)]E[P(t-Td)dN(t-Td)]+ 
t-Td+dr 

t 

bi J hi(t- r)E[P(r- Td)dN(r- Td)]E[P(t- Td)dN(t- Td)] 

Td 

(6.87) 

The second, non-integral terms at the right side of (6.87) appears due to to taking into 
consideration the overlapping interval. As this term has been excluded from the integral 
let us include again the missing term bihi ( t- ( t- Td)) E [P( t- Td)] v( t- Td)dr E [P(t­
Td)] v(t- Td)dt, which is of order O(dt2). 

The required expectation then becomes 

t-Td 

E[Zi(t)P(t-Td)dN(t-Td)] = bi J hi(t-r)E[P(r)]v(r)drE[P(t-Td)]v(t-Td)dt + 
0 

t 

bi J hi(t- r)E[P(r)]v(r)drE[P(t- Td)]v(t- Td)dt + 
t-Td+dr 

t 

bi J hi(t- r)E[P(r- Td)]v(r- Td)drE[P(t- Td)]v(t- Td)dt (6.88) 

Td 
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The result is 

(6.89) 

and if the Poisson process is stationary 

(6.90) 

Consequently, in the case of the stationary Poisson process, the equations for second 
order moments are obtained as 

(6.91) 
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6.5 Example problems 

6.1 Derive equations for first and second order m oments of the response of a linear 
oscillator to an Erlang, with k = 2, impulse process excitation. 

6.2 Formulate the stochastic equations for the centralized state variables correspond­
ing to (6. 79) and the equations for second-order centr al moments corresponding 
to (6.91). 
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CHAPTER 7 

FIRST-PASSAGE TIME PROBLEMS 

7.1 Statement of problems 

In fig. 7.1 some realizations of the scalar process {Z(t), t E [to, oo[} are shown, as well 
as a deterministic upper limit state function b( t) which separates unsafe and safe states 
of the process. The safe domain at the timet is given as 

St = {z l-oo< z < b(t)} (7.1) 

Consequently, the limit state function b(t) is considered as part of the unsafe domain, 
S~, which is the complement of St. Now, consider a sufficiently large number M of 
realizations. Of these realizations, Mo realizations will be in the safe domain St0 at the 
timet = t 0 , and the remainder M- Mo realizations originate from the unsafe domain, see 
fig. 7.1. During the interval]t, t + ~t] a certain number ~M of realizations are leaving 
the safe domain. Among these, ~Mo realizations originated from the safe domain at 
the time t = to, whereas the remaining ~M - ~Mo ones originated from the unsafe 
domain. A further distinct ion will be made among the ~Mo realizations. Let ~M1 of 
these cross out for the first t ime in the interval ]t , t + ~t], and the remaining ~Mo-~M1 
realizations have at least 1 previous out-crossing in the interval]t0 , t]. ~M1-realizations 
are called first-passages in the interval ]t, t + ~t]. Obviously, ~M1 ~ ~Mo ::; ~M. 

The probability of an out-crossing in ]t, t + ~t] can now be estimated as the fraction 
l:l:/. It is assumed that this fraction becomes proportional to ~t , as ~t --+ 0, i.e. 

Z(t) 

b( t)(limi t 

M 

--- t 
t+l1t 

Fig. 7.1. First passages and out-crossings at the time t. 
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(7.2) 

where /J ( t) is termed as the 1st order outcrossing rate. 

It is also assumed that the probability of two or more out-crossings in ]t, t + 6t] is 
negligible compared to the probability of exactly one out-crossing, if 6t is sufficiently 
small. These probabilities are then at most 0(6t2). Then, JI(t) can also be interpreted 
as the expected number of out-crossings per unit time. In the same way, the fraction 
~~1 is assumed to be proportional to 6t, i.e. 

(7.3) 

where fr( t) is termed as the first-passage probability time density function. 

The integral ft: fr( T )dT signifies the relative number of realizations originating from 
the safe domain St 0 at the time to, which have left the safe domain during the interval 
]to, t]. Obviously this fraction is equal to the probability of failure during the interval 
]to, t] on condition of being in the safe domain St0 , PJ(]t0 , t]IZ(t0 ) E St0 ). Hence, 

t 

PJ(]to,t]IZ(to) E St0 ) = Pr{T E]to,t]} = J fr(T)dT = Fr(t) (7.4) 

to 

where Fr(t) is termed as the first-passage time probability distribution function. 

Since any realization will sooner or later cross out of the safe domain, it follows that 
limt-+oo Fr(t) = 1. The unconditional probability of failure in ]to, t], PJ(]t0 , t]) , can next 
be expressed as 

Pf(]to, t]) = 1 - Pr(Z(to) E Sto) + Pf(lto, t]l Z(to) E Sto) Pr(Z(to) E Sto) = 

1 - Pr(Z(to) E Sto) + Fr(t) Pr(Z(to) E Sto) = 

1 - F{z} (b(to) , to) (1 - Fr(t)) 

where 

Pr(Z(to) E Sto) = Pr(Z(to):::; b(to )) = F{z} (b(to), to) 

(7.5) 

(7.6) 

1- Pr(Z(to) E Sto) indicates the probability of initial failure, i.e. the realizations are 
originating from the unsafe domain. F{z}(z, t) is the distribution function of the 1st 
order of the process {Z(t) , t E [to, oo[}. Among the M0 realizations, a certain number 
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M 1 of them has not left the safe domain in the interval]t0 , t], see fig. 7.1. The hazard 
rate h( t) is then defined from the relation 

(7.7) 

The right-hand side of (7.7) signifies the number of first passages in ]t, t + 6t] relative 
to the number of samples which have not failed in the preceding interval]t0 , t] . Hence, 
h(t )6t + 0(6t2

) can be interpreted in terms of t he following conditional probability 

h(t)6t + 0(6t2) = Pr(1 out-crossing in ]t, t + 6t] 1 \h E]to, t]: Z(r) E Sr) (7.8) 

From (7.3) and (7.7) 

h(t).0..t+0(.0..t2) = 6M1 Mo = fr(t)6t =? 
Mo M1 1- Fr(t) 

h(t) = fr(t) 
1- Fr(t) 

where the result ~ = 1 - Fr( t) has been applied. 

(7.9) has the solution 

t 

Fr(t ) = 1 - exp(- j h(r)dr) 
t o 

(7.9) 

(7.10) 

(7.10) can be proved by insertion into (7.9) , and using fr(t) = ftFr(t). Inserting (7.10) 
into (7.5) provides the following expression for Pt(]t0 , t]) in terms of the hazard rate 

t 

Pt(lto ,tl) = 1-F{z}(b(to),to)exp (- j h(r)dr) (7.11) 
to 

No exact solutions are available for h( r) for even the simplest system of engineering 
significance. Hence, the subject of reliability theory for dynamically excited structures 
is to specify suitable approximations for the hazard rate for this class of structures. 
Before doing this, one further useful identity for the first-passage probability density 
will be derived. From (7.2) and (7.3) follows 
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Pr(Z(to) E Sto) 

h(t) 
(7.12) 

where Pr(Z(to) E St0 ) = lff has been introduced. In fig. 7.1 with the dashed line, 
the 6.M1-realization has been artificially prolonged backwards until the time previous 
to t = t 0 , where it crossed into the safe domain. Lt signifies the time-interval spent in 
the safe domain before an out-crossing at the time t. Among the total number 6.M 
of out-crossings in )t, t + 6.t], 6.M1-realizations are then distinguished by the property 
that Lt > t. Hence, the fraction ~lljj can be interpreted as the probability Pr(Lt > t) 
that the time-length Lt spent in the safe domain prior to an out-crossing at the t ime t 
is larger than t . (7.12) can then be written 

h (t) h(t) 
fr(t) = Pr(Z(to) E St

0
) Pr(Lt > t) = Pr(Z(to) E Sto) (1 - FLt(t)) (7.13) 

where FL
1 
(l) is the probability distribution function of Lt. Now, if the process {Z(t), t E 

R} is a stationary process, and the limit state function b(t) is constant with time, the 
crossing rate h ( t) as well as the distribution function FL

1 
( l) become independent of 

t. Introducing the designation FL(l) for the time-invariant distribution function, (7.13) 
can be simplified to 

fr(t) = ( /
1

) ) (1- FL(t)) Pr Z to E S 
(7.14) 

Integrating (7.14) from t 0 to oo, and using integration by parts provide 

<Xl <Xl 

1 = jfr(r)dr = ( (h) ) j (1 - FL(r)) dr = 
Pr Z to E S 

to to 

Pr(Z(;:) E S) ( Hl- FL(T)) J: + r/L(T) dT) 

h E[L] 
Pr(Z(to) E S) 

(7.15) 

<Xl 

where E[L] = J T fL( r ) dr is the expected value of L. (7.14) can then be written as 
to 

1 
fr(t) = E[L] (1- FL(t)) (7.16) 
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Z(t) 

Fig. 7.2. Ergodic sampling of interval lengths spent m the safe domain before an 
out-crossing. 

If the safe domain is time-invariant and { Z ( t), t E R} is a stationary process possessing 
sufficient ergodicity properties, FL(l), E[L] and Pr (Z(t0 ) E S) can all be determined 
by ergodic sampling from a single realization z(t) of the length T . In what follows it 
is assumed that z( t) is generated artificially by a computer using the so-called Monte 
Carlo simulation, in a way that z(t) has identical st atistical properties to the physical 
phenomenon, which {Z(t), t E R} is supposed to model. During the interval [0, T], 
a total of M out-crossings from the safe domain is observed, and the corresponding 
£ 1 , ... , L M intervals spent in the safe domain before the out-crossings are measured, 
see fig. 7.2. Let M<l be the number of intervals in the sample thus obtained, for which 
Lj ~ l. The distribution function FL(l), the expected value E[L] and Pr(Z(t0 ) E S) 
are then estimated from the statistics 

1 M 
E[L] ~M LLi 

j=l 

1 M 

Pr(Z(to) E S) ~ T L L j 
j=l 

(7.17) 

(7.18) 

(7.19) 

If the estimates (7.17) and (7.18) are inserted into (7.16) , robust estimates of the first­
passage pdf are obtained, because the sampling has been related to a distribution func­
tion FL(l), and not directly to the probability density function f r(t) . 

Since !J.M1 ~ !J.M it follows that, c£. (7.12) 

!J.M1 M M h(t) 
fr(t) = !J.M M

0 
h(t) ~ Mo h (t) = Pr(Z(to) E St

0
) 

(7.20) 
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It then follows that 

t 

Fr(t) s; Pr(Z(to\ E Sto) J fi(r)dT::::? 
to 

Pt([to, t]) = 1- Pr(Z(to ) E St0 ) + Fr(t) Pr(Z(to) E St0 ) s; 

t 

Pr(Z(to)rf_St0 )+ j JI(r)dr (7.21) 

to 

Since Pr(Z(to) rJ_ St 0 ) and JI(r) in some cases can be calculated, (7.21) provides a useful 
upper bound for the failure probability. 

A distinction will be made between the so-called stochastic start and deterministic start 
problem. For a stochastic start a window is opened on the time axis at the arbitrary 
time to of a system which has been exposed to dynamic loadings prior to the time to. 
For the deterministic start problem the system is at rest at some state z0 = z( t 0 ) at the 
time t 0 , which is assumed to be within the safe domainSto· Hence for a deterministic 
start problem Pr(Z(to) E Sto) = 1 whereas for the stochastic start problem Pr(Z(t0 ) E 
St0 ) < 1. Obviously the simulation method only applies to the stochastic start problem. 
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0 

r 
j 

1 2 

h(ti ~t0 )To - r-:-0 I L 0 ~ 
Crandall 

0

et al. (1966) 

3 4 5 6 7 8 (t- to) /To 

Fig. 7.3. First-passage time probability density function. Deterministic start prob­
lem with symmetric constant double barrier. SDOF system, ( = 0.08, b = -a = 
2oy,o, Z(to) = Z(to) = 0. 
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The first-passage time problem described in fig. 7.1. is classified as a single barrier 
problem. If also a lower limit state function a( t) is defined one talks about a double 
barrier problem. In this case the safe domain is given by St = {zJa(t) < z < b(t)} and 
&St = {zJz = a(t) V z = b(t)}. 

The indicated scalar first-passage time problems can immediately be generalized to the 
case where the state is defined by t he n-dimensional vector process {Z(t), t E [to, oo[}. 
The safe domain is determined by a subset St C R n of the sample space of the state 
vector Z(t). The simulation method (7.16) can also be applied in the vector case if 
only the safe domain is time-invariant and the state vector response is stationary. For 
both the scalar and vector case, the sample size should be at least M = 1000. Hence, 
the length of the realization of the considered ergodic process should be at least T = 
1000/ !I. 
In fig. 7.3 is shown the first-passage time probability density function for a deterministic 
start problem with a symmetric constant double barrier for a linear SDOF system 
subjected to a stationary white noise. Fr(t) increases to a maximum, and eventually 
decreases to 0, so the area below the curve amounts to 1. The full drawn curve is based 
on an approximate technique, Nielsen (1980) [7.1]. The simulation results are due to 
Crandall et al. (1966) [7.2]. 

The corresponding result for a stationary start problem with a constant single barrier 
problem is shown in fig. 7.4. based on M = 100000 out-crossings. In t his case fr(t) is a 
non-increasing function of time with a characteristic stair-case like behaviour, reflecting 
the eigenvibration period To of the system. 
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Fig. 7.4. First-passage time probability density function. Stochastic start problem, 
single constant barrier. SDOF system ( = 0.08, b = -a= 2oy,0 . 

Example 7.1: Extremes of dynamic response processes 

Consider a scalar stochastic process {Y( T), r[to, t1]}. Of specific importance in structural design are 
the maximum value and the minimum value of {X(r) , rE [to , t1]}, d efined as follows 

Ymax([to, t1]) = max Y(r) 
rE(ta,td 

Ymin([to, t1]) = min Y (r) 
rE(ta,td 

(7.22) 

(7 .23) 
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Ymax([to,t1 ]) and Ym in([to , tl]) are called jointly the extremes of the process {Y(r), r[to,ti]}. The 
determination of the probability distribution function of the extremes is strongly related to the problem 
of finding the probability of failure Pi (]to, t1]) in the interval ]to , t1] with a constant barrier first-passage 
time problem, as demonstrated below 

Ymax([to, t1]) is smaller than or equal to some value x, if all stochastic values in the process {Y( r ), r E 
[to, t1]} fulfil this criterion. Hence, th e distribution function of Ymax ([to, t1]) becomes 

(7.24) 

The last statement of (7.24) expresses the reliability of the process {Y( r ), r E [to, t1]} relative to the 
safe domainS={~ I -oo < ~ < x}, see fig. 7.5 a). This is 1 minus the probability of failure. Then 

(7.25) 

where Pj ( t 0 , t1 ];]- oo, x[) is the probability of failure relative to the considered safe domain. Similarly, 
Ymin([to,tl]) is larger than some fixed value x, if all stochastic variables in {Y(r),r E [to,t1 ]} fulfil 
this criterion. Then 

(7.26) 

x(t) x(t) 
b) 

s 

t X 

Fig. 7 .5. Equivalent safe domain at the specification of the probability distribution function of extreme 
values. a) Maximum value. b) Minimum value. 

The right-hand side represents the reliability of the process {Y(r) , r E [t0 ,t1]} relative to th e safe 
domainS={~ I x < ~ < oo}. Hence 

(7.27) 

where Pj (]to, t1 ]; ]x, oo[) is the probability of failure of {Y( r), r E (to, t1]} relative to the considered 
safe domain. In (7.25) and (7.27), the distribution function of the extremes of a stochastic process has 
b een expressed in terms of the probability of failure of {X( r ), r E (to, t1 ]} relative t o properly defined 
time-constant single barrier safe domains. 
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7.2 Markov systems 

Assume the system is described by the Markov state vector process {Z(t), t E [to, t1]} 
with the transition probability density function q{z}(z ,t ix ,to ), t > to. 

Consider a system with the deterministic start in x E St0 • Transitions from this state to 
a later state z at the time t are governed by the forward integro-differential Chapman­
Kolmogorov equation (2.25). The system can only leave the safe domain St through the 
exit part of the boundary os?)' and reenter in the safe domain through the entrance 

part oS}0
). In the reliability problems one is concerned with sample curves which 

have not left the safe domain in a given interval ]to, t]. Transitions from any point 
X E Sto in the safe domain at the time to to some point z E os?) on the entrance part 
of the boundary should then be prevented, corresponding to t he boundary condition 
q{z}(z,tlx,t0 ) = 0. This implies that any realization at the point ofreentering the safe 
domain through the entrance part of the boundary is absorbed or extracted from the 
sample and all remaining sample curves have never left the safe domain up to the time 
t. q{z}(z , tlx, to ) is then seen to fulfill the following boundary and initial value problem, 
cf. (2.45), (2.47). 

0 
otq{z}(z,tlx,to) =Kz,t[q{z}(z,t I x,to )], Vt E]to,tl ], Vz E St, 

q{z}(z , to lx,to) = 8(z - x), V z E St 0 , 

q{z}(z , tix, to) = 0, V t E]to, t1 ], 

z E oS(o) U oS(2 ) 
t t 

(7.28) 

where Kz,t[· ··]is the forward integro-differential Chapman-Kolmogorov operator (2.26). 

No boundary condition needs to be formulated on the exit part of the boundary os;2
) . 

Knowing the solution of (7.28), the first passage time distribution function , Fr(tix, t0 ) 

on condition of a deterministic start in x E St0 is given as 

Fr(tix , to)= Pr{T < t - to}= 1-J q{z}(z, tlx, to)dz (7.29) 

St 

Let i{z} (x , to ) be the 1st order probability function of the state vector {Z(t), t E [to, t1]} 
at the time to. The probability density function at the timet on condition of being in 
the safe domain at the time to is then given as 

(7.30) 

Since Kz,t[· · · ] is a linear operator, it follows from (7.28) that f{z}(z, t1St 0 ) fulfills the 
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boundary and initial value problem 

i{z}(z, to I St0 ) = 0, V t E] to , t1] 

z E oS(o) U 85(2) 
t t 

(7.31) 

The first passage time distribution function on condition of stochastic start at the time 
t 0 is then given as 

Fr(tiSto) = 1- j f{z}(z,t I St 0 )dz (7.32) 

St 

Alternatively, the reliability problem can be formulated based on the backward integro­
differential Chapman-Kolmogorov equation. In order to formulate the boundary condi­
tions for absorbtion of sample curves it is noticed that any state z E oSil) on the exit 
part of the boundary inevitably leads to an out-crossing into the unsafe domain. Hence, 

it is not possible to have a state z E oSi1
), and a state y E St1 in the safe domain at 

the later time t 1 , without performing one or more out-crossings into the unsafe domain 
in the intermediate interval]t , ti]. Since we are interested in the sample curves, which 

remain in the safe domain throughout the interval )t , t1], transitions from z E oS? ) 
to y E St 1 should then be prevented. Hence, q{z} (y, t 1 1z, t) should fulfil the following 
boundary and terminal value problem, cf. (2.46), (2.48) 

:tq{zJ(Y,ti iz,t) + x:;,t(q{z} (Y, tl I z ,t)] = 0, V t E [to ,ti[, V z ESt 

q{zJ(Y, t1lz, h)= 8( z - y ), V z E St 1 

q{zJ(y,tllz,t) = 0, Vt E]to,t1[ 

z E asil) u as;z) 

(7.33) 

where KJ:t[· ··)is the backward integro-differential Chapman-Kolmogorov operator (2.40). 
No boundary condition needs to be formulated on the entrance part of the boundary 
s;o). In combination the absorbtion boundary conditions in (7.28) and (7.31) fulfill the 
necessary boundary condition (2.49). 

Upon inserting into (7.31), the first-passage t ime distribution function Fr(t 1 lz, t) at the 
time t 1 on condition of the deterministic start in z E St as defined by (7.29) is seen to 



fulfil the following boundary and terminal value problem 

!Fr(tllz,t)+K;,t[Fr(tllz,t)] = 0, VtE[to,tl[, VzESt 

Fr( t1 lz, t1) = 0, V z E St 1 

Fr(hlz,t) = 1, Vt E]to,tl[ 

z E as(l ) u as( 2 ) 
t t 
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(7.34) 

Assume that (7.34) is integrated backward until the time t = to. From the obtained 
solution Fr( t 1 lz, t 0 ), the first-passage time probability distribution function at the time 
t1 on condition of stochastic start at the time to is then obtained from 

(7.35) 

A significant facilitation is obtained, when the following stationarity conditions are 
fulfilled 

(time-invariant) 

(7.36) 

(7.37) 

Equation (7.32) will be fulfilled, if the generating source processes {W(t), t E]to, t 1 ]} 

and {V (t), t E]t o, t1]} are stationary, and if the structural system is time invariant, i.e. 
if the drift vector and the diffusion matrices fulfil c(Z(t), t) - c(Z(t)) and b (Z(t), t) = 
b (Z(t)) and d (Z(t), t) - d(Z(t)). 

Then, the forward and backward Kolmogorov operators do not explicitly depend on 
time, i.e. Kz,t[· · ·] - Kz[· · ·] and K~t[· · ·) - K;(· · · ]. From (7.29) it follows that 
Fr( t 1 I z, t) Fr( T I z), where T = t - t1 signifies the elapsed time interval. Equation 
(7.34) can then be reformulated in the following way 

!Fr(T I z)- K~[Fr(T I z)] = 0, V T E [O,oo[, V z E S 

Fr(O I z) = 0, V z E S (7.38) 

Fr( T I z) = 1, V T E]O, oo[' z E as(l) u [)S(2
) 

(7.34) must be solved for each terminal time t 1 to get (7.35), whereas (7.38) only requires 
a single solution of the same initial and boundary problem to obtain all terminal times. 
Finally, Fr(t I St0 ) can be obtained from the solution of (7.38) as follows, cf. (7.35) 

f Fr(t- to I z)f{z} (z)dz 

Fr(t I St0 ) = 
5 

J f{z} (z)dz 
s 

(7.39) 
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Fr( T I z) , T = t - t 0 , as determined from (7.38) specifies the first-passage probability 
distribution function in case of deterministic start in the state Z (t0 ) = z E S at the 
time t 0 . From (7.38) it follows that the Nth order moment of the first-passage time, 
mN(z) = E [TN I Z(t0 ) = z E SJ , N = 1, 2, ... , can be obtained from the following 
recursive system of boundary value problems 

NmN- 1(z) + x=;[mN(z)] = 0, V z E S,N = 1,2, . . ·} 

mN(z) = 0, V z E 8S(l) U 8S(2 ) 

(7.40) 

where mo (z) = 1. The case N = 1 represents the classical Andronov-Pontriagin-Vitt 
equation. The general equation (7.40) is known as the generalized Andronov-Pontriagin­
Vitt equation, Andronov, Pontriagin and Vitt (1933) [7.3], Bolotin (1967) [7.4]. 

The solution of (7.38) is given by the uniformly convergent series 

00 

Fr(T I z) = 1- L dne- -X.nr<I>(n)(z) (7.41) 
n=l 

J w(n)(z)dz 

d - -=--s.,..--,-----,-.....,---
n- J 'lf(n)(z)<I>(n)(z)dz (7.42) 

s 

where 'lt ( n) ( z) and <I> ( n) ( z) are the eigenfunctions of the forward and backward operators 
with the appropriate absorbing boundary conditions, and An are the corresponding 
eigenvalues , which are all assumed to be single. The indicated quantities are determined 
from the eigenvalue problems 

An w(n)(z) + Kz [w(n)(z)] = 0, V z E S, n = 1, 2, . . ·} 

w<n)(z) = 0, V z E 8S(o) U 8S(2) 

An<I>(n)(z)+K;[<I>(n)(z)] =0, VzES, n=1,2, ... } 

<I>(n)(z) = 0, V z E asCI) U 8S(2) 

(7.43) 

(7.44) 

The solutions (An, <I>(n)) and (An, w(n)) may be complex. If so, the said solutions appear 
as pairwise mutually complex conjugated. Further the eigenspectrum has been assumed 
to be discrete. In the case of a continuous spectrum, (7.41) is replaced by 

00 

Fr(T I z) = 1- j d(A)e--X.r<I>(z,A)dA 

0 

(7.45) 

From (7.43) and (7.44) the following solution can be obtained for the probability density 
function and the probability distribution function of the firs t-passage time 

00 

Jr(t I Sto) = L Cne--X.n(t-to) (7.46) 
n=l 
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00 

Fr(t I St
0

) = 1 - L ~: e->-n(t-to) 

n=l 

(7.4 7) 

J w(n)(z)dz J ~(n)(z)f{z} (z)dz 
s s 

Cn =An J w(n)(z)~(n)(z)dz -----;:J,---f-{z-}(-,---z-,----)d_z_ (7.48) 

s s 

The numerical solution of the initial and boundary value problems (7.28), (7.31), (7.38), 
(7.40), as well as ofthe eigenvalue problems (7.43), (7.44) involves primarily a discretiza­
tion of the forward and of the backward Kolmogorov operators. This problem will be 
reviewed in chapters 8 and 9. 

Consider the non-linear SDOF oscillator (1.86) exposed to a Gaussian white noise with 
the auto-spectral density So, and assume that the inertial forces mY are negligible 
compared to the other terms entering the equation. Further it is assumed that g(Y, Y) = 
k(Y)Y. The stochastic equations of motion can then be written as 

dZ(t) = -c(Z(t))dt + d(Z(t))dW(t), Z(O) = Yo } 

1 a yl21rSo 
Z(t) = Y(t) , c(Z(t)) = k(Z) az U(Z) , d(Z(t)) = k(Z) 

(7.49) 

where {W(t), t E [0, oo[} is a unit intensity white noise, cf. section 1.1.1, and y0 is the 
initial value. 

The drift and diffusion functions become, cf. (2.53), (2.54) 

C( z) = -c(z) , D(z) = d2 (z) (7.50) 

In the case of a double barrier first-passage time problem, (7.38) can be written as 

8 a D(z) a2 

arFr(r I z)- C(z) az Fr(r I z)- -2-az2Fr(r I z) = 0 

V T E] O, oo[ , V z E]a, b[ (7.51) 

Fr(O I z) = 0, V z E]a,b[ 

Fr(r lz)=1, VrE]O,oo[ , z= a Vz= b 

and (7.43), (7.44) become 

AnW(n)(z)- .!!__ (c(z)w(n)(z)) + ~~ (n(z)w(n)(z)) = 0 
dz 2 dz2 

z E]a, b[ , n = 1, 2, ... (7.52) 

w(n)(a) = w(n)(b) = 0 
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(n) !!:_ (n) D(z) d
2 

(n) _ _ } An~ (z) + C (z)d ~ (z) + 
2 

d 2 ~ (z)- 0, z E]a,b[, n -1,2, ... 
z z (7.53) 

~(n)(a) = ~(n)(b) = 0 

The eigenvalues An obtained from (7.52) and (7.53) will be well-separated, i.e. the 
eigenspectrum is discrete. From the solution of (7.52) , (7.53) the first-passage time 
probability distribution function on condition of deterministic start in y0 E]a, b[ be­
comes, cf. (7.41) , (7.42) 

(7.54) 

b n=l 
J 'lf (n)(z)dz 

dn = ---'-a------
b 

(7.55) 
J 'lf ( n)(z)~(n)(z)dz 
a 

The single barrier problem is obtained as a --t -oo. In this case it is observed , that 
the separation ~An = An+l - An approaches zero, i.e. a continuous eigenspectrum is 
obtained. In this case the discrete eigenvalue expansion (Fourier expansion) is replaced 
by a continuous eigenvalue integral transform (Fourier transform). 

Example 7.2: Brownian motion 

As an example consider a linear SDOF oscillator, where also the linear elastic restoring forces are 
negligible m 2(woiY I >> mjYj, m2(wo iYI >> mw51Y I. In this case k(Z) = m2(wo, c(Z) = 0, so 
(7.49) reduces to 

1 
dZ(t ) = dW(t ) , Z(O) = y0 (7.56) 

m2(wo 

This case is the classical Brownian motion equation, studied by Einstein (1905) 
diffusion constants become, cf. (7.50) 

C D 
__ 21rSo 

= 0 ) 
(m2(wo )2 

[7 .5]. The drift and 

(7 .57) 

The eigenvalues , eigenfunctions and expansion coefficients become, cf. (7.52), (7.53), (7.55) 

An= (~) 2 D 
b-a 2 

(7 .58) 
b 

J <I>(n) (z)dz 

dn = a = ~ ( 1 - ( -1) n). 
b 2 n1r J ( <J>(n) (z)) dz 

a 
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With initial start at z = yo the solution (7.54) becomes 

FT(t- to I Yo) = I - ~ :, (! - (-I)') •in ( ~(b- Yo)) ,->o(<-<o) (7.59) 

The difference between the eigenvalues becomes 

2n + 1 1r
2 D 

~An = An +l - An = )2 (b- a 2 
(7.60) 

For the single barrier problem, obtained as a --+ -oo, ~An approaches zero and the continuous eigen­
spectrum is obtained. Hence, the solution becomes, cf.(7.45) 

(7.61) 

Applying the initial value FT(O/yo) = 0 one h as 

I= l d(A) •in ( /¥(b- Yo)) dA 

0 

(7.62) 

Multiplying by sin ( fl(b- Yo)) and integrating over [0, oo[, d(A) is finally obtained as the following 

inverse sine Fourier transform 

(7 .63) 

The solutions (7.61), (7.63) can next be sh own to have the following closed form representation 

FT(t- to / yo) = 2- 2<1> 
( 

b- Yo ) 
.jn(t-to) 

(7.64) 

The validity of (7.64) can also be proved directly upon insertion into (7.51). 

In case of a discrete eigenspectrum it follows from (7.46) that fr (tiSt0 ) <X c1 e->q (t-to), i.e. 
the first-passage time probability density function has an asymptotic exponential decay 
as t -7 oo. Th e limiting decay rate, A1, forms the lowest eigenvalue of the forward and 
backward integro-differential Chapman-Kolmogorov operators with absorbing boundary 
condition. On the other hand, the existence of a limiting decay rate of fr(t1St 0 ) is an 
indication of a discrete eigenspectrum. 

The so-called decay rate coefficient is defined as 

(7.65) 
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where h is the out-crossing rate. A running estimate a( t), is n ext defined from the esti­
mated values fr(t!St 0 ) and the value 1 period ahead, assuming fr(t 1St0 ) = cle-.X.dt-to). 

For the simulation results shown in fig . 7.4 the corresponding decay rate coefficient is 
shown in fig. 7.6. As seen a stationary estimate a"' 0.2 is attained fort> lOTo. 

a(t) 
2~----~----,------r-----r----~----~------r-----~~ 

. . . . 
1 . 5 ........ .... :- ....... . ... . . ;· ··· · ..... ... :·· · ........... : .... ... . ... .. , .. ... ... .. ... :- .. .. .. .. . .. .. : .. .. .... ...... , ..... . 

. . . . . . . . . . . . . . . . . . . . . 

···· ········- ······· ············· . . 

0. 5 . ...... ..... · .............. , .............. ! .............. : ............ .. ~ ····· 
. . . . . . . . 

(t- to)/To 
5 10 

Fig. 7.6. Decay rate coefficient. Single barrier stochastic start problem. SDOF system 
( = 0.01, b = 2.00'¥,0· 

7.3 Crossing theory 

The 1st order out-crossing rate is defined by (7.2). In the same way the nth order 
crossing rate can be defined as 

where .6.tmax = max(t1 , ... , tn) and the considered intervals are all non-overlapping. 
fn(ti , . .. , tn) termed as the nth order crossing rate is the nth degree product density of 
the point process of out-crossing events. From its definition it follows that fn(t 1 , ... , tn) 
fulfils the symmetry property 

(7.67) 

where a 1 , ... , an is an arbitrary permutation of 1, . .. , n. If the crossing events in the 
indicated intervals are independent, it follows that 

Pr ( 0 { ou ! -crossing in] t;, t ; + L'-t;])) = 

n n 

i=l i=l 



161 

n 

fn(tl 1 • • • 1 tn) = IT JI (ti) (7.68) 
i=l 

(7.2) and (7.66) consider out-crossings, independently of whether they originated from 
the safe domain St0 at the time to or not. Occasionally, one may also be interested 
in out-crosssing rates, fi(t iSt0 ) and fn(tl, ... , tniSt0 ), on condition of start in the safe 
domain at the time t 0 . These are defined from the conditional crossing events 

Pr ( {out-crossing in)t , t + ~t] jZ( to) E St0 }) = !I ( t1St0 ) ~t + 0 ( ~t2 ) 

Pr (Q {out-crossing in ]t;, t; + "-t; Jl Z( to) E S,, } ) 

fn(tl,··· ,tniSt0 )~tl ···~tn + 0 ((~tmaxt+1 )} 

(7.69) 

(7.70) 

Let {N(t), t E]to, oo[} and {No(t), t E]to, oo[} be counting processes, specifying the 
number of out-crossings in ]to, t] of all M considered realizations and of those M0 realiza­
tions originating in the safe domain, respectively. It follows from ( 4.4), ( 4.9) that these 
counting processes have the product densities !I ( t!), h( t1, t2 ), . . . and Pr (Z(to) E St0 ) 

fi(tiSt 0 ), Pr(Z(to) E St0 )/2(tl,t21St0 ) , ••• , respectively. Especially the counting pro­
cesses become Poissonian, if (7.68) is fulfilled, cf. ( 4.20). 

It follows, that 

1- Pr(No(t) = 0) = Pt(]to ,t]IZ(to) E Sto ) * 
1 

Fr(tiSt 0 ) = Pf(] to, t]I Z(to) E St0 ) = Pr(Z(to ) E Sto) (1- Pr(No(t) = 0)) = 

oo ( - l)n-1 it it L n! . . . fn(tl,· .. ,tniSto)dtl· ··dtn 
n=l to to 

"-...--' 
n-fold 

(7.71) 

where (4.14) has been used. (7.71) is known as the inclusion-exclusion series for the 
first-passage time probability distribution function. The use of (7. 71 ) is limited, partly 
because the series is divergent at any truncation as t -t oo, and part ly because the 
conditional out-crossing rates can only be calculated for low order n. 

If the crossing events are independent, the memory of the initial states disappears, so 
the conditional and unconditional out-crossing rates become alike, and (7.68) is valid 

n 

fn(tl, .. . ,tniSt 0 ) = Jn(t1 , ... , tn) = IIJI(ti ) (7. 72) 
i=l 
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From (7.71) and (7.72) it follows that 

Fr(t jS,,) = 1- exp ( - j J, ( r)dr) (7.73) 

As indicated by (7.8) the hazard rate is also a conditional out -crossing rate. 

In case of independent out-crossings it then follows that h(t) ,..._, h(t). Upon inserting 
this result into (7. 10), (7.73) is obtained again. 

Stratonovich [7.6] and Roberts [7.7] have tried to close the inclusion-exclusion series by 
expanding the conditional out-crossing rates f n( t1, . .. , tn ISt0 ) in terms of the condi­
tional out-crossing rates h(ti iSt0 ) and h(t1 , t2ISt0 ) of the 1st and 2nd order. However, 
these attempts have been based on rather weak assumptions and seem to have been 
motivated primarily in order to be able to evaluate the series in a closed form. 

In contrast to fr(t), the out-crossing frequency h(t) can be calculated analytically. 

y 
b) a) 

b(t) 

y 

t+t.t b 

Fig. 7.7. a) Out-crossing in interval]t,t+~t] . b) Calculation of out-crossing frequency. 

From the definition (7.2) it follows, see fig. 7.7 a) 

h(t)~t + O(~t2 ) = Pr(Y(t) < b(t) !\ Y(t + ~t) ~ b(t + ~t)) = 

Pr ( Y(t) < b(t) !\ Y(t) + Y(t)~t ~ b(t) + b(t)~t) = 

Pr (b(t)+(b(t)- Y(t))~t ~ Y(t) < b(t)) (7. 74) 

where the following 1st order Taylor-expansions Y(t + ~t) = Y (t) + Y(t)~t and b(t + 
~t) = b(t) + b(t)~t have been applied. Based on the joint pdf f{Y}{Y} (y, y, t) of Y (t) 
and Y (t ) the right-hand side of (7.74) can be evaluated as follows, see fig . 7.7 b) 

00 b 

h(t)~t + O(~t2 ) = j J f{Y}{Y}(y,y,t)dydy = 

b b+(b- y)At 



00 J (y- h)6.t f{Y}{Y } (b(t) + B(h(t) - iJ)6.t, y, t) dy, 8 E]O,l[ =? 

00 

JI(t) = J (iJ- h(t))f{Y}{Y}(b(t ),y, t) dy 

b(t) 
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(7. 75) 

The 2nd statement of (7.75) follows from the mean value theorem of integration theory. 
(7.75) is termed as Rice 's formula [7.8]. 

If b = const. then 

00 

fi (t) = J yf{Y}{Y} (b, y, t) dy 
0 

y 

b(t) 

t +t.t 

a(t) 

Fig. 7.8. Out-crossings in a double barrier problem. 

For a double barrier problem (7.75) generalizes to 

oo a(t) 

fi(t) = J (iJ - h(t ))f{Y }{Y }(b(t),y,t)diJ+ J (a(t) - iJ)f{Y}{Y}(a(t),y,t)diJ(7.76) 
b(t) -oo 

(7. 76) simply specifies the total out-crossing frequency as the sum of ou t-crossing fre­
quencies at the upper and at the lower barrier, as illustrated in fig. 7.8. 

For a stochastic vector process {Y(t), t E [0, oo[} the system is considered safe whenever 
the realizations are within a differentiable surface r t, which may expand in space. At the 
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timet a surface element dAt of rt , specified by the position vector b(t), is considered. 
The unit normal vector of the area element in the outward direction is designated 
n(b(t)), see fig. 7.8. The velocity component in direction of n (b (t)) relative to the 
failure is then given as 

(7.77) 

Y2 

Yl 

Fig. 7.9. Out-crossings of a stochastic vector process. 

where {Y(t), t E [to, oo[} is the derivative process. On condition Yn (t) = ifn, Yn > 0, all 
sample curves in the hatched volume dV of height ifndt will then cross out through the 
surface element dAt during the time interval ]t, t + dt]. Summing up the out-crossing 
probability contributions from all parts of the failure surface, which are independent 
events, as a straightforward generalization of (7.76) one has 

fi(t)dt = Pr ( {out-crossing in)t, t + ~t]}) = 

j Pr ( {out-crossing in)t, t + ~t] through dAt}) = 
r1 

00 

j j Pr ( {out-crossing in)t, t + ~t] through dAt JYn( t) = Yn}) f{Yn(t)} (iJn)diJn (7. 78) 

r1 o 

Since Pr ( {out-crossing in)t, t + ~t] through dAt JYn( t) = Yn}) = 
f{Y(t)IYn)(YiiJn)dV, where dV = ifndtdAt is the hatched volume shown in fig. 7.9 and 
y ~ b(t) is an interior point in dV one has [7.9) 

00 

JI(t)dt = J J J{Y (t)IYn }(b(t)JiJn)iJndtdAtfp-,n(t))(Yn)diJn =? 

r1 o 

fi(t )dt = j (l!inf{v){Y.)(b(t),!in,t)) dAt 
r1 o 

(7.79) 
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Example 7.3: Out-crossing frequency for stationary Gaussian processes 

The barrier b is assumed to be constant, and {Y(t), t E R} to be a stationary Gaussian process. Hence, 

f{Y}{Y}(Y, iJ) = f {Y}(Y)fry}(i;) = er~ <p (Y;;Y) er~ <p(!;) Since b = 0, (7.75) becomes 

loo. 1 ( b- {Ly) 1 ( iJ ) h = y-<p -<p -
Uy Uy Uy Uy 

00 

Uy (b -f-ly ) J di; = - <p -- u<p( u) du = 
uy uy 

0 0 

1 u y ( 1 ( b - f-lY ) 
2

) - -exp --
2~ uy 2 uy 

(7.80) 

where the integral substitution u = ~ has been performed. Hence, h requires the statistical moments 
y 

1-'Y , uy and u y to be known. Especially, for b = 11-Y, the expected number of up-crossings vo per unit 
time of the mean value level is obtained. 

~xample 7.4: Expected number of local maxima per unit time 

Y(t) 

Y(t) 

Fig. 7.10. Local maximum of displacement process and simultaneous down-crossing of the velocity 
process. 

A local maximum of the process {Y(t), t E R} is characterized by a down-crossing of the constant 
barrier a= 0 of the velocity process {Y(t), t E R} , so Y(t) = 0 at the maximum point , see fig. 7.10 . 
The expected number of local maxima per time 1-Lo(t ) can then be calculated from (7.75), replacing 
[Y(t), Y(t)] with [Y(t), Y(t)], and using b(t) = oo , a(t) = 0. Hence 

0 

1-Lo(t) =- J yf{Y}{Y}(O,y, t) dy (7.81) 

- 00 

If {Y(t), t ER} is s tationary and Gaussian, then 

(7.82) 
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In this case p.0 (t) becomes constant. By com plete analogy with (7.75) f.LO is given as 

1 (,... 
/1-0 = _ _x_ 

211" O"y 
(7 .83) 

Example 7.5: Out-crossing frequency from rectangular time-invariant safe 
domain 

n = [~] 

/ 

Fig. 7.11. Rectangular safe domain . 

The safe domain is given by 

S = { (Yl , Y2) I a1 < Yl < b1 1\ a2 < Y2 < b2 } (7.84) 

where a1, b1, a2, b2 are t ime-constant barriers. The out-crossing frequency of the stochastic vector 
process {Y (t), t E [O,oo[} , y T(t) = [Yt(t) , Y2(t)] with respect to the indicated safe domain is to 
be specified. T he surface r of S is divided into four sub-surfaces, see fig. 6 .11. T he out-crossing 
contr ibutions from each of these four sub-surfaces are d etermined below. 

Sub-surface 1: 

[ 1 ] [ b1 ] ' T ' ' } n = O , b = Yz , Yn(t ) =n Y (t)= Y1 (t) 

f{ Y}{Yn}(b , yn, t) = f{Yd{Y
2
}{YI}(bl, Y2,Yn , t) 

(7.85) 

Sub-surface 2: 

n = [ ~1 ] , b = [:~] , Yn(t) = nTY (t) = - Yt(t) } 

f {Y }{Yn} (b , Yn' t) = f {Yt}{Y2 }{Yt} ( a1, Y2, - yn, t) 
(7 .86) 

Sub-surface 3: 

[ 0 ] [ Yl ] · T . . } n = 1 , b = b
2 

, Yn(t) = n Y(t) = Y2(t) 

f{Y }{Yn} ( b , Yn, t) = J{Yt}{Y2 }{Y2 } (Yl, b2 din, t) 
(7 .87) 
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Sub-surface 4: 

n = [ ~1 ], b = [~~] , Yn(t)= n T Y (t)=-Y2 (t)} 
f{Y }{Yn} (b, Yn, t) = f {Yl}{Y2}{Y2 } (Yl, a 1, - yn, t) 

(7 .88) 

In (7.86) and (7.88) the following identity has been applied to the velocity component 

(7.89) 

Using (7.85-88), (7.79) attains the form 

(7.90) 

Example 7.6: Out-crossing frequency of stationary Gaussian vector process 
from time-invariant safe domains 

If {Y(t), t E R} is Gaussian, {Y(t) , t E R} and {Yn(t), t E R} b ecome Gaussian, too. The joint 
probability densi ty f{ Y }{Yn} (b , Yn) can then be written as 

(7.91) 

f{Y }(Y) is the pdf of ann-dimensional normally distributed "stochast ic variable. J.l. = t-t(b ) and u = u (b ) 

signify the expected value and standard deviation of Yn(t) on condition of Y (t) = b, respectively. 
Using the results for conditional moments of normal vectors and (7.77) with E [Y (t)] = b(t) = 0 , these 
quant ities are given by the following expressions 

t-t(b) = nT(b)C~-yCy~ ( b- E[Y(t)J) 

u 2 (b) = n T(b ) ( Cyy- C~-yCy~Cyy )n(b ) 

(7.92) 

(7.93) 

where Cyy and Cyy are the covariance matrices of Y (t) and Y (t) , and Cyy = E[Y (t)Y T (t)]. After 
inser ting (7 .91) into (7 .79) the following result is obtained 

(7.94) 
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Using integration by parts, the innermost integral of (7.94) can be evaluated as follows 

00 00 

J Yn ( Yn - J.l ) d · _ j Yn - J.l + J.l ( Yn - J.l) d · _ -<.p --- Yn- 'P - -- Yn-
(T (T (T (T 

0 0 
00 

u j (ry+~)<.p(ry)dry=u[-<.p(ry)+ ~<I>(ry)J; 
_.!!. 

er 

(7.95) 

where the integration substitution 71 = Yna-JJ. has been applied. Further, the following symmetry 
properties have been used, <.p(y) = <.p( -y) , <I>(y) = 1 - <I>( - y). (7. 94) can then be written as 

h = J (u<.p (~) +J.L<l>(~)) f{Y}(b)dA (7.96) 

r 

Because of the complicated dependency of J.L = J.L(b) and u = u(b) on the coordinates b of the surface 
element dA, the integral (7.96) has to be evaluated numerically in most cases. Veneziano et al. [7.10] 
have indicated some analytical results for specialized safe domains and simplified correlation structures 
as determined by the covariance matrices Cyy, Cyy , and C-y-y. 

T he results (7.75), (7.76) and (7.79) can be generalized to give the nth order crossings rates. As an 
example one has for the scalar single barrier case , Andronov et al. [7. 3) 

00 00 

fn(tl , ... ,tn)=~~ J J (iJl-b(tl)) .. · (iJn-h(tn) ) x 

b(tt ) b(tn) 

f{Y}{Y} (b(t1), Yl, t1, · · · , b(tn), Yn, tn ) diJ1 · · · difn (7.97) 

A further generalization to conditional out-crossing rates h ( t!St 0 ) and f n (t1, ... , tn ISt0 ) is obtained 

upon replacing f{Y}{Y} ( Yl, Yl, t1; . .. ; Yn, Yn, tn I St 0 ) and 

f{Y}{Yn} (Yl, Yn, l, t1; ... ; Yn , Yn,n, tn) with the nth order joint probability density functions on condi-

tion of being in the safe domain at the time to f{Y}{Y} (Yl , Yl , t1; .. . ; Yn, Yn , tn ISt0) and f{Y}{Yn} (Yl , Yn,l, t1; ... : 

As an example one has in the scalar double barrier case 

f{Y}{Y}(Y1,Y1,t1; . . . iYn,iJn,tniSto) = 
b( to) 

J f{Y}{Y} (Yl ,iJl, tl ; ... iYn,iJn,tn;Yo,to)dyo 
a( to) 

b(to ) 

J f{Y }(Yo, to)dyo 
a( to) 

(7 .98) 
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Example 7.7: Unconditional and conditional 1st order out-crossing rates for 
scalar Gaussian process 

h(t1St0 )To, h(t)To, h(t iSto)To 
0.16 

1'------1 ,..-,. q.~ lr-"\ r-"\ 

0.12 

0 .08 

0.04 

'~ 

2 4 

ir--'\ ,--.. r--'\. 

_\ 

V V 
\ 

"- fl (tiSt 0 ) ITa 

6 8 

hTo 
,..--.. 

f \ 
V ~ 

Simulation 
(t - to)/To 

10 

Fig. 7.12. Unconditional and conditional 1st order out-crossing rates. Single barrier stochastic start 
problem. SDOF system ( = 0.01 , b = 2.0oy,o. 

In fig. 7.12 is shown the conditional out-crossing rate h (t1St 0 ) and the unconditional out-crossing rate 
h (t) = h, for the first-passage time problem described in relation to fig. 7.4. 

In the considered non-dimensional mapping h · To = e-2 = 0.13534 and 
h (to ISt0 ) ·To = ft ·To/ Pr (Y(to) E St 0 ) = e- 2 /~(2) = 0.13849. As t ~ oo the oscillations of h (t1St0 ) 

decrease and ft(t1S t0 ) ~ fl. 

In fig. 7.12 are also shown the simulation results of fig. 7 .4. As seen ft ( tiS10 ) forms a true upper 
bound to fT(tiSt 0 ). A rigorous proof of this follows from the reformulation, cf. fig. 7.1 

(7 .99) 

where the relationship D..M1 ~ D..Mo has been used. Upon insertion into (7.5) the following upper 
bound for th e failure probability can be formulated 

t 

Pj([to,t]) ~ 1-Pr(Z(to) E St0 )+Pr(Z (to) E St 0 ) j ft(r1St 0 )dr (7.100) 

to 

Since ft(tiSt 0 ) = L .6.~o = L }:i
0 
.6.~ ~Afj and D..Mo ~ D..M, cf. fig. 7.1, it follows that ft(t iSt 0 ) ~ 

L /:!
0 

.6.~! = Pr(Z( t~)ESto) h (t). It can be then stated, that (7.100) is a sharper upper bound than 

(7 .21). 

Below, a single barrier problem with constant upper b is first considered. In this case 
let f-yr(iJ, t1St0 ) signify the joint probability density function of the first-passage time 
T and of the associated out-crossing velocity Y on condition of start in Sto· Using the 
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Markov property of z T(t) [Y(t), Y(t)], the following integral equation can now be 
formulated for this quantity, Nielsen [7.11] 

t 00 

fyr('if, tJSto) = yf{Y}{Y{b, y, tJSto )-J J ifq{z} (b, Y, t Jb, Yl, t1 )f-yr(Yl, tlJSt0 )dyl dt1 (7.101) 

to 0 

T he first term at the right-hand side of (7.101), i.e . yf{Y}{Y}(b, y, t JSt 0 ) indicates the 
rate of out-crossings with out-crossing velocity y on condition of start in St0 at the t ime 
to. The integral of all these rates of probability densities with respect to if provides 
the conditional 1st order out-crossing rate, fi(tJSt 0 ), according to (7.75). f-yr(if, t JSt0 ) 

specifies the out-crossings of a subset of sample curves inclusion in yf{Y}{Y} (b, y, tJSt0 ) , 

which are also first passing out-crossings. Hence the last term at the right-hand side of 
(7. 74) withdraws from yf{Y}{Y } (b, y, tJSt 0 ) these out-crossings with the out-crossing ve­
locity y, which are not first-passages . Indeed, yq{z}(b,y,tJb,ifi, ti)f-yr(YI,tiJSt0 ) spec­
ifies the joint rate of out-crossings with the out-crossing velocity y at the time t 1 and 
having a first passage at the previous time t 1 < t with the positive velocity y1 . Inte­
grating contributions from all possible first-passage times in ]to, t] and for all possible 
positive out-crossing velocities y1 , the rate of out-crossings with out-crossing velocity y 
is obtained. 

f{Y} {Y} (y, y, tJSt0 ) signifies the joint probability density of Y(t) and Y(t) on condition of 
Z(to) E St0 , cf. (7.98), and q{z }(y,y, tJy1 ,ifi,ti) is the transition probability density of 
the Markov process. These quantities are assumed to be known. Then, f-yr(if, tJSt0 ) can 
be found numerically from (7.101 ). The first-passage time probability density function 
as a marginal density function is next obtained as follows 

00 

fr(tJSt0 ) = J f-yr(if, tJSt 0 )dif (7.102) 

0 

Upon integrating (7. 101) with respect to if the following alternative representation is 
obtained, using (7.75) 

t 00 

fr(t JSt 0 ) = fi(t JSt0 )-J J fi(tJb,yi,ti)f-yr(Yl ,tlJSto )dyldti (7.103) 

to 0 

where 

00 

fi(tJb,yi ,ti) = j ifq{z} (b,if,tJb,ifi ,tl)dif (7.104) 

0 

fi (tJb, if1 , ti) signifies the out-crossing frequency at the time t on the condition of de­
terministic start at the t ime t 1 < t on the boundary with positive out-crossing velocity 
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iJl > 0. At numerical applications (7.103) is more robust than (7.102), since t he asymp-
totic behaviour fr(toiSt 0 ) = ft(to iSt0 ) is exactly represented. · 

Because the integral at the right-hand side of (7.103) is non-negative, the inequality 
(7.99) follows immediately in this case. 

Using the Markov property (2.3) the solution to (7.101 ) can be expressed in a Neumann­
series of iterated kernels 

t 00 

j j itq{z}(b,it,t I b,itl,tl)itlq{z} (b,itbtl I St0 )dit1 dt1 + · · · = 

to 0 

t 00 

itf{Y}{Y}(b,it,t I St 0 )- J J ititiJ{Y}{Y}(b,it,t;b,itl,tl I St 0 ) ditldtl + ·· · (7.105) 
to 0 

If (7.105) is inserted into (7.102) and (7.75), (7.97) are applied, followed by an integration 
with respect to time, the inclusion-exclusion series (7. 71) is obtained. However, it should 
be noted that the indicated derivation has only validity for Markov systems, whereas 
(7.71) is valid even for non-Markovian systems. 

For the double barrier problem with time-varying lower and upper barriers a(t) and 
b(t), (7.101) is replaced with the coupled integral equations 

t 00 

j j (it- b(t))q{z}(b(t),it ,t I b(ti) , iti , ti)f-yr(b(ti),iti,tl I St0 ) dit1dt1-

to b(tl) 

t a(tl) 

j j (it- b(t )) q{z}(b(t ),it, t I a(ti ),itl,tl)f-yr(a(ti ),itbtl I Sto) dit1dt1 (7.106) 

to - oo 

t a( t!) 

j j (a(t ) - it)q{z}(a(t),it,t I a(ti),iti,ti)f-yr(a(ti ),iti,t l I Sto) dit1dt1-
to -oo 

t 00 

j j (a(t)- it)q{z}(a(t),it,t I b(t i),iti,ti) f-y r(b(ti),itl ,tl I St0 ) dit1dt1 

to b(tl) 

(7.107) 



172 

From the solution of (7.106) and (7.107) fr(t I St0 ) is then obtained from 

oo a.( t) 

fr(ti Sto)= j fyr(b(t) ,i;, t i St0 )diJ+ j f¥r(a(t),iJ,tiSt 0 )dy (7.108) 

b( t) -oo 

Next, consider the vector crossing problem shown in fig. 7.8. Let f-yr(Y, t; b(t) I 
Sto) signify the joint probability density function of the first-passage time T and the 
associated out-crossing velocity Y per unit area of the failure surface rt at the position 
b(t) on condition of start in Sto · The rate of out-crossings per unit area of the failure 
surface rt at the position b(t) with the out-crossing velocity y, and on condition of 
start in St0 is given as nT(b(t))(y- b(t))f{Y}{Y}(b(t), y ,t I St0 ), cf. (7.79). This 
quantity includes all the corresponding first-passage out-crossings, which are considered 
by f-yr(Y , t; b(t) I Sto) plus some out-crossings which have had their first-passage prior 
to the time t 1 . The following integral equation generalizing (7.101) and (7.106), (7.107) 
can then be formulated 

t 

j nT(b(t))(y- b(t)) j j q{z}(b(t), y , t I b(tl), y1 ,t1 ) x 

to 

(7.109) 

where 

At= {yE R n I nT (b(t)) (y - b(t)) > 0} (7.110) 

At signifies the set of velocities y, which implies the out-crossing through the surface 
element dAt. (7.109) is related to the Belyaev's formula (7.79) in the same way as 
(7.101) and (7.106), (7.107) are related to the Rice formula (7.75) and (7.76). (7.109) 
defines the integral equations for all points b( t) of the surface r t. In case of numerical 
solutions the failure surface rt has to be divided into finite subdomains within each of 
which f-yr(Y, t; b(t) I St0 ) is considered constant as a function of b(t) . A closed system 
of integral equations for these quantities may then be obtained from (7.109). Hence, in 
contrast to (7.101) and (7.106), (7.107) no exact formulation of the problem is obtained 
in this case. The level of approximation depends on the roughness of the discretization 
of the failure surface. Obviously, a finer discretization should be applied where out­
crossings are likely to occur. The first-passage time probability density function is next 
obtained from 

fr(t I St0 ) = j j f-yr(Y, t ; b(t) I Sto) dydAt (7.111) 

rt At 
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Example 7.8: Single barrier stationary start first-passage time problem for 
single-degree-of-freedom oscillator subjected to Gaussian white noise or to 
Poisson driven trains of impulses 

A linear time-invariant SDOF system is considered subjected to the generating source { V( r ), r E 
[to, t 1 ]} which may be either a stationary Gaussian white noise excitation or a stationary compound 
Poisson process. 

In this case the restoring force in (1.86) can be written as 

g(Y, Y) + ~U(Y) = m (2(woY(t) + w~Y(t)) ay (7.112) 

The displacement and the velocity of the system on condition of the initial values z if = [Y (to ), Y(to)] = 
[yo dio] at the time to can then be written as 

t -

Y (t ) = c(t I zo, to)+ j h(t- t1) dV(ti) 

t+ 
0 

t-

Y(t) = i:(t 1 z, to)+ j h(t- t1) dV(t1) 

t+ 
0 

c(t I zo, to) = (h(t- to)+ 2(woh(t- to))yo + h(t- to )!io 

c(t I zo , to)= -w~h(t- to)Yo + h(t- to) !io 

, t<O 

t > 0 

(7.113) 

(7.114) 

(7.115) 

(7.116) 

(7 .117) 

h(t) and h(t) are the impulse response functions of the displacement and the velocity. The functions 
c(t 1 z o, to) and c(t 1 zo, to) indicate the deterministic drift (the eigenvibrations) of the displacement 
and the velocity from the initial value z o at the time to. 

The joint characteristic function of Y(t) and Y(t) on condition of Z (to) = zo is denoted cJ? { Z } (81, 82, t I 
yo,iJo,to). Amn[Z(t) I z o,to] = o(ie 1~=;~;e2)n lnci?{z}(B1, B2,t I Yo,i;o,to) le1 =0 2 =o signifies the joint 

cumulant of the order m+ n of Y(t) and Y(t), cf. (4.53). 

Since the Wiener process is Gaussian, the response process also becomes Gaussian. The joint transition 
probability density function of the Markov state vector can then immediately be indicated as follows 

. t . t _ IP2(6,6;p[Z (t) I zo, to]) 
q{z}(y,y, I Yo,yo, o)- a-[Y(t) I zo,to]o-[Y(t) I zo,to ] 

y - c( t I zo , to ) 6 = .:___.:...._:_..;._....:... 
o-[Y(t) I zo, to] 

t 

6 = y ~ c( t I Z o) to) 
a-[Y(t) I z o, to] 

Amn(Z(t) I z o, to)= J hm(t- r )hn(t- r)21rSt0 dr , m+ n = 2 

to 

(7.118) 

(7.119) 

(7.120) 
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In this case, c( t I zo, to) and c( t I zo, to) can be identified as the conditional mean value functions of 
the displacement and the velocity processes. u[Y(t) I zo, to], u [Y I zo, to] and p[Z(t) I zo, to] signify 
the conditioned standard deviations and conditioned correlation coefficient function of Y(t) and Y(t) 
as calculated from (7.120). <p2(6, 6; p) is the joint probability density function of a bivariate normal 
stochastic variable with zero mean values, unit standard deviations and the correlation coefficient p. 
(7.118) was first obtained by Wang and Uhlenbeck [7.12) based on direct integration of the associated 
Fokker-Planck equation. 

A stochastic start problem with a constant upper barrier b is considered . In this case the stationary 
displacement Y(O) and the stationary velocity Y(O) are stochastically independent. The conditional 
joint probability density function f{Y}{Y}(b, y, t I St 0 ) as given by (7.108) t hen becomes 

b 

·! (7.121) 

- 00 

where <Ty,o = limt-oo u[Y(t) I zo, 0), and <p(y) and <I>(y) are the probability density function and 
the distribution function of a standardized normal variable. The integral in (7.121) can be evaluated 
analytically in terms of <p(y) and <I> (y). 

h(tiSt0 )To 
0.20 

0.104-~~--~--------~------+--v-T._o_= __ oo~------~ 

vTo = 10.0 

vTo. = 1.0 
vTo = 0.1 

0.05 vTo = 0.01 

:-.::~=:~b,;zf=*-.;;v~T.~o ~=~O~.O~l~(A~p~p~roximation ( 7.132)) 
(t- to)/To 

0.000 2 4 6 8 10 

Fig. 7.13: First-passage t ime probability density functions for white noise and Poisson driven pulses of 
an SDOF oscillator. Single barrier stochastic start problem ( = 0.01, b = 2.0 u y,0 . Nielsen (7.11). 

Interval Exact solution 
t fT1 (t I St 0 )To T o 

0- 1 0 .13849 
1- 2 0.03821 
2- 3 0.03041 
3- 4 0.02678 
4- 5 0.02453 

Table 7.1: Stair levels of first-passage p robability density function. SDOF oscillator exposed to Gaussian 
white noise. 
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The integral equation (7.101) was solved numerically, using a trapezoidal scheme with the time step 
length C..t1 = 0.025To and a Gaussian quadrature scheme with the velocity step length C.iJ1 = 0.15u-y ,o 1 

where O" y 0 = lim u [Y ( t) I zo 1 0] is the stationary velocity standard deviation . The latter scheme was 
' t-+oo 

also used for the quadrature in (7.103). The result has been shown as the full-line curve vTo = oo in 
fig . 7.13. The horizontal stair levels of the first-passage time probability density function are indicated 
in table 7 .1. 

In case of compound Poisson excitation the increment of t he excitation process in the interval]t 1 t + dt] 
is given by (1.52). 

Assuming that the moments E[P n] of sufficiently high order n exist the conditioned mean values and 
the joint conditioned cumulants of the response process become 

t 

p.[Y(t) I zo,to] = c(t I z o1 to) + j h(t- r)v(r)E[P]dr (7.122) 

to 

t 

p;[Y(t) I zo I to] = c(t I zo l to) + J h(t- r)v(r)E[P]dr (7.123) 

to 

t 

Amn[Z(t) I Zo 1 to]= j hm(t- r)hn(t- r)v(r)E[Pm+n]dr (7.124) 

to 

The integrals in (7 .122) 1 (7.123) 1 (7 .124) can all be evaluated analytically in case of stationary impulse 
rates v. From (7.122), (7.123) , (7.124) it is seen that the log-characteristic function of the conditioned 
response process is given by 

(7.125) 

t 

S(i(h, i82) = j v(r) ( E[exp(Ph(t- r)i81 + Ph(t - r)i82)] - 1) dr (7 .126) 

to 

The joint t ransition probability density function can then b e obtained by a double inverse Fourier 
transformation 

q{z}(y,y, t I Yo, iJo,to) = 

00 00 

(
2
!)2 j j ~{z}(Bt,B2,t I Yo,iJo,to)exp(-yiBl- yi82)d81d82 = 

-oo - oo 
00 00 

(2~)2 J J exp ( S(i81 , i82)- (y - c)i81- (iJ- c)itJ2) d(hd0 2 (7 .127) 

-oo - oo 

(7.127) shows that the joint transition probability density depends on y, i;, yo, ifo t hrough the differences 
y- c(t I zo, to) and iJ - c(t I zo, to). Unfortunately, (7.127) cannot be solved in closed form for any 
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system of engineering interest. Alternatively, the solution may be represented by the following infinite 
Gram-Charlier series on Edgeworth form , Longuet-Higgins (1964) [7.13), cf. (3.63) 

. t . t _ cp2(6,6;p[Z(t) lzo, to]) ( 1 + 
q{z } (y,y, I Yo,Yo, o)- er[Y(t) I zo, to) er[Y(t) I zo,to) 

(7 .128) 

Ao = ______ A_m_n~[Z_(~t~)~lz~o_,_to~) ____ _ 
mn er[Y (t ) I zo, to]m er[Y(t) I zo, to]n 

(7.129) 

(7.130) 

where Hmn(6,6;p) denotes the bivariate Hermite polynomial, cf. (3 .62) . Eqs. (7 .128), (7.129), 
(7.130) are also valid for the general non-linear system (1.86) under Gaussian white noise or compound 
Poisson process excitation , provided the joint cumulants of sufficiently high order can be calculated. In 
case of Gaussian responses one h as Amn = 0, m+ n ~ 3, and (7.128) reduces to (7.127). 

It can be shown that Amn --+ oo, m+n ~ 2 as v(t -to) --+ 0, implying a prohibitively slow convergence of 
the series expansion at the transition time intervals for which v( t - to) ~ 1. The indicated singularity 
can be circumvented by applying the expansion (7.128) to t he first order for the t ransitional joint 

pdf in combination with a Gram-Charlier series for the conditioned transitional joint pdf q~~} (y, y, t I 
yo, iJo, t 0 ). Although this approach is numerically robust it has not been pursued in the following 
numerical example, which is based on (7.127) with all series expansions truncated up to and including 
the joint 6th order cumulants. It should be noted that truncation of the series expansion (7.128) at 
any fini te order, corresponding to a finite order polynomial expansion of the log-characteristic function, 
cannot be mathematically justified. Actually, the theorem of Marcinkiewicz (1939) (7.14] states that 
either the log-characteristic function is a polynomial of the 2nd order corresponding to the Gaussian 
case, or joint cumulants of infinite order exist. Hence, the justification totally relies on the quality of 
the obtained results. Similar obstacles arise in the application of cumulant neglect closure schemes in 
moment methods of Markov systems as explained in section 3.2. 

In order to compare the results for the compound Poisson excitation to those of the Gaussian white 
noise excitation th e intensities of the impulses are assumed to be zero-mean normally distributed, 
P""' N(O, er~), with the variance er~ selected as follows 

ver~ = 21rSo (7.131) 

The basis for this is the well-known convergence of the compound Poisson process to a Gaussian white 
noise as v --+ oo under the restriction of (7 .131 ) . 



y(t) 

6.00 

t/To 

500.00 

177 

Fig. 7.14: Realization of displacement process for an SDOF system subjected to compound Poisson 
excitation with low mean arrival rate. ( = 0. 01, vTo = 0.01, P,...., N(O , u~). 

The obtained numerical results have been shown as the dotted curves in fig. 7.13 for v T0 = 0.01, 0 .1 , 
1.0, 10.0. The convergence to Gaussian white noise may be considered to be attained for vT0 = 10.0, 
so the noticed deviation from the full-line curve (vTo = oo) can be attributed to the applied truncation 
of the Gram-C harlier series expansion. 

It is remarka ble that t he height of the first stair level is almost constant for vTo >rv 0.1, whereas 
the height is s ignificantly smaller for vTo = 0.01. This suggests that the out-crossing events tend to 
become increasingly uncorrelated as vTo -+ 0 under the restriction of (7.131). The explanation of this 
effect can be given with reference to the realizations of the response process in case of excitations with 
low mean arrival rate of impulses as shown in fig. 7.14. As seen the eigenvibrations have diminished 
substantially at the arrival of the next impulse. 

Due to the s tochastic independence of the pulse intensities, the eigenvibrations from consecutive im­
pulses tend to become stochastically independent. Then, assume these eigenvibr ations to be completely 
independent. The eigenvibrations y(t) = h (t - t1 )P, init iated by the last previous impulse P with ar­
rival time t 1, will t hen cross out from the safe domain , if hmax I P I> b. hmax is the maximum value 
of the impulse response function in (7 .117) . This provides the following asymptotic solution for the 
firs t-passage t ime probability density function 

1 
h 1 (t I St 0 ) c:::: - exp( - .X1 (t- to)) 

>-1 

A1 = P (hmax I PI> b)v = (1 + Fp (- -b- ) - Fp (-b-)) v 
hm ax hm ax 

hmax = max h(t) = h(tmax) 
t E [t 0 , oo ( 

(7.132) 

(7.133) 

(7 .134) 
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1 (~) tmax = ~ arctan b 
woy 1 - ( 2 

(7.135) 

where Fp(p) signifies the probability distribution function of P. Since the system and the safe domain 
are time-invariant, and the state vector Z (t) is a Markov vector, the first-passage probability density 
function can be represented by the expansion (7.46). >.1 as given by (7.133) is an approximation to the 
1st eigenvalue of the forward and the backward integro-differential Chapman-Kolmogorov operators 
(the Kolmogorov-Feller operators) of the first-passage time problem. The approximation (7.132) has 
been plotted in fig. 7.14 as the lowest full-line curve. Since the indicated first-passage time curves 
for vT0 = 0.01 are parallel, (7 .133) turns out to be a good approximation to the limiting decay rate 
of the problem. In case of higher damping the approximation will be even better, because a faster 
decay of eigenvibrations then takes place, and the assumption of mutual stochastic independence of 
such eigenvibrations then is better fulfilled. 

In case the diffusion vector b in (1.90) is a constant, the approximation (7.132) can be extended to 
the general non-linear system (1.86) exposed to compound Poisson process excitation. In this case the 
quantity hmax , entering the expression (7.133) for the limiting decay rate, is alternatively defined by 

hmax = max c(t I 0, 1, to) 
t E(ta,oo( 

(7.136) 

where c( t I 0, 1, to) is the displacement eigenvibration c( t I Yo, iJo, to) with the initial value zf = 
[yo,iJo] = [0 , 1] at the time to. 

In conclusion it has been demonstrated in example 7.7 that the integral equation (7 .101) in combination 
with (7.103) may be used to obtain very accurate solutions for the first-passage t ime probability density 
function for simple linear systems exposed to Gaussian white noise. Approximate solutions can be 
obtained for similar non-linear systems exposed to white noise as well as for linear or non-linear systems 
exposed to compound Poisson process excitation . · 

7.4 Concluding remarks and comments 

This chapter deals with the formulations and solutions of the first-passage problems. 
In the introduction to this chapter, the first passages, the 1st order out-crossing rate 
as well as the first-passage probability density and probability distribution functions 
are defined. Based on the statistics of the time interval spent in the safe domain, 
the formula for evaluating the first-passage probability density function is provided. 
The stochastic and deterministic start problems as well as the single and double bar­
rier problems are formulated. Finally the extremes, i.e. the maximum and minimum 
value of the dynamic response process are defined (example 7.1). In the section 6.1 
the Markov systems are considered. The reliability problem is first formulated based 
on the forward integro-differential Chapman-KolmogoroY equation, i.e. the boundary 
and initial value problem for the transition probability density function is formulated. 
Alternatively, based on the backward integro-differential Chapman-Kolmogorov equa­
tion the boundary and terminal value problems for the transition probability density 
function and for the first-passage time probability distribution function are stated. The 
equations for moments of the first-passage time are also given. The solution for the first­
passage time probability distribution function in terms of eigenfunctions of the forward 
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and backward operators is provided. In example 7.2 the first-passage time probability 
distribution function for the Wiener (Brownian motion) process is evaluated. The sec­
tion 6.2 covers the crossing theory. The nth order out-crossing rate is defined and the 
inclusion-exclusion series for the first-passage time probability distribution function is 
provided. The Rice formula for the mean out-crossings rate is also given. In a series 
of examples some specific problems are dealt with. The first one is that of evaluating 
the out-crossing frequency for the stationary Gaussian process (example 7.3). Next the 
expected number of local maxima per unit time is evaluated (example 7.4), by making 
use of the fact that a local maximum of the process is characterized by a down-crossing 
of the constant barrier by the velocity process. Next, out-crossing frequencies from 
time-invariant safe domains are determined (examples 6.4 and 6.5). The example 7.7 
deals with the unconditional and conditional out-crossing rates for the Gaussian process. 
The integral equation governing the joint probability density of the first-passage time 
and of the associated out-crossing velocity is formulated in the case of one- and mul­
tidimensional process. The first-passage time probability density function can then be 
obtained as a marginal density function. Finally in the example 7.8 the solution for the 
single barrier stationary start first-passage time problem for single-degree-of-freedom 
oscillator subjected to a Gaussian white noise and to a Poisson driven train of impulses 
are giVen. 

7.5 Bibliography · 

7.1 S.R.K. Nielsen, P robability of Failure of Structural Systems under Random Vibra­
tions. Part 1, Report no. 8001, Institute of Building Technology and Structural 
Engineering, Aalborg University, 1980. 

7.2 S.H. Crandall, K.L. Chandiramani and R.G. Cook, Some First-Passage Problems 
in Random Vibration, J. Applied Mechanics, ASME, Vol. 33, pp. 532-538, 1966. 

7.3 A.A. Andronov, L.S. Pontriagin and A.A. Vitt, On the statistical considerations 
of dynamic systems (in Russian), Zhurnal Exper. Teoret. Fiz. , Vol. 3, No.3, pp. 
165-180, 1933. Reprinted in: Selected Works, ed. by A.A. Andronov, Academy of 
Sciences, Moscow, 1956. 

7.4 V.V. Bolotin, Statistical aspects in the theory of structural stability, P roc. of an 
Int. Con£. in the Theory of Struct. Stability, Northwestern University, Illinois, 
pp. 67-81, 1967. Ed. by G. Hermann: Pergamon Press. 

7.5 A. Einstein, Uber die von der molekular-kinetischen Theorie der Warme geforderte 
bewegung von in ruhenden Fliissigkeiten suspendierten Teilchen (Concerning the 
motion, as required by the molecular-kinetic theory of heat, of particles suspended 
in liquids at rest), Ann. Phys. (Leipzig) , Vol. 17, p. 549, 1905. 

7.6 R.L. Stratonovich, Topics in the Theory of Random Noise, Gordon and Breach, 
New York, London, 1963. 

7.7 J .B. Roberts, An Approach to the First-passage Problem in Random Vibration, 



180 

J. Sound and Vibration, Vol. 8, No. 2, pp. 301-328, 1968. 

7.8 S.O. Rice, Mathematical Analysis of Random Noise, Reprinted in: Selected papers 
on noise and stochastic processes, N. Wax, Ed., Dover Publications, Inc. New 
York, pp. 133-294, 1954. 

7.9 Y.K. Belyaev, On the Number of Exits Across the Boundary of a Region by a 
Vector Stochastic Process, Theory of Probability and its Applications, Vol. 13, 
pp. 320-324, 1968. 

7.10 D. Veneziano, M. Grigoriu and C.A. Cornell: Vector-process Models for System 
Reliability, J. Eng. Mech. Div., Vol. 103, No. EM3, pp. 441-460, 1977. 

7.11 S.R.K. Nielsen, Probability of Failure by Integral Equation Methods, Structural 
Reliability Theory, Paper No. 81, ISSN 0902-7513 R9037, University of Aalborg 
(1990). 

7.12 M.C. Wang and G.E. Uhlenbeck, On the Theory of Brownian Motion II, Reviews 
on Modern Physics, Vol. 17, No. 2 and 3, pp. 323-342, 1945. 

7.13 M.S. Longuet-Higgins, Modified Gaussian Distributions for Slightly Nonlinear 
Variables, Radio Science J. of Research, Vol. 68D, No. 9, pp. 1049-1062, 1964. 

7.14 Z. Marcinkiewicz, Sur une propriete de la loi de Gauss (On a property of the 
Gaussian law), Mathematische Zeitschrift, Vol.14, pp. 612-618, 1939. 



181 

CHAPTER 8 

PATH INTEGRATION TECHNIQUES 

The N a vier-Stoke equation in two dimensions for non-compressible fluids can be reduced 
to the vorticity transport equation, which is an elliptic parabolic equation quite similar 
to the 2-dimensional Fokker-Planck equation. The numerical solution of this equation 
turns out to be difficult at large Reynolds numbers , where the convective term is domi­
nating the viscosity term responsible for the diffusion of vorticity in the fluid. The fluid 
mechanicists have managed to come up with at least two stable numerical schemes to 
handle this problem. The one is termed the cloud-in-cell (or vortex-in-cell) technique, 
Baker [8. 1), Leonard [8.2), and the other is t he finite difference scheme with a socalled 
upwind differencing, Zienkiewicz and Taylor [8.3]. The very same techniques can be ap­
plied to the solution of the Fokker-Planck equation, where t he drift vector components 
induce large convection terms in part of the solution space. Here, the cloud-in-cell tech­
nique is known as path integration, Wehner and Wolfer [8.4), Naess and Johnsen [8.10, 
8.11), or cell-to-cell mapping Crandall, Chandiramani and Cook [8.7], Sun and Hsu [8.8, 
8.9). The basis of the methods is to reduce the time continuously and state contin­
uous Markov vector process to a Markov chain by considering the process at discrete 
instants of time and by discretizing the sample space of the process. As shown below, 
path integration and cell-to-cell may be interpreted as merely different ways of evalu­
ating the convolution integrals at transitions, and hence the discretization of the state 
space. In what follows the former name will be coined. Path integration has also been 
used for the solution of other parabolic equations in mathematical physics such as t he 
Schrodinger equation in quantum mechanics, Kleinert [8.5), and the heat equation with 
convection. The present chapter 8 deals with the application of path integration meth­
ods for simple oscillatory systems exposed to Gaussian white noise and pulse processes. 
Chapter 9 deals with the solution of the same problems using the Petrov-Galerkin vari­
ational method. As shown in that chapter the Petrov-Galerkin method is identical to 
a finite difference method with upwind differencing on the difference operators for the 
convective terms. 

The application of path integration in mechanics can be traced back to Crandall, 
Chandiramani and Cook [8.6]. This work was later taken up by Sun and Hsu [8.7, 
8.8], who used a similar approach to the method. Naess and Johnsen [8.9, 8.10] and 
Johnsen [8.11] used an interpolation with B-splines between the nodal function values 
in order to enhance accuracy or reduce the number of unknowns. Further, a backstep­
ping technique in time was developed to delimit t he subset of the sample space, which 
will influence a certain state one time step ahead. The convolution integral is only 
performed over this subset, which enhances the speed of the calculations significantly. 
Inspired by the fact that the natural logarithms of quite many stationary probability 
densities is polynomial Moe [8.12) tried to achieve even better results upon performing 
the interpolation on the logarithm of the probability density. The first application of 
the path integration schemes to pulse driven systems was due to Koyliioglu et al. [8.13, 
8.14] . 
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Let q{z} (z , t !x , to) signify the joint transit ion probability density funct ion of the Markov 
vector process {Z(t), t E [to, t1]}. Further, let f{z}(z, t i) be the 1st order probability 
density function at the t ime t i =to +i6.t , i = 0, 1, 2, .... Next , the 1st order probability 
density function at the following instant of time ti+l is given by t he convolution integral 

!{z}(z , ti+d = j q{z}(z , t i+IIx, ti)f{z}(x , t i)dx (8 .1 ) 

St; 

From (8.1) the time continuous vector process has been discretized to the instants of 
time ti = t 0 + i6.t. In order to discretize the state space, the sample space St; is divided 
into a finite number N of small volumes 6.zk with an interior cent re at Zk. If 6.zk is 
sufficiently small for q{z}(zj, ti + 6.t lzk, ti) and f{ z} (zk , t i) is approximately constant 

throughout the cell, the probability 7rJi+I) of being in the jth cell 6.zj at the t ime ti+l 
is then given by the Riemann sum 

N 
(i+l) - ""Q(i) (i) 

7rj - 6 jk1rk 
k = l 

j = 1, ... ,N (8.2) 

(8.3) 

(8.4) 

As seen from (8.4) the transition probability matrix relies on t he t ransition prob­
ability density function. Since this is not known in general, nothing seems to be 
gained at first. However, the method benefits from the fact that asymptotic results 
for q{z} (zj, ti + 6.tlzk , ti) can be derived for sufficiently small transition t ime intervals 
6.t. These solutions are known as short time propagators, and the various path inte­
gration methods are classified rather by its short time propagator rather than the way 
to evaluate the convolution numerically. (8 .3), (8.4) are essentially the cell-to-cell map­
ping approach used by Sun and Hsu [8.7, 8.8]. More accurate solu tions can be obtained, 
if the assumption of piecewise constant values of f{ z }(z, t) and q{z }(z j ,ti + 6.tlzk ,ti) 
within a cell is replaced by a higher order interpolations between the adjacent nodal 
values of these quantities, such as the above-mentioned approach by Naess and Joh nsen 
[8.9, 8.10] and Johnsen [8.11]. However , one and the same short t ime propagator may 
be used in both cases, so the use of different designations for these approaches does 
not seem well motivated. For this reason the designation cell-to-cell mapping will be 
abandoned in the present outline. 

If the Markov process {Z(t), t E [t0 , t 1]} is stationary and the intervals 6.t between 
observations of t he process are equidistant, the t ransition probability matrix becomes 
independent of the t ime of transition t i, i .e. Q (i) = Q, and the Markov chain becomes 
stationary, as well. The transit ion of states (8.4) can then be represented by the matrix 
equation 

(8.5) 
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where 1r(i) is anN-dimensional vector of the state probabilities 1r~i) after i t ransitions, 
and 1r(O) signifies the init ial distribution at the time to. 

In reliability problems absorbing states on the exit part of the boundary 8St1
) are 

characterized by the transition probability Qkk = 1 =? Qjk = 0, j # k. Each absorbing 
state then forms a recurrent class, whereas all non-absorbing states make up a single 
class of transient states, Osaki [8.17]. The transient states are all the cells within the 
safe domain St;. The non-absorbed probability mass, which remains in the t ransient 
states after i transitions represents the reliability of the system at the time ti+I· 

In stochastic response problems no absorbing states within the sample space should be 
specified. However, in practical calculations one needs to delimit the sample space, so 
artificial absorbing states are specified at sufficiently distant positions for the probabil­
ity of accessing these states to be small enough. The application of path integration 
methods to reliability problems and to stochastic response problems is then completely 
identical. 

For the stochastic response problem in case of stationary Markov chains one may be 
interested in the question, whether a stationary distribution 1r(oo) to (8.5) exists, ob­
tained after infinitely many transitions as i ----+ oo, irrespective of t he initi al distribution 
1r(o) applied. Since the Markov chain in this case is irreducible, positive recurrent and 
aperiodic, the answer to this question is positive, see e.g. Osaki [8.17]. The lim iting 
distribution must be invariant to further transitions, and can then be determined from 
the equation 

(8.6) 

(8.6) determines 1r(oo) as the normalized eigenvector to a linear eigenvalue problem 
with the known eigenvalue A = 1. This eigenvalue is simple, since the Markov chain is 
irreducible, and the solution 1r(oo) to (8.6) then is unique. Hence the coefficient matrix 
I - Q has the rank N- 1 and (8.6) can be rearranged into a system of linear equations 
of the order N- 1. Alternatively, 1r(oo) can be obtained by iterating in the t ransition 
equation until convergence for an arbitrary initial value distribution 1r(O) is attained. 
Since A = 1 is the largest eigenvalue of Q, this corresponds to the power method 
approach in numerical solution of linear eigenvalue problems. Since the eigenvalue 
A = 1 is known, the former approach is normally the most efficient one. Moreover, for 
symmetric problems, such as double barrier problems, the size of eigenvector problem 
can be further reduced. 

In sections 8.1 and 8.2 it is demonstrated how these results are obtained for systems 
driven by Wiener processes and for systems driven by generating source processes with 
jumps. In both cases the illustrative example is a non-linear , non-hysteret ic SDOF 
oscillator. This is so, because at present path integration methods have not yet been 
extended to MDOF systems. 
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8.1 Path integration methods for Wiener process driven systems 

The Wiener process driven system (2. 72) is considered. At transitions from the state 
Z(ti) = Zk it is assumed that the transition time interval t- ti is sufficiently small for 
the drift vector c ( Z( t) , t) to be approximated by a linear function of the state vector 
Z(t), and the diffusion matrix d(Z(t), t) to be considered a constant as a function of 
Z(t), although it may still be a function of time. Hence, fort E]ti, ti + 6.t] it is assumed 

c(Z(t), t ) ~ A (t ) + B (t)Z(t) (8.7) 

d (Z(t), t) ~ d 0 (t) (8.8) 

The process cannot perform any jumps, so (8.7) and (8.8) will certainly be acceptable, if 
only the transition t ime interval is sufficiently small. Since the approximated system is 
linear under Gaussian white noise excitation, the response becomes Gaussian too. This 
is the principle of local Gaussianity, valid for non-linear Markov systems, during small 
transition time intervals. The transition probability density function q{z} (z, tizk , ti) 
then becomes 

1 ( 1 T ) q{z}(z,tizk,ti) ~ 1 exp - -(z-p,(t)) K--1 (t )(z - p,(t)) (8.9) 

(2rr)l} ( det (K-(t))) 2 2 

where p,(t ) = E[Z(t) I Z(ti) = zk] and K-(t) = E[(Z(t)- p,(t)) (Z(t)- p,(t))T I Z(ti) = 
zk] are the conditional mean value vector and the conditional covariance matrix func­
tion, respectively. These are the solutions of the following ordinary differential equa­
tions, (3.39), (3.46) 

d 
dtp,(t) = A (t) + B(t)p,(t ) (8.10) 

(8.11) 

Normally, the linearization parameters A(t), d 0 (t), B(t) depend on the initial state Zk . 
In case of applications in path integration methods (8.10) and (8.11) should then be 
solved for initial values Zk in all N cells, and for each transition from ti to t i+I· In 
case of stationary excitation in time-invariant problems A (t), d 0 (t) and B(t) no longer 
depend explicitly on time. 

Moreover, if the time interval 6.t between transitions is constant, the Markov chain 
becomes stationary, and (8.10), (8.11) need only be integrated once for all N considered 
states. 
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The various path integration methods are characterized by the way the functions A( t), d o ( t) 
and B (t) are defined. In ascending order of complexity at least the following four spec­
ifications can be used 

A = c(zk,ti) } 

do- d(zk ,ti) 

B = O 

A(t) = c(zk , t)- B(t)zk 

d o(t) = d(zk, t) 

8 
B(t) = 

8
zTc(zk, t) 

A(t) = c(JL (t), t) - B (t) JL(t) 

do(t) = d (JL(t), t) 

8 
B (t) = {)zT c(JL(t),t) 

A(t) = E[c(Z(t),t)]- B(t) JL(t) 

d 0 (t) = E [d (Z(t), t)] 

B ( t) = E [ 0~ T c ( Z ( t), t) ] 

(8.12) 

(8.13) 

(8.14) 

(8.15) 

Insertion of (8.12) into (8.10), (8.11) provides the following solutions for the conditional 
moments 

JL(t ) ~ zk + c(zk , ti)(t- ti) } 

K-(t) ~ d(zk, ti)dT(zk, ti)(t- ti) 
(8 .16) 

The short time propagator (8.9), (8.16) is identical to the asymptotic solution by Risken 
[8.18], which was used by Naess and Johnsen [8.9, 8.10]. Because of the crude level of 
approximation inherent in the linearization scheme (8.12) this approximation can only 
be expected to give accurate results for very small t ime steps. This may cause numerical 
inconveniences in the non-stationary case, where transitions from an initial distribution 
7r(o) are requested, and in reliability problems, because a large number of transitions 
(8.5) are requested for evolutions of the system in any finite t ime interval. However, 
if only a stationary distribution 7r(=) is required, this problem is omitted using the 
eigenvalue approach (8.6) in favour of iterating (8.5) until convergence. The use of the 
method is due to the simple analytical results (8.16) for JL(t) and K-(t) . 
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Relationships (8.13) correspond to a first order Taylor expansion of c(Z(t ), t) and zero 
order Taylor expansion of d (Z(t) , t) from Z(ti) = Z k . In t his case the differential equa­
tions (8.10) and (8.11) become mutually uncoupled systems of differential equat ions, 
which usually have to be solved numerically. Because of the more accurate lineariza­
tion somehow larger time steps f::l.t between t ransitions can be applied compared to the 
previOus case. 

In turn, relationship (8.14) corresponds to a first order Taylor expansion of c(Z(t) , t ) 
and zero order Taylor expansion of d(Z(t ), t) from the running m ean value JL(t ). Now, 
the systems of differential equations (8.10) and (8.11) become mutually coupled and 
non-linear. This does not imply any practical problems since these equations must be 
solved numerically anyway. 

The unknown expectations at the right-hand sides of (8.15) are supposed to be evaluated 
by the running joint probability density function (8.9). Then the result corresponds to 
the equivalent linearization scheme in the expected least square sense by Atalik and 
Utku [8.16], cf. (10.26). The result ing expectations will be non-linear functions of JL(t) 
and K-( t) , result ing in mut ually coupled systems of ordinary differential equations upon 
insertion into (8.10), (8.11). This method was first used by Sun and Hsu [8.8] (in t heir 
previous work Sun and Hsu [8. 7] the transition probability matrix Q was obtained by a 
simulation procedure). The methods resulting from the assertions (8.14) and (8.15) are 
assumed to give results of the same quality. In both cases much larger transition time 
intervals l::l.t , than for t he asser t ions (8.12) and (8.13), can be assumed. In some cases 
f::l.t can be chosen as large as 0.5To , To being the fundamantal eigenperiod of the linear 
oscillator. 

Example 8.1: Duffing oscillator subjected to a Gaussian white noise 

The Duffing oscillator exposed to Gaussian white noise is considered. Assuming the displacement and 
the velocity response has b een normalized to one for the corresponding linear oscillator the drift vector 
and the diffusion vector becomes, cf. (3 .70), (3.77) 

(8.17) 

(8.17) will be analyzed with the parameter values ( = 0.03 , 11: = 0.2. Since d is constant in time and 
independent of the s tate vector no approximation is needed for this quantity. For the cases (8.18) -
(8.21) the quantities A (t ) and B (t) defining the equivalent linearization of t he drift vector become 

A_ [ zz,k J 
- - 2zz,k - z1,k - ~~:zf,k } (8.18) 

B = [ ~ ~ ] 

[ 0 J A = 3 
2~~:zl,k } (8.19) 

[ 
0 

B = 2 -1- 3~~:z 1 ,k -2~ J 
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A(t)= [~~J.ti(t)] 

B(t) = [ -~- 3~pi(t) -~(] } (8.20) 

} (8.21) 

Hence, the 1st order Taylor linearization from the running mean, (8 .20) , and the expected least-square 
minimization, (8.21), only deviate in the component B 21 of the gradient matrix. (8. 20) is significantly 
easier to a apply in case of hysteretic multi-degrees-of-freedom systems. 

(8.20) will be applied for the determination of the stoch astic response and reliability of the Duffing 
oscillator exposed to Gaussian white noise. In the numerical calculations the limits of the mesh are 
taken as [ -4, 4] x [ -4, 4], i.e. the mesh extends ±4 stationary standard deviations of the linear oscillator. 
A uniform coarse 20 X 20 mesh is applied , so 6x = 0.4, 6:i: = 0.4. The transition probability density 
at one transition time-interval has been obtained from (8.7), (8.8), (8.10) , (8.11), (8 .20) for all400 cells 
using a 4th order Runge-Kutta scheme. The transition time-interval was selected as 6t = ~' where 
To = 21r is the eigenperiod of the linear oscillator. 

The results for the stationary marginal pdfs of the displacement and velocity have been shown in figs. 
8.1 - 8.4. To emphasize on the tails of the distributions the results have also been shown in semi­
logarithmic scale. The solid line curves represent the analytical solutions, whereas the results marked 
with • and o signify the numerical results obtained from iterating (8.5) n = 60 times and from the 
eigenvector solution (8.6), respectively. The iteration solution was started with deterministic start in 
the origin Z(O) = 0. From these results it is concluded that the path integration method provides 
very accurate results for \ .Viener p rocess driven systems at all levels of probability including the tails 
even with the applied coarse mesh and the applied large time step. In turn, the applicability of large 
time steps is a consequence of the relative accuracy of the linearization schemes (8.14) and (8.15). The 
calculation times were 39s for the iteration approach, and 139s for the eigenvector approach. Notice, 
for the present problem the number n of iteration required to achieve convergence is determined by the 
criterion n(6two ~ 2.8. 

Hence the benefit of using the iteration approach is partly due to the relatively large time step of 
6t = ~ and the large damping ratio of ( = 0.03. Johnsen (8.12] used a t ime step of 6t = 20~%,. and 
a 47 x 47 for the same problem with a damping ratio of ( = 0.10. In this case the eigenvector solution 
will turn out to be beneficial, especially in case of lower damping ratios. 

In figs. 8.5 and 8.6 the time dependence of the first-passage time probability distribution function and 
the first-passage time probability density functions are shown for the same Duffing oscillator in case of 
a single constant barrier first-passage time problem with deterministic start at Z (O) = 0, obtained by 
Monte-Carlo path integration and simulation, respectively. The path integration results are shown with 
an unbroken curve and the simulation results with a dotted curve. The barrier level is 2.0a x ( oo), where 
the stationary variance a~ ( oo) = 0.721023 was obtained from the analytical 4th order cumulant neglect 
closure solution (3.86). The simulation results are based on 32000 independent realizations, obtained 
from numerical integration of the equations of motion (3.77) by means of the 4th order Runge-Kutta 
scheme with the time step 6t = fg-. Generation of realizations of a broad-band broken line zero mean 
Gaussian process was performed by the method of Penzien, Clough and Penzien (8.20]. As seen from 
fig. 8.5 the computed results overestimate the probability of failure somehow during the first period 
of the excitation, which provides a parallel translation of the first-pasage time probability distribution 
curve obtained by path integration compared to the one obtained by simulation. This effect can be 
attributed to the problem of convecting and diffusing the probability mass, initially concentrated at 
Z(O) = 0, to the nodes of the mesh , with the relatively large transition time step of To/4 in combination 
with the applied coarse 20 x 20 mesh. The first-passage time probability density functions on fig. 8.6 
were obtained by numerical differentiation, which caused the highly irregular behaviour. 
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The general conclusion from this example is that path integration methods are useful both for stochastic 
response problems and for reliablity problems of SDOF non-linear oscillators. For stoch astic response 
problems very coarse meshes may be used, whereas a somewhat finer mesh should be used in reliability 
problems . The main shortcoming of path integration methods is the rapid growth of the cpu time for 
problems of higher dimension than 2. According to Naess and J ohnsen [8.10] the cpu time for the 
path integration method applied by them easily runs up to many hours on a work station (Dec 3100) 
for 3-dimensional problems . Hence supercomputing (parallel computing) becomes nescessary at even 
higher dimensions. 

8 .2 Path integration methods for systems drive n by processes 
with jumps 

In this section attention will be restricted to cases, where the system (1.105) is driven 
by a scalar generating source process with jumps {V(t) , t E [to, oo[} . 

Initially, the case of a system driven by a scalar compound Poisson process is considered. 
Let q~~)} (z , tJ zk, ti) be the transition probability density function of the state vector 
from the state Z(to) = Zk on condition of exact n impulse arrivals in the time interval 
[ti, t[, and let P{N}(n, t, ti) denote the probability function of exactly n arrivals in this 
time interval as given by (1.22) . Using the total probability theorem the unconditional 
transition probability density function can then be written as 

00 

q{z}(z,tjzk,ti) = Lp{N}(n,t,ti)q~~\(z,tjzk,ti) (8.22) 
n=O 

The 1st term in the sum (8.22) is identical to the 1st term in the modified closure 

(4.88). qi~}(z ,tj zk,ti) describes the purely deterministic drift (eigenvibration) of the 
system from the state Z(ti) = Zk, since the states are conditioned on no impulse arrivaL 

Then q~~} (z , tl zk, ti) is given as 

n 

q~~} (z ,tj zk,ti) =IT 8(zj- ej(tJzk,ti) ) 
j=l 

(8.23) 

where e(tJzk, ti) with the components ei(tizk , ti) denotes the deterministic drift motion 
of the system from the initial state Zk at the time ti. The vector e( t Jzk, ti) is the solution 
of the initial value problem originating from (1.105) 

(8.24) 

For linear systems (8.24) may be solved analytically, depending on whether a funda­
mental basis of solutions can be found. This is the case of linear vibratory systems, 
for which modal decoupling can be used. For other linear systems and for non-linear 
systems (8.24) must be solved numerically. 
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The remaining conditional transition probability density functions, q~~} (z, tizk, ti), n 2 
1, are all continuous functions without delta spikes, and of the same order of magnitude, 

cf. (4.88). Since p{N}(n, t , ti) = o( (v(ti)(t -ti)r) ) it follows that (8.22) can be written 
as 

q{z}(z, t I Zk , ti) = Po (t, ti)q~~} (z, tizk , ti) + 

(1- Po (t, to))q~~}(z, tizk, ti) + o( (v(ti)(t- ti))
2

) (8.25) 

where the probability of no impulse arrivals in the interval [ti, t[, Po(t, ti) = P{N}(O, t, ti ), 
is given by (1.22). The asymptotic relationship (8.25) defines a class of short time 
propagators for path integration methods for Poisson driven systems. The specific 
formulation of (8.25) ensures that upon chopping the remainder, the quality of a genuine 
(actual) probability density function is preserved, i.e. the integral of the function over 
the sample space is exactly equal to one, for any choice of the transition time interval 
t-ti. Further, it is important to notice that the remainder depends on the magnitude of 
the product v( ti)( t- ti ), rather than of the interval length t- ti itself. Hence, truncation 
is permitted if 

(8.26) 

For any finite transition interval (8.26) is more easily fulfilled for sparse pulse trains , for 
which v(ti)To ~ 1, To being the fundamental eigenperiod of the corresponding linear 
structure, than for dense pulse trains. Hence, in contrast to the moment equations 
method of section 5.3 and the Petrov-Galerkin finite element formulation of chapter 9, 
which both work well for rather dense pulse trains and run into numerical instability 
for sparse pulses, the indicated path integration method is designed to work the other 
way around in providing the best results for sparse pulses. 

On the other hand the coarseness of the mesh sets lower bounds for the admissibility of 
the transition time interval, t- k This is so, because the distribution of the convected 
probability masses to the adjacent nodes in the mesh cannot be done sufficiently accu­
rately, if t- ti is too small . Let c(k) = jc(zk , ti)l be the magnitude of the convection 
vector at the centre of the kth cell, and let ..6.z(k) be the diameter of the cell in the 
direction of c(zk , ti)· It is then required that a convection at least of the length ..6.z(k) 
should take place during the interval t - ti in all cells, i.e. 

(8.27) 

where C(k) is the local Courant number for the kth cell. Numerical instability and 
inaccurate results occur if C(k) becomes too small in some part of the mesh. For a 
SDOF system c(k) ~ ..6.x in the most critical cells close to origo. Then C(k) ~ ~x~~t;) ~ 

ux~t;t;) ~ w 0(t- ti ) follows. Hence, the following lower bound for the transition time 
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interval is obtained from (8.27), t - ti > ~· Therefore, a decrease in the transition 
t ime interval must be accompanied by a finer mesh to guarantee stability and higher 
accuracy. 

At the determination of q~~} (z, t!zk, ti) the state is conditioned on exactly one impulse 
arrival in [ti,t[. The arrival time (first-passage time) , T1 , of this impulse has the prob­
ability density function, e.g. Osaki [8.17) 

frl ( T) = t v( T) (8.28) 

J v(u)du 
t ; 

Assume that the impulse arrives at the time T1 = T and has the strength P = p. Up to 
the time T the system has been performing eigenvibrations from the initial state Zk at 
the time ti. Then the state at the timeT - is given by Z(T-) = e(T jzk ,ti)· At the time 
T a discontinuous change of the state of magnitude ~Z(T ) = b (e(Tj zk,ti),T)p takes 
place, so the state at the timeT+ becomes Z(T+) = e(T!zk, ti) + b (e(T jzk,ti),T)p, cf. 
(1. 105). b(Z( T ), T) signifies the diffusion vector ofthe system. Succeedingly, during the 
time interval ]T, t] the system continues performing eigenvibrations with these initial 
values, so the state at the time t is 

(8.29) 

Joint statistical moments conditioned on the state Zk at the time ti and on exactly one 
impulse can then be evaluated from 

t oo n 

j j IT eii (tle(T!zk , ti) + b(e(T!zk , ti) ,T)p,T )fp(p)fr1 (T )dpdT 
t ; -oo J=l 

(8.30) 

At the derivation of (8.30), the mutual statistical independence of T1 and P has been 
taken into account . In the same manner the joint characteristic function is obtained as 

t oo n 

J J exp (<~:;= 8j ej (t, le( TjZk, ti) + b( e( T!Zk , ti), T )p, T)) jp(p)fT1 ( T)dpdT (8.31) 
t; -oo J-l 

Next, the function qt~} (z, t!zk , ti) can be obtained as an inverse Fourier t ransform 
of (8.31 ). Since this can be performed numerically since no severe singularities are 
present, the problem has, in principle, been solved. However, the indicated method 
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calls for an enormous numerical effort. Alternatively, q~~} (z, tizk , ti) can be represented 
as a Gram-Charlier or Edgeworth expansion, see (3.63). Again, extensive computa­
tions are necessary, and only approximate solutions are obtained, due to the manda­
tory truncation of this expansion. Instead, two numerically stable methods, derived 
by Koyliioglu , Nielsen and Iwankiewicz [8.13] and Koyliioglu, Nielsen and Qakmak 
[8.14], respectively, are presented below, which requires much less numerical effort. The 
methods will be explained by a 2-dimensional state vector with the expanding domain 
[-40'x(t),40'x(t)] x [-40'_x(t),40'_x(t)] as shown in fig. 8.7, where O'x(t) and O'_x(t) 
signify the nonstationary standard deviations of the corresponding linear oscillator ex­
pressed to an equivalent Gaussian white noise. These can be analytically determined. 
For the sake of simplicity the method will be explained for the case where the diffusion 
vector b is assumed to be state- and time-independent. However the method is equally 
valid if this is not so. 
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Fig. 8. 7: Path integration of compound Poisson process driven system. Method 1: 
Discretization of phase plane, and convection and diffusion of probability mass. 

On condition of being in node Zk at the time ti, the transition probability Qjk of being in 
node j at the timet can now be evaluated as shown in fig. 8.7. The discrete probability 
mass 7Tki) attached to node Zk at the time ti is partly convected to e( tlzk , ti) with the 
probability Po = Po(t, ti) on condition that no impulses arrive in ]ti , t]. The rest of 
the probability mass ?Tki) (1- P0 ) is continuously distributed according to the transition 

probability density q~~} (z, tlzk, ti) of exactly one pulse arrival in ]t i, t]. Numerically, 
this is attained by dividing the time interval [t i, t[ into a number of subintervals of the 
length 6.T. In the subinterval [T, T+!::lT] a probability mass of magnitude fr

1 
( T )6.T?Tki) is 

lumped at the timeT+ ~6.T, and succeedingly diffused and lumped along the direction 
b according to the probability density function fp(p), see fig. 8.7. At the position 
e(T + ~6.Tizk, ti) +bp a probability mass of magnitude fr1 (T)!::lT fp(p)6.p(1- P0 )1rki) is 
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lumped. Next, this probability mass is convected to the position e(tle(7 + k~7 1 zk , ti)+ 
bp, 7 + k~7 ) . Finally, at the timet all the convected probability masses are distributed 
to the 4 neighbouring nodal points, weighted according to their distances. 

T he second method is based on the following identity, valid for any 7 E]ti, t[ 

(8.32) 

The left- and right-hand sides of (8.32) just state that the oscillator arrives at the same 
position at the timet, if i t starts on the very same trajectory at the position e(71zk, ti) 
at the time 7 or at the position e (t ilzk , ti) = Zk at the time k From (8.32) the following 
Taylor expansion prevails for Z(t) given by (8.29) 

where 

(8.34) 

Equation (8.33) is basically a Taylor expansion in the impulse magnitude P . Notice 
that the random time 7 entering the left-hand side of (8.33) has totally disappeared 
at the right-hand side. Instead the unknown Taylor expansion vectors e(l), e<2), ... 

appear. Differential equations for these quantities can be derived upon multiple partial 
differentiations of (8.24) with respect to Zk and contractions with the vector b 

8e(t;Jz ~;,t;) =I =} 
oz[ 

(8.35) 

where the partial differentiation with respect to the forward state z concerns the drift 
vector c(z, t) . Relationships (8.24), (8.35) represent a coupled system of n + n + 
n + · · · non-linear 1st order differential equations for the determination of e(t !zk , ti), 
e(l)(t! zk , t i), e<2)(t!zk, ti), .. . . The indicated method was given by Koyluoglu, Nielsen 
and Qakmak [8.14] in a somewhat more involved outline. Rather than formulating the 
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differential equations for e(l)(t!zk, t i), e<2)(t izk , ti), ... directly as shown in (8.35), dif­
ferential equations were specified for the gradients a~r e(t izk, ti), az~

2

zT e(t !zk, t i), . ... 
Taking the symmetry into consideration there will be n + n 2 + i, n 3 + · · · such dif­
ferent coupled differential equations. Hence, the specification (8.35) represents a sig­
nificant saving if n is of even moderate magnitude. Even so the original formulation 
by Koyliioglu, Nielsen and Qakmak [8.14] proved extremely advantageous compared to 
Monte Carlo simulation results as indicated below in example 8.2. 

For a linear system the drift vector is a linear function of the state vector, so az~:r c( z , t ) 
= 0. Due to the homogeneous initial values it then follows from (8.35) that e<2)(tizk, ti) = 0 . Generally, it can be shown that e<N)(t0 izk ,to) = 0, N ~ 1, in this case. Hence, 
the Taylor expansion (8.33) becomes linear in P for linear systems. At small transition 
time intervals c(Z(t ), t) can be approximated by a linear function as stated by (8.7). 
Since this approach works well even for rather large time steps in case of white noise 
driven systems, it will also do so in the present case of compound Poisson driven systems. 
Consequently, it can be concluded that one can chop all terms higher than the 1st power 
in P in the expansion (8.33) with pretty good accuracy. Notice, that this approximation 
merely concerns the drift vector, and puts no restrictions on the magnitudes of the 
impulse strength P, as may appear at first sight. 

Fig. 8.8: Path integration of compound Poisson process driven system. Method 2: 
Convection and lumping of probability mass 

As an approximation assuming the linear expansion in P in (8.33) even for non-linear 
systems, the convection and lumping of probability mass can be explained in the fol­
lowing way, see fig. 8.8. The probability mass rrki) at the node Zk at the time ti is 
convected to the position e(t! zk, ti) according to the Oth order term in (8 .33), where 
a probability mass of magnitude rrii) P0 (t, ti) is lumped. As specified by the 1st order 

term in (8.33) the remaining probability mass rrii) (1- P0 (t, ti)) is distributed along the 
line with the direction e(l)(ti zk, t i) according to the probability density function fp (p) 
of the impulse intensity P. At the position e(tizk, t i) + eCI)(tjzk , ti)P a probability mass 
of magnitude rrii)(1- Po(t,ti))fp(p)6.p is then lumped as sketched in fig. 8.8. Again, 
all lumped probability masses are redistributed to the 4 neighbouring nodal points, 
weighted according to their distances. 
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Example 8.2: D uffing oscillator subjected to compound Poisson process. 
Methods 1 and 2 

The Duffing oscillator of example 8.1 is considered again, when driven by a stationary compound 
Poisson process. 

For Method 1 the following system data are used ( = 0.01 , K- = 0.2. The impulse strength of the 
compound Poisson process is assumed to be zero-mean normally distributed, P"' N(O, u~ ) with the 

2 

variance chosen, so ":{ = 1, corresponding to the stationary standard deviations O" x ( oo) = O" x ( oo) = 1 
of a linear oscillator exposed to an equivalent Gaussian white noise. Three values of v are considered, 
namely v = 0.01wo = 0 ·~~,., v = 0.1wo = 0:f

0
", v = l.Owo = ~:, which may be categorized as the 

cases of sparse , medium level and dense pulse arrival rates, respectively. Basically, the path integration 
has been performed by a uniform 20 x 20 mesh with the limits [-4,4) x [-4,4). However, in the case 
of v = 0.01wo = 0 ·~~,., where very peaked distributions occur at the origin, a non-uniform 25 x 25 
mesh has been applied with a 4 times finer spacing close to origin. In establishing the transition 
probability matrix , all convection problems have been solved numerically, using a 4th order Runge­
Kutta scheme. The transition time interval .0..t is passed by 3 uniformly distributed steps for diffusion, 
i.e . .0.r = ~t:,.t, see fig. 8.7. An ensemble of 100000 Monte Carlo samples of the state vector is generated 

in order to estimate the stationary joint probability density of X (t) and X(t). The system is performing 
eigenvibrations between impulse arrivals, which a re determined upon numerical integration of (8.24). 
Assume, that an impulse of the strength p arrives at the timer, where the state is z(r-) = e(rlzk, t ;) . 
After the impulse the state is changed to z(r+) = e(r lzk , t i) + b (e(rl zk ,t;), r)p. Eigenvibrations 
in the succeeding interval is then calculated with the indicated initial values z( r+). Samples of the 
interarrival times between pulse arrivals are generated from the knowledge that they are independent 
and identically distributed with the parameter v. Samples p of the normal distributed pulse strength P 
can be generated independently of the interarrival times from the assumptions of the compund process, 
see section 1.1.2. Stationari ty of the response is assumed after 50To, at which time the stationary 
distributions have been sampled. In all cases, simulation results for the pdfs have been obtained with 
the same class-width as applied in the path integration scheme. 

In figs. 8.9 - 8.12 are shown the stationary marginal probability density functions of the displacement 
and the velocity for the case of sparse pulse arrivals v = 0.01wo. To emphasize on the tails the results 
have been indicated both in linear and semi-logarithmic scale. Transition is passed with the relatively 
large transition time interval .0.t = To, so v.0.t = 0.0211". The stationary joint probability density 
functions have been obtained from (8.5) with start in the origin using 100 iterations until stationarity. 
As seen the probability density functions reveal pronounced peaks at the origin. This is because the 
vibrations for sparse pulse arrivals almost extinct between the impulses as it can be observed in fig. 
6.14. The oscillator is then in a position close to the origin for a large part of time, and hence there is 
a high probability density for the oscillator to be there. Since the dissipation of impulses is increased 
at large values of (, the peaks will even increase as the damping ratio is increased. Actually, the 
controlling parameter for the peakedness turns out to be the fraction ~. In order to catch the peaks, 
results for the finer 25 x 25 mesh have also been obtained as explained above. The stationary standard 
deviations obtained from path integration are u x ( oo) = 0. 787 and O" X ( oo) = 0.958, respectively. The 
corresponding Monte Carlo simulation results are u x ( oo) = 0. 799 and O" X ( oo) = 0. 999. Especially for 
the fine mesh high accuracy is achieved, when compared to Monte Carlo simulations. 

Figs. 8.13- 8.16 show the corresponding results for the case of medium level pulse arrivals v = 0.1w0 . 

The transition time interval is still kept at t:,.t =To , so v.0.t = 0.211". The stationary standard deviations 
obtained from path integration are ux(oo) = 0.868 and ux(oo) = 1.022, respectively, whereas the 
corresponding Monte Carlo simulation results are ux(oo) = 0.842 and O"x (oo) = 0.999. As seen 
from the results high accuracy compared to Monte Carlo simulation is obtained even in this case with 
v.0.t = 0.211", which may be considered the outermost limit for the theory. 

In figs. 8.17 - 8.20 the results for the case of dense pulse arrivals v = l.Owo are shown. Under the 
restriction that vE[P2 ] is kept constant at the value 4(w3m2 the response then resembles that of a 
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Gaussian white noise driven system. For this reason the analytical solution for the white noise case 
has also b een shown. Stationarity was achieved after 50 iterations of (8.5). Even though the transition 
time was reduced to If the method is now performing rather poor. Of course this is due to fact 
that the restriction on the method, (8.26), is no longer fulfilled with the present value of v6.t = 1r. 

The exact standard deviations for the white noise case are crx(oo) = 0.851 and cr_x (oo) = 1.000. 
The corresponding results for Monte Carlo simulation are crx(oo) = 0.852 and cr_x(oo) = 0.997. The 
conclusion is that for dense pulse arrivals an equivalent white noise approximation is doing better th an 
the indicated path integration method. 

Figs. 3-21 and 3-22 show the time dependence of the reliability function R(t iO) = 1 - FT1 (t iO ) and the 
first-passage time probability density function f T

1 
(tiO) for the case of sparse pulse arrivals v = 0.01wo. 

The considered first-passage problem has symmetrically constant double barriers, b = -a = l.Ocrz1 ,o 
with deterministic start problem in Z(O) = 0. Results obtained by path integration with a transi t ion 
time interval 6.t = 1f- h ave been compared to those obtained by Monte Carlo simulations. The 
simulation results are based on 100000 independent sample functions obtained by numerical integration 
with the average time step fg-, by means of a 4th order Runge-Kutta scheme. The first-passage time 
probability density functions for path integration and Monte Carlo simulation have been obtained by 
numerical differentiation of th e reliability function. As is the case for the white noise case, cf. figs. 
8.5- 8.6, the path integration method underestimates the probability of failure during the first periods 
of excitation, b ecause of the large transition time interval, made necessary by the coarseness of the 
applied uniform 20 X 20 mesh. 

Figs. 8.21 and 8.22 show the time dependence of the reliability function R(tiO) = 1- FT1 (t!O) and t he 
first-passage time probabilty d ensity function fT1 (t!O) for the case of sparse pulse arrivals v = 0.01wo. 
The considered first-passage problem has symmetrically constant double barriers, b = -a = l.Ocrz

1 
,o 

with deterministic start problem in Z(O) = 0 . Results obtained by path integration with a t ransit ion 
time interval 6.t = If have been compared to those obtained by Monte Carlo simulations. The 
simulation results are based on 100000 independent sample functions obtained by numerical integration 
with the average time step fg-, by means of a 4th order Runge-Kutta scheme. The first-passage time 
probability density functions for path integration and Monte Carlo simulation have been obtained by 
numerical differentiation of the reliability function . As is the case for the white noise case, cf. figs. 
8.5 - 8.6, the path integration method underestimates the probability of failure during the first periods 
of excitation, because of the large transition time interval, made necessary by the coarseness of the 
applied uniform 20 x 20 mesh. 

Figs. 8.23 and 8.24 show the corresponding results for the case of medium level pulse arrivals, v = 0.1wo. 
The obtained results have also been compared to those obtained by approximating the excitation process 
with an equivalent Gaussian white noise exci tation , which was obt ained upon solving the boundary 
value problem (6.37), using a Petrov-Galerkin variational formulation as explained in Chapter 9. As 
seen the results for v = 0.1wo deviate significantly from those for the white noise case, whereas the 
path integration resu lts are in much b etter agreement with Monte Carlo simulation. 

Figs. 8.25 - 8.26 show the reliability function and first-passage t ime probability density function for a 
single constant barrier problem problem with st ationary start in the safe domain. The barrier level is 
b = l. Ocrx,o. The initial distribution 7r(O) was obtained from the an alytical solution for the Gaussian 
white noise case, which was lumped at the nodes of the mesh, and normalized, so the probability mass 
within the safe domain amounts to 1 . The simulation results were obtained by ergodic sampling based 
on (6.16) with 10000 out-crossing events. As seen, the staircase character of the first-passage time 
probability density function during the initial stages of first-passages cannot be caught by the path 
integration results. Nevertheless, the correct limiting exponential d ecay, corresponding to a discrete 
eigen-spectrum of the backward Kolmogorov-Feller operator with absorbing exit boundaries, cf. (6.64), 
is clearly captured by the path integration method. 

F igs. 8.27 and 8.28 show the corresponding solutions for the case of medium level arrival rate of 
impulses, v = 0.1w0 . Notice that the transition t ime interval h as been reduced to 6.t = Jf. Again the 
correct limiting decay rate is captured. 
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Fig. 8.9: Method 1. Pdf of displacement, fx(x). 
Linear scale. v = 0.01wo, tl.t = To. Fine mesh: 
(-- -) simulation,(--) path integration. Uniform 
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Fig. 8.11: Method 1. Pdf of velocity, fx(x). 
Linear scale. v = 0.01wo, tl.t =To. Fine mesh: 
(- - -)simulation , (- ) path integration. Uniform 
mesh: (- ·- ·-) simulation , (· · · ) path integration . 
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Fig . 8 .13: Method 1. Pdf of displacement, fx(x). 
Linear scale. v = 0 .lwo, 6. t = To. Uniform 
mesh: (-- -)simulation,(- ) path integration. 
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Fig. 8.10: Method 1. Pdf of displacement, fx( x ). 
Semi-log scale. v = 0. 0 lw0 , 6. t = To. Fine mesh : 
(- - -) simulation, ( - -) path integration. Uniform 
mesh : (-·-·-) simulation, (- · · ) path integration. 
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Fig. 8.12: Method 1. Pdf of velocity, fx(i). 
Semi-log scale. v = 0.01wo, tl.t =To. Fine mesh : 
(---)simulation, (- ) path integration. Uniform 
mesh: (- ·-·-) simulation, (- · ·) path integration. 
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Fig. 8-14: Method 1. Pdfofdisplacement, fx(x). 
Semi-log scale. v = 0.1wo , tl.t =To . Uniform 
mesh: (- - -) simulation, (- ) path integration. 
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Fig. 8.15: Method 1. Pdf of velocity, fx(x). 
Linear scale . v = 0.1wo, 6..t = To. Uniform 
mesh : (- - -) simulation, (-) path integration. 
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Fig. 8.17: Method 1. Pdf of displacement, fx(x). 
Linear scale. ·v = l.Owo, 6..t = Jf. Uniform 
mesh : (---)simulation,(--) path integration , 
( · · · ) exact solution to white noise excitation . 
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F ig. 8.19: Method 1. Pdf of velocity, fx(x). 
Linear scale. v = 1.0wo, 6..t = Jf. Uniform 
m esh : (- - -) s imula tion, (- ) path integration, 
(- · ·) exact solution to white noise excitat ion . 

·>< ..... 
0 

~~--------~----~------------~--~ 

to·• ··~ . ··· ... , 
·>< 10·1 

b 

LO·' o:---7o.l:----:----~,:':'.l----:~--::-2.l:-----:------:;J~.l 

i f ux,o 

F ig . 8.16: Method 1. Pdf of velocity, fx(x) . 
Semi-log scale. v = 0.1wo, 6..t = To. Uniform 
mesh : (- - -) simulation, (-) path integration. 
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Fig. 8.18: Method 1. Pdf of displacement, f x(x). 
Semi-log scale . v = l.Owo, 6..t = Jf . Uniform 
mesh: (- - -) simulation, ( --) pat h integration, 
( · · · ) exact solution to white noise excitation . 
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Fig. 8.20: Method 1. Pdf of veloci ty, f x(x) . 
Semi-log scale. v = l.Owo , 6..t = Jf. Uniform 
mesh : (- - -) simulation, (- ) path int egration, 
(- · · ) exact solution to white noise excitation . 
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For Method 2 a slightly larger damping ratio of ( = 0.03 has been used , corresponding in the structural 
system used in example 8.1. The impulse strength of t he compound Poisson process is still assumed to 

2 

be zero-mean normally distributed, P ,..___ N(O, a-~), with t he variance chosen, so ":{ = 1. The mean 

arrival rates of impulses are chosen as v = llwo. Then the fraction ~ is approximately the same as 
~ V 

for the system in figs. 8.9 - 8.12, and markedly p eaked behaviour should be expected. In establishing 
the transit ional probability m atrix, the coupled differential equat ions (8.32), (8.35) h ave been solved 
by a 4th order Runge-Kutta scheme. The path integration is performed by a uniform 20 x 20 mesh 
with the limits [ -4, 4] x [ -4, 4], and t he transit ion time interval is taken as D.t = To. Solutions for th e 
stationary marginal pdfs of X(oo) and X(oo) have been obtained both by iteration of (8.5) with start 
in the origin using 50 iterations until stationarity, and by the eigenvector solution (8.6). Monte Carlo 
simulation results have been based on an ensemble of 100000 Monte Carlo realizations of X(t) and 
X (t). Stationarity of the response is assumed after 50To, at which t ime the stationary distributions 
have been sampled , using the same class-width as applied in the path integrat ion scheme. 

In figs. 8.27 - 8.32 the obtained stationary marginal probability density functions of the displacement 
and the velocity in linear and semi-logarithmic scale are shown. Upon comparison with the correspond­
ing results in figs. 8.9- 8.12 obtained by Method 1 with a uniform mesh it is concluded that the present 
distribution and lumping scheme is performing at least equally well. At the same time the scheme is 
significantly simpler and faster to use. The n ecessary computing times for the path integration method 
based on iteration , on eigenvector solution and for the Monte Carlo simulation were 37s, 31s, and 
13950s, respectively, which concludes that path integration offers extreme computational advantages 
over t he Monte Carlo simulation method. 

The main conclusion to be drawn from this example is that both the convection and diffusion schemes 
explained in figs . 8.7 and 8.8 provide accurate estimates of the probability density functions , even with 
the mesh as coarse as 20 x 20. In reliability applications, the probabilty of failure is underestimated 
during the initial periods of first-passages with such a mesh , and a finer mesh should be applied. How­
ever, even with the coarse mesh the methods are capable of capturing the correct limiting exponential 
decay of the reliability function and the firs t-passage time probability density functions. 

The path integration schemes of Method 1 and Method 2 are both b ased on the asymptotic expansion 
(8 .25), which is valid under the restriction (8 .26). For the present example of a Duffing oscillator with 
moderate non-linearity parameter this criterion turns out to be fulfilled for v ~ 0.1wo. As mentioned 
in Chapter 5, moment methods work at best at the other extreme of very dense pulse arrivals. Upon 
using th e modified cumulant neglect closure schemes (4.99), (4.100), devised for closure at the order 
N = 4, it was possible to extend the applicability of moment methods for the present example to mean 
arrival rates down to v ~ 0 .05w0 . Hence the whole range of mean arrival rates has been covered by the 
two methods in combination . 
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Fig. 8.21: Method 1. Reliability function, R(t iO). 
Deterministic start , double barrier problem. 
b = -a = uz1 ,o, v = O.Olwo , f:l.t = Jf. Uniform 
mesh: (---)simulation,(-) path integration . 
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Fig. 8.23: Method 1. Reliability function , R(tiO ). 
Deterministic star t, double barrier problem. 

b =-a= uz1 ,0 , v = O.lw0 , f:l.t =If. Uniform 
mesh: (- - -) simulation, ( - -) path integration, 
mesh: (- · ·) white noise excitation. 
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Fig. 8.25: Method 1. Reliability function , R(t l£o) . 
Stationary star t, single barrier problem. 
b = uz1 ,o, v = O.O l wo, f:l.t = To. Uniform 
mesh: (- - -) simulation , (-) path integration. 
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Fig. 8.22: Method 1. First-passage time pdf, fT
1 
(tiO). 

Deterministic start, double b arrier problem. 
b =-a= uz1 ,o, v = O.Olwo, f:l.t =If. Uniform 
mesh: (-- -)simulation,(-) path integration. 
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Fig. 8.24: Method 1. First-passage time pdf, h
1 

(ti O). 
Determinis tic start, double barrier problem. 
b =-a= uz1 ,o , v = O.lwo, f:l.t = Jf. Uniform 
mesh: (- - -) simulation, (-) path integration, 
mesh: (- · ·) white noise excitation. 
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Fig. 8.26: Method 1. First-passage time pdf, /T
1 
(tl£o ). 

Stationary start, single barr ier problem. 
b = uz1 ,o, v = O.Olwo , f:l.t =To . Uniform 
mesh: (---)simulation , (--) path integration . 
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Stationary start , single barrier problem. 
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mesh: (- - -) simulation , (- ) path integration. 
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Fig. 8.29: Method 2. Pdf of displacement, fx( x). 
Linear scale. v = 0~1 wo, D..t = To. Uniform 
mesh: (- ) simulation, • path integration, iteration , 
( o) path integration, eigenvector solution. 
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Fig. 8.31: Method 2. Pdfofvelocity, fx(x) . 
Linear scale. v = 0~1 wo, D..t = To. Uniform 
mesh: ( - -) simulation, • path integration, iteration, 
( o) path integration , eigenvector solution. 
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Fig. 8.28: Method 1. First-passage time pdf, fT
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Stationary start , single barrier problem. 
b = (J'z 1 ,o, v = O.lwo, D..t = Jf . Uniform 
inesh: (---) simulation,(-) path integration . 
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Fig. 8.30: Method 2. Pdf of displacement, f x (x ). 
Semi-log scale. v = 0~1 wo , D..t = To. Uniform 
mesh: (-) simulation, • path integration, iter ation , 
( o) path integration, eigenvector solution. 
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Fig. 8.32: Method 2. Pdf of velocity, f x(x). 
Semi-log scale. v = 0~1 wo, D..t =To. Uniform 
mesh: (- ) simulation , • path integration , iteration, 
( o) path integration, eigenvector solution. 
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Fig. 8.33: Path integration of compound a-stable Levy motion driven system. Convec­
tion and lumping of probability mass. 

The differential equations for a dynamic system driven by a-stable Levy motion is 
given by (1.105) with {V (t), t E [to , oo[} signifying an a -stable Levy motion. During 
the interval [r, r+dr[,r E]ti, t[, an increment (impulse) of magnitude dV(r ) is assumed 
to occur. With the same approximat ion as assumed in Method 2 for compound Poisson 
process driven systems, the state vector at the time t from the impulse dV( T) can then 
be written, cf. (8.33), Z(t)::: e(tlzk , ti)+ e(1 )(t lzk,ti)dV(r). Since, Z(t) is independent 
of T and depends linearly on dV( T ), the state vector from all such differential impulses 
becomes 

t 

6.V(ti) = J dV(r) = V (t)-V(ti)(8.36) 
t ; 

6.V(ti) in (8.36) is an a-stable random variable 6.V(ti)"' Sa((a6.t )1101 ,f3,0), cf. sec­

tion 1.1.3. According to (8.36) the probability mass 7rko) at the node Zk at the time 
ti is then convected to the position e(t izk> ti), where it is diffused along the direction 
of e(l)(tl zk , ti ), according to 'the probability density function ft:>. V(t;)(p) . At the posi-

tion e( tlzk , ti) + e(l) ( tJzk , ti)P a probability mass of magnitude 1rki) f D. V(t;)(P )6.p is then 
lumped as sketched in fig. 8.33. 

As shown by (5.19) - (5.23) a system driven by an Erlang renewal process can be reduced 
to an equivalent Poisson driven system at the expense of the introduction of a number of 
auxiliary state variables in addition to the structural state variables X (t), which control 
that only every kth Poisson generated impulse is applied to the structure. This suggests 
that the devised path integration schemes for compound Poisson driven systems can be 
applied also to compound Erlang driven systems as well. However, a modification of 
the convection and diffusion scheme is needed to ensure that only every kth Poisson ' 
impulse causes a convection and diffusion in the mesh. A modification of the Method 
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2 path integration scheme has been devised by Iwankiewicz and Nielsen [8.15], and will 
be explained in detail in what follows. 

j=l (p(N(ti))=O) 

j=2 (p(N(ti)) = 1) 

Fig. 8.34. Discretization of the state space for the case k = 2. Convection and lumping 
of the probability mass. 

The function p(N(t)) defined by (5.7), (5.8) repeats itself periodically, attaining the 
value p(N(t)) = 0 during the first k -1 Poisson events, followed by a value p(N(t)) = 1 
in the kth event. To each Poisson event in the cycle a path integration mesh is defined for 
convection and diffusion calculation in the discretized structural state space variables, 
so totally k such meshes should be pointed out, as illustrated in fig. 8.34 for the case 
k = 2 for a 2-dimensional structural sample space. 

Assume that the system at the time t i is in the structural state X (ti) = Xk after the 
(j - 1 )th Poisson event in the sequence has occurred, j = 1, ... , k - 1. During the 

interval ]ti, t] the probability mass -rrii) of being at the node Xk of mesh j at the t ime 
ti is convected to the position e(tixk, ti) according to the Oth order term in (8.33). At 

this position a probability mass of magnitude -rrii) Po is lumped, where Po = P0(t, ti) 
signifies the probability that no Poisson impulse has occurred in ]ti , t]. If j < k- 1 the 
remaining probability mass 7rki)(1-Po) is transferred to the succeeding mesh j + 1, where 
it is lumped at the same position e(tjxk, t i). However, if j = k - 1 the probability mass 
-rrii) (1-Po) is distributed along the line e(l)(tjxk , ti) in the mesh j = k, according to the 
probability density function fp(p) as in the original formulation of Method 2. In either 
case the probability mass -rrki)(1- P0 ) is attached to the succeeding mesh j + 1, because 
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the distribution is performed on the condition that one extra Poisson event has occured 
during ]ti, t]. If the system at th~ time ti is in the structural state X (ti) = Xk after the 
( k- 1 )th Poisson event in the sequence has occurred, the probability mass 7rki ) P0 is still 
lumped at the position e(tlxk, ti) of mesh j = k. The remaining probability mass is 
transferred to mesh j = 1, where it is lumped at the position e( tixk, ti ) to start a new 
sequence. As previously, all lumped probability masses are finally redistributed to the 
adjacent grid points in all k meshes. 

As specified by (6.21) and (6.22) the total number of auxiliary state variables amounts 
to k - 1, so the dimension of the state vector Z( t ) of the integrated dynamic system 
becomes n + k - 1. Appearently, using N cells per state variable in the discretized mesh, 
the number of st ates of the Markov chain becomes ( N + 1) n+k-l. However, the number 

of states of the described path integration scheme only amounts to k(N + lr, i.e. the 
growth is linear with k rather than exponential. 

Example 8.3: Duffing oscillator subjected to compound Erlang process with 
k=2 

The Duffing oscillator of example 8.1 is considered, when exposed to a stationary compound Erlang 
process with k = 2. T he following system data are used ( = 0.01 , n- . The strength of the impulses is 

2 

assumed to be zero-mean normally distributed , P......., N(O, o-~) with the variance chosen , so I~ = 1 , 
corresponding to the stationary standard deviations a-x ,a = a-X ,a = 1 of a linear oscillator exposed to 
an equivalent Gaussian whi te noise. Only the case k = 2 is considered with the following three values 
of _v_ 

kwo 

V - = 0.10 
{ 

0.01 

kwo l.OO 

L:lt - { 1.00 
-- 0.20 
To 0.05 { 

0.126 
vt:lt = 0.251 

0.628 
(8.37) 

The indicated values of _kv make comparison possible to the compound Poisson cases considered in 
wo 

example 8.2. Again the indicated arrival rates may be categorized as the cases of sparse, medium level 
and dense pulse arrival rates. T he corresponding transition time intervals, L:lt, have b een selected to 
meet the upper bound requirement (8.26). Obviously, the lower bound ~~ ~ 2

1
7r, as s tated subsequent 

to (8.27), is not met by the sp ecification of L:lt for the case of sparse pulses. Hence, rather poor results 
are to be expected in this case . The path integration has been performed by a uniform 44 x 44 mesh 
with the limits [-5o-z1 ,o,5a-x,o] X [-5o-_x,0 ,5o-_x,0 ] . The stationary marginal pdfs of X (oo) and X (oo) 
were estimated from (8.5) with start in the origin of the mesh j = 1 using 60 iterations until stationarity. 
Again, comparison has been made with the results obtained by Monte Carlo simulation . T he stationary 
margin al pdfs were obtained by ergodic sampling, using a time-series of the length 4000000T0 , which 
was obtained by numerical integration of the equations of motions by means of a 4th order Runge-K utta 
scheme with th e t ime-step tg.. T he generation of the underlying compound Erlang process, and the 
succeeding numer ical integration procedure, was performed as explained in example 5.2. The sampling 
was performed with the same class-width as applied in the path integration scheme a t the end of each 
integration time-step. Sampling was not initiated unt il the elapse of an initial t ransient phase of length 
200To. 
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ux(oo) u_x(oo) 
11 ~~ 

kwo To 
SI m. nu m. Slm. num. 

0.01 1.00 0.69938 0.70703 0.99768 1.00295 
0.10 0.20 0.75587 0.79073 1.00138 1.06577 
1.00 0.05 0.76174 0.64546 1.00151 0.80115 

Table 8.1: Stationary standard deviations ux(oo), u_x(oo) of displacement and velocity response as a 
function of -k

11 
• wo 

In table 3.5 the predictions of the stationary standard deviations obtained from path integration in 
comparison to those of Monte Carlo simulation are shown. As seen, the results are excellent in the 
case of sparse pulses -k

11 = 0.01, they are still quite good in the case of medium level pulse arrivals, wo 
-k11 = 0.10, but they are not satisfactory for -k11 = 1.00. wo wo 

Below, in figs. 8.35 - 8.38 the stationary marginal probabili ty density functions of the displacement 
and the velocity for t he case of sparse pulse arrivals, -k

11 = 0.01 are shown, with the non-dimensional wo 
transition t ime interval ~; = 1.0. To emphasize on the tails, the results have been indicated both in 
linear and semi-logarithmic scale. As seen , the agreement with Monte Carlo simulation is very good. 
Similarly to the comparable Poisson driven system in example 8.2 the marginal pdfs reveal pronounced 
peaks at the origin in case of sparse pulse arrivals. 

Figs. 8.39 and 8.40 show the prediction of path integration method in semi-logarithmic scale for the 
case -k11 = 0.01 for various values of the non-dimensional transition t ime interval ~Tt. The results wo 0 

for ~; = 5.0 are not very good, because the upper bound criterion (8.26) has b een violated in this 

case. The case ~: = 0.2, which is close to the lower bound for allowable transition time intervals, still 

provides good results. However, the best results are obtained for ~; = 1.0, which is well within the 
admissible interval for the transition time interval. 

Figs. 8.41- 8.44 show the corresponding results for the stationary marginal probability density functions 
of the displacement and the velocity for the case of medium level pulse arrivals -k

11 = 0.1 with the wo 
non-dimensional transit ion time interval ~: = 0.2, which is close to the acceptable lower limit for the 
transition time interval. As expected the results are not so good as those of the previous case of sparse 
impulses. 

Figs. 8.45 and 8.46 show the dependence of the path integration results on ~: for the same case. The 

results for ~; = 1.0 are unacceptably poor, because the upper bound criterion has been violated in this 

case. The cases ~: = 0.2 and ~: = 0.1 both provide more accurate results. However, in the latter case 
a peak is predicted at the origin, which is not present in the simulation result. This may be attributed 
to the application of too small transition intervals. 

Finally, figs. 8.47- 8.50 show the results for the stationary marginal probability density functions of the 
displacement and the velocity for the case of dense pulse arrivals, k:o = 1.0, with the non-dimensional 

transition time interval ~: = 0.05. Due to the application of too small transition time intervals 
the path integration results are neither qualitatively nor quantitatively in agreement with simulation 
results. Again a peak is predicted at the origin, which is not present in the simulation results. 

The dependence on ~: for the same case is shown in figs. 8.51 and 8.52. Although none of the cases 

provide acceptable results, the accuracy is much better for the cases ~: =0.05 and 0.1, than for the 

case ~: = 0.02. 

The example demonstrates the applicability of path integration technique for a Duffing oscillator sub­
jected to impulses driven by an Erlang renewal process of order k = 2. The applied path integration 
scheme was a modification of the Method 2 for compound Poisson driven systems. Again, it has been 
demonstrated that the path integration method provides accurate results for the case of sparse pulses, 
whereas unaccaptable results are obtained if the non-dimensional transition interval ~: is either too 
small or too large. 
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Fig . 8.35: Stationary pdf of displacement, fx(x). 
Linear scale. k = 2, _kv = 0.01 , ~t = 1.0. Un i-wo .LQ 

form mesh: (-) simulation, (- - -) path integration. 
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Fig. 8.37: Stationary pdf of velocity, fx(x) . 
Linear scale. k = 2, _kv = 0.01 , T;j. t = 1.0. Uni-wo 0 
form mesh: (-) simulation, (- - -) path integration. 
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Fig. 8.36: Stationary pdf of displacement, fx (x). 
Semi-log scale. k = 2 , I = O.Olwo, ~: = 1.0. Uni­
form mesh: (-) simulation, (- - -) path integration. 
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Fig. 8.38: Stationary pdf of velocity, fx(x). 
Semi-log scale. k = 2, I = 0.01wo, ~: = 1.0. Uni­
form mesh: (-)simulation,(-- -) path integration . 
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Fig. 8.39: Dependence of path integration resul ts on the length of transi t ion time interval C.t. Stationary 
pdf of displacement , fx(x). Semi-log scale. k = 2, k~o = 0.01, uniform mesh. (-): sim ulation, (- - -) : 

~: = 5.0, (- . . ): ~: = 1.0, (-·-·-) : ~: = 0.2. 
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Fig. 8.40: Dependence of path integration results on the length of transition time interval 6.t. 
Stationary pdf of velocity, f x (x ). Semi-log scale. k = 2, k~o = 0.01, uniform mesh. 
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Fig. 8.41: Stationary pdf of displacement, fx( x). 
Linear scale. k = 2, -k

11 = 0.1 , TD.t = 0.2. Uni-wo 0 

form mesh: (- ) simulation, (- - -) path integration. 

Fig. 8.42: Stationary pdf of displacement , fx(x). 
Semi-log scale. k = 2, k~o = 0.1, ~: = 0.2. Uni­
form mesh: (-) simulation, (- - -) path integration. 
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Fig. 8.43: Stationary pdf of velocity, f x ( x). 
Linear scale. k = 2, -k11 = 0.1, ~t = 0.2. Uni-

wo '0 
form mesh: (-)simulation,(---) path integration. 
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Fig. 8.44: Stationary pdf of velocity, fx(x). 
Semi-log scale. k = 2, -k11 = 0.1, ~t = 0.2. Uni-

wo '0 
form mesh: (-) simulation, (- - -) path integration. 
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Fig. 8.45: Dependence of path integration results on the length of transition time interval tlt . 
Stationary pdf of displacement, fx (x) . Semi-log scale. k = 2, _kv = 0.1, uniform mesh. wo 
(--): simulation , (-- -): *: = 1.0, (- · · ): *: = 0.2 , (-·-·-) : *: = 0.1. 
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Fig . 8.46: Dep endence of path integration results on the length of transition time interval f:l.t . 

Stationary pdf of velocity, fx(x ). Semi-log scale. k = 2, k:o = 0.1 , uniform mesh. 

(--): simulation , (-- -): ~: = 1.0, (- .. ): ~: = 0.2, (-·-·-): ~: = 0.1. 
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Fig . 8.47: Stationary pdf of displacement, fx(x) . 
Linear scale. k = 2, _kv = 1.0, T~t = 0.05. Uni-wo 0 

form mesh: (-) simulation, (- - -) path integration . 

Fig. 8.48: Stationary pdf of displacement, fx(x). 
Semi-log scale . k = 2, k:o = 1.0, *: = 0.05. Uni­
form mesh: (-) simulation, (- - -) path integration. 
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Fig. 8.49: Stationary pdf of velocity, fx(x). 
Linear scale. k = 2, -k11 = 1.0, T~ t = 0.05. Uni-wo 0 

Fig. 8.50: Stationary pdf of velocity, fx (x). 
Semi-log scale. k = 2, -k

11 = 1.0, T~t = 0.05. Uni-wo 0 

form mesh: (-)simulation,(---) path integration. form mesh: (-) simulation, (- - - ) path integration. 
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Fig. 8.51: Dependence of path integration results on the length of transition time interval t:.t . 
Stationary pdf of displacement , fx(x). Semi-log scale . k = 2, k~o = 1.0, uniform mesh. 
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Fig. 8.52: Dependence of path integration results on the length of transition t ime interval t:.t. 
Stationary pdf of velocity, fx(x). Semi-log scale. k = 2, k~ o = 1.0, u niform mesh. 

(- ): simulation, (-- -): ~: = 0.02 , (- · · ): ~: = 0.1, (- ·- ·-) : ~: = 0.05. 
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8.3 Concluding remarks 

In this chapter it has been demonstrated how the Chap man-Kolmogorov forward integro­
differential equation for the simple physical systems can be solved by means of the 
cell-to-cell mapping techniques (path integration) . 

For white noise driven systems the method is based on piecewise linearization and the re­
lated local Gaussianity of the conditional response. Four different linearization schemes 
have been presented. Of these, the running mean linearization scheme, and the equiv­
alent linearization scheme in the expected least square sense are especially attractive, 
since they make possible the applicability of significantly larger transition time inter­
vals than the other linarization schemes. This turns out to be useful in non-stationary 
stochastic response calculations or in reliability problems, where the convection and 
diffusion of the probability mass have to be obtained by mutual iteration of the evolu­
tionary equations for the Markov chain. For the stationary distributions this objection 
is less important, since these can be found upon solving a linear eigenvalue problem with 
the known eigenvalue .>.. = 1. A numerical example, where the equivalent linearization 
approach was used to a Duffing oscillator, demonstrates that the accurate results for the 
marginal probability density functions and for their tails up to a distance of 4 standard 
deviations of the corresponding linear oscillator can be obtained with the computation 
mesh as crude as 20 x 20, using a time step of T0 /4. In a deterministic start single barrier 
first-passage time problem it is demonstrated that reliability problem can be handled 
as well. However the probability of failure during the first periods of the transition of 
the probability mass from its initial singularity cannot be captured very well with the 
applied crude calculation mesh, and adjusted large transition interval of ~t = T0 /2. 

Next the application of the method to compound Poisson process driven systems has 
been demonstrated. The basis of the method is an expansion of the transition probability 
density function in terms of the transition probability density functions conditional upon 
arrivals of exactly n impulses during the transition time interval ~t, the expansion 
being truncated at the second term, assuming that at most 1 impulse can arrive during 
~t. The error of truncation of the series is shown to be of the order 0 ((v~t)2 ) . 
Then, for a certain transition interval the method will work the best for small mean 
arrival rates v, which is in contrast to all other known numerical solution methods. 
Two alternative convection and lumping schemes for the probability mass, on condition 
of exactly 1 impulse arrival during the transition time interval have been indicated. 
Especially the latter of these turns out to be simple and fast to use. In two succeeding 
numerical methods to the lumping schemes were applied to a Duffing oscillator. Still 
using basically a 20 x 20 mesh, with local refinements in case of very sparse pulses, 
the capability of the method in predicting the marginal probability densities and their 
tails . It was demonstrated that the basic assumption of the methods, i.e. v~t << 1 
is, in practice, fulfilled within acceptable accuracy (less than 1.8 %), if only v~t < 0.2. 
The necessary calculation time of using the 2nd convection scheme and of using Monte 
Carlo simulation method, on condition of attaining comparable accuracy in the tails 
of distributions at a distance of 4 standard deviations (of the corresponding linear 
oscillator subjected to a Gaussian white noise) turned out to be 31 sec. and 13 950 sec. , 
respectively. The 1st lumping scheme was also applied to a symmetric double barrier 
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first-passage time problem for both the deterministic and the stochastic start problem. 
Again the problems of convection and lumping in the initial phases of firs t-passages 
with the applied crude 20 x 20 mesh were demonstrated. 

Finally, a convection and lumping scheme for the systems driven by a-stable Levy 
motion have been indicated to be of comparable quality as the simplest linearization 
scheme for Gaussian white noise driven systems. No numerical example has been given 
in this case, because no simulation results are available for comparison. 
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8.5 Example problems 

8.1 Consider a quadratic mesh as shown in fig. 9.7. Derive a path integration 
scheme based on an isoparametric interpolation among the adjacent nodal val­
ues with the shape functions Ni(y,i;) as given by (9.58), (9.59), and calculate 
the equivalents to (8.3) and (8.4) . 

8.2 Derive the results (8.18)-(8.21) from the basic forms (8 .12)-(8.21 ) for the system 
defined by (8.17). 
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CHAPTER 9 

PETROV-GALERKIN METHODS TO SOLVE THE FORWARD AND BACK­
WARD INTEGRO-DIFFERENTIAL CHAPMAN-KOLMOGOROV EQUA­
TIONS 

Consider the following initial-boundary value problem for the one-dimensional Fokker­
Planck equation, cf. (2.71) , (2.72) , (6.28), which will be formulated in a slightly more 
general way in the following 

%tf(z,t)=-%z(c(z,t)f(z,t)) + tf-r(D(z,t)f(z, t )) , VtE]to,tl] , VzE]a,b[ 

f(z, to)= fo(z) , V z E]a,b[ 

f (a,t) = f(b,t) = 0 

(9.1) 

fo(z) is t he initial value at the t ime to for the unknown function f(z, t). Further , 
absorbing boundary conditions are ·prescribed at z = a and z = b. Let ov(z) be a 
piecewise continuously differentiable function at least of the 2nd order, which fulfils the 
boundary conditions v(a) = v(b) = 0. Upon multiplying the differential equation in 
(9.1) with ov(z), and performing integration by parts the following weak formulation of 
(9.1) is obtained 

b b 

J fJ J [ d 1 d
2 

] ov(z) fJt f(z, t)dz = f(z , t) c(z, t) dz ov(z) + 2,D(z, t) dz2 ov(z) dx = 
a a 

b 

j f( z, t)K;:t [ov( z )]dz (9.2) 
a 

where Kf,t[f(z,t)] = c(z,t)%zf(z,t) + tD(z,t)%:2f(z,t) is the backward Kolmogorov 
operator (2. 73). Hence, t he requirements on differentiability and boundary conditions 
for the variational field ov( z) insure that the Fokker-Planck operator K z, t [ ·] and the 
backward Kolmogorov operator Kf,t[ ·] become adjoint operators over the interval [a, b], 
l.e. 

b b 

j ov(z)Kz,t[f(z, t )]dz = j f (z, t )K;:t[ov(z)]dz (9.3) 
a a 

The previous results can now be generalized to the following initial-boundary value 
problem for the multi-dimensional forward integro-differential Chapman-Kolmogorov 
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equation (6.28) 

gtf(z , t) = Kz,t[f(z, t)] , V t E]to, t1] , V z E St 

f(z, to)= fo(z ) 

f (z , t) = 0 

, V z E St0 

V z E aS(o) U aS(2) 
' t t 

(9.4) 

St is the solution set at the time t, bounded by the surface aSt = aSi0
) u aSi1

) u 
aSi2

) . aS}2
) is the non-accessible (natural) part of the boundary, whereas the accessible 

boundary is made up of the exit part aS}1
) and the entrance part asio) ' see fig. 2.1. 

In order to derive the weak counterpart of (9.4), consider a variat ional field 8v(z ) suf­
ficien tly smooth, and fulfilling the necessary boundary conditions making valid the fol­
lowing generalization of (9.3) 

j ov(z)Kz,t[f(z, t)]dz = j j(z, t)KI,t[ov(z)]dz (9.5) 

St St 

Generally, (9.5) is valid if the variational field fulfils ov(z ) = 0 for z E aS}l), i.e . for t he 
part of boundary surface where no boundary conditions need to be specified for f( z , t). 
Kz,l] and K~t[· ] denote the forward- and backward integro-differential operators (2.25) 
and (2.39). If the differential equation in (9.4) is multiplied by the variational field 8v(z ) 
followed by an integration over St , the following weak formulation of the problem can 
then be obtained by multiple application of the divergence theorem 

j ov(z)! j(z , t)dz = j j(z, t)KI,t [ov(z)]dz (9.6) 

St St 

The following approximate series expansions are assumed for the solution of (9.4) and 
for the variational field 

N 

f( z , t) ~ 2: fj(t)Nj( z ) 
j = l 

N 

8v(z ) ~ I: oviVi(z) 
i= l 

(9.7) 

(9.8) 

Nj(z) is assumed to be p iecewise continuous in St and to fulfil the same boundary 

conditions Nj(z ) = 0 for any z E aS}0
) U aS?) as does f( z , t). No boundary conditions 

are prescribed on aS?). The setting (9.8) restricts variations to a subspace spanned 
by the weighting functions Vi( z ), which all possess the same differentiability properties 
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and fulfil the same boundary conditions on 3St as required for ov(z). Insertion of (9.7) 
and (9.8) into (9.6) provides 

N N N £; 8v; [ f; M;;( t)j;( t) - f; K;;(t)J;( t) l = 0 (9.9) 

Mij(t) = j ~(z)Nj(z)dz (9.10) 

St 

I<ij(t) = j Nj(z)K;,t[~(z)]dz (9.11 ) 

St 

where it has been used that KJ't[·] is a linear operator. Notice, that the smoothness 
assumptions on Nj(z) and ~(z) 'imply that the integral on the right-hand side of (9.11) 
becomes meaningful in ordinary Riemann sense. Since (9.9) must be fulfilled for any 
variation OVi the following Euler conditions are derived for the determination of the 
unknown functions ]j ( t) 

N N 

L Mij(t)jj(t)- L ]{ij(t)]j(t) = 0 (9.12) 
j = l j=l 

The ordinary differential equations (9.12) must be solved with suitable initial condit ions 
]j(t) at the timet = t0 . These are derived upon multiplying the initial conditions of 
(9.4) by ov(z) and performing the integration over Sto· After insertion of (9.7) and (9.8), 
the variational conditions lead to the following linear equations for the determination 
of ]j(to) 

N 

L Mij(to)]j(to) = j ~(z)fo(z)dz 
J= l 5 to 

(9.13) 

Especially, for the problem defined in (9.1 ), eqs. (9. 7), (9.8), (9.10), (9.11) take the 
form 

N 

f(z, t) ~ L ]j(t)Nj(z) (9.14) 
j = l 

N 

8v(z ) ~ LDVi~(z) (9.15) 
i=l 

b 

Mij = j ~(z)Nj(z)dz (9.16) 

a 
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(9.17) 

a 

Next, consider the boundary value problem (6.32) for the backward integro-differential 
Chapman-Kolmogorov equation, which will be formulated in the following way 

f(z, ti) = h(z) 

f(z ,t)= O V z E asCI) U aS(z) , t t 

(9. 18) 

fi(z) is the terminal value of the unknown function f( z , t), and (9.18) is solved back­
wards with time. 

At the formulation of the weak counterpart of (9.18) the variational field 8v(z) is chosen 
to be sufficiently smooth and to fulfil the necessary boundary conditions making the 
following statement valid 

j 8v(z)K:~t[f(z , t)]dz = j f(z , t)K:z,t[8v(z)]dz (9.19) 

St St 

(9.19) turns out to be valid, if the variational field fulfils 8v(z) = 0 for z E aSi0>. Again, 
the variational field is required to cancel on the part of the surface, where no boundary 
conditions are prescribed for the function searched for. Next , the differential equation 
in (9.18) is multiplied by the variational field 8v(z) followed by an integration over St. 
Use of (9.19) provides the following weak formulation of t he problem 

j 8v(z) !f(z , t)dz + j f(z, t)K:~t[8v(z)]dz = 0 (9.20) 

St St 

The expansions (9.7) and (9.8) are still used. However, Nj( z) is now assumed to be 
piecewise continuous and to fulfil the boundary conditions Nj(z) = 0 for any z E 

as;o) u as?> , and no boundary condit ions are prescribed on as?). Vi(z) is assumed to 
possess the same differentiability properties and to fulfil the same boundary condit ions 
on aSt as required for av(z ). Insertion of (9.7) and (9.8) and performance of the 
variational procedure again lead to (9.12). The "mass" tensor Mij(t) is still given by 
(9.10), whereas the "stiffness" tensor I<ij(t) is given by 

I<ij(t) = - j Nj(z)K:z,t[Vi(z)]dz (9.21) 

s, 
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(9.12) should now be solved backwards with time with the terminal conditions fJ (ti) 
determined from 

(9.22) 

If Vi (z ) = Ni(z ), i = 1, ... , N , the indicated approaches for solving the forward or 
backward integro-differential Chapman-Kolmogorov equations (9.4) and (9.18) reduce 
to the standard Galerkin variational method. However, attempts to solve (9.4) or (9.18) 
in this way may lead to numerical stability problems, if the magnitude of the drift vector 
jc(z, t)i grows without limits in parts of the solution space, as is the case for a white 
noise excited SDOF oscillator with non-accessible (natural) boundaries where the first 
component c1 (y, i;, t) = y can be of infinite magnitude, cf. (1.91 ). 

a) 

Zi-1 

b) 
:zNi(z) 

1 

b.z 

zi-1 

c) d z 
dzz Ni (z) 

..1._ 
b.z 

zi-1 

b..z 

zi 

zi 

zi 

2 

b.z 

1 
t;.z 

1 
b.z 

1 
z 

z 

z 

Fig. 9.1: Shape functions for one-dimensional Fokker-Planck equation. 
d d2 

a) Ni(z). b) dzNi(z). c) ~Ni(z). 

In order to analyse this problem deeper the system (9.1) is con sidered again. For ease 
the drift function c and the diffusion function d are both assumed to be constants 
as functions of z and t . At the numerical solution the interval [a, b] is divided into 
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N + 1 sub-intervals of equal width 6.z = t+a1 with the ith interval given by [zi-1, Zi ], 
Zi =a+ i6.z, i = 0, 1, . .. , N + 1. The shape functions Ni(z) will be taken as piecewise 
linear continuous functions with fi ( t) representing the nodal values off( z, t ). Ni( z) then 
appears as shown in fig. 9.1a. Obviously, the boundary conditions Ni(a) = Ni(b) = 0 
are fulfilled fori = 1, ... , N. In case of the standard Galerkin method, Vi( z) = Ni(z), 
(9.16) and (9.17) then become 

4 1 0 0 0 0 

[ TN;(z)N;(z)dz] 
1 4 1 0 0 0 

M= - 6.zM Mo = (9.23) -- 0 ' 6 
Zi-1 0 0 0 1 4 1 

0 0 0 0 1 4 

K= 
d d d2 c 

T T [ c Nj(z) dz Ni(z)dz + 2 Nj(z) dz2 Ni(z)dz] = 2Ko(Pe) (9.24) 

Zi-1 Zt -1 

2 -1 + _1 0 0 0 0 - Pe Pe 
1 + _1 2 -1+ _1 0 0 0 Pe - Pe Pe 

Ko(Pe) = (9.25) 

0 0 0 1 + _1 2 -1 + _1 
Pe - Pe Pe 

0 0 0 0 1+ _1 2 
Pe - Pe 

P e = c6.z 
D 

(9.26) 

where M and K are matrices with components Mij and Kij, and Pe is the socalled Peclet 
number. As seen, even in the case of standard Galerkin method K fails to be symmetric 
for P e > 0. Only in the limit Pe ---+ 0 a symmetric matrix K is obtained, whereas the 
other extremes P e---+ ±oo produce anti-symmetric matrices. At the evaluation of (9.25) 
the formal representation of l:2 Ni(z) in terms of Dirac's delta-spikes as shown in fig. 
9.1c have been used. (9.12) can then be written 

d 
Mo dr f(r)- 3CKo(Pe)f(r) = 0 (9.27) 

t 
T=-

f1t 
(9.28) 

(9.29) 

In (9.28) time has been made non-dimensional with respect a the physical time step 
6.t used in the numerical integration of (9.12). C is the socalled Courant number. Pe 
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and C may be considered as non-dimensional parameters introduced in the formulation 
(9.27) instead of c and d. The Peclet number P e is a measure of the magnitude of 
the convection term in proportion to the diffusion term in the Fokker-Planck equation, 
whereas the Courant number measures the convection during a time step relative to the 
mesh width. Further, due to the normalization (9.28) , the time step has been fixed to 
6.T = 1 in all numerical schemes applied at the integration of (9.27). 

Example 9.1: Properties of the standard Galerkin variational method 

The case N = 11, a= 0, b = 1 is considered. Further the following uniformly distributed initial values 
are assumed fo (z) = 1.0. The analytical solution of the problem can then be written 

00 

f (z, r) = exp ( (N + 1)Pe · z ) L Fj exp (- Aj T) sin (j1rz) 

i=l 

1 c ( ( jtr ) 
2 2) 

Aj = 2 Pe N + 1 + Pe 

1 

Fj = 2 j exp (- (N + 1)Pe · z) sin(j1rz )dz = 

0 2J"1r ( . ) 
1 _ _ 1 J e-(N+l)Pe 

(N + 1)2 P e2 + (j1r) 2 ( ) 

(9.30) 

(9.31) 

(9.32) 

(9.30) is obtained by the standard technique of separation of variables. The rate of convergence of the 
series depends heavily on P e and is generally very slow. In order to obtain 3 accurate digits 2000 terms 
are necessary for Pe = 0.1 and 300000 terms for Pe = 1.0. 

If the integration of (9.27) is performed by means of a 4th order Runge-I<utta, instantaneous numerical 
instability is observed for all combinations of the Peclet and Courant numb ers considered below. Instead 
the following unconditionally stable and second order accurate Crank-Nicholson scheme is applied 

( M o - ~CKo D.r )r(r + D.r) = ( M o + ~CKo D.r )r(r) , D.r = 1 

f (O) =m (9.33) 

Fig. 9.2 shows the time-dependence of the solution at the upper quarter point z = 0.75, /(0.75, r), 
as a function of the Courant and Peclet numbers. The parameter values Pe = 0.1, 1 , 10, 100 and 
C = 0.1 , 1, 10 are considered. Analytical solutions have only b een obtained for P e = 0.1 and Pe = 1 
and are shown as an unbroken line in figs. 9.2a and 9.2b. As seen the agreement between analytical 
and numerical results is best at small Peclet and Courant numbers. For C = 10 rapid oscillatory 
solutions appear even in figs 9.2a and 9.2b . Figs . 9.2c and 9.2d show the resul ts for the relatively 
high Peclet numbers of P e = 10 and P e = 100. In these cases large low-frequency oscillations occur 
in the numerical solutions, and the results should be considered meaningless. For c and d fixed the 
results in figs. 9.2c and 9.2d indicate that both the grid width D.z and the physical t ime step D.t must 
be reduced in order to reduce Pe and C. The overall conclusion drawn from this example then seems 
to be that qualitatively and quantitatively correct results based on the stand ard Galerkin approach in 
combination with some numerical time integrator, put severe limitations on the maximum values of the 
Peclet and Courant numbers, which should be checked locally throughout the solution domain. 
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Fig. 9.2: Standard Galerkin variational method. Time-dependence of solution of the one-dimensional 
Fokker-Planck equation at the upper quarter point , /(0 .75, r), as a function of the Couran t and Peclet 
numbers. N = 11, a = 0, b = 1. a) P e = 0.1. b) P e = 1. c) P e = 10. d) P e = 100. Analytical 
solutions: - . Numerical solutions: C = 0.1 : -- -- , C = 1 : -.- .-.- , C = 10 : ..... 
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Based on the conclusions of example 9.1 the reasons for the malfunction of the standard 
Galerkin approach, when applied to multi-dimensional forward or backward integro­
differential Chapman-Kolmogorov equations should now be obvious. No matter how 
small the time step and the grid width are selected the local Peclet number and the 
local Courant number will in some part of the solution space exceed acceptable lim­
its, and numerically unstable or inaccurate results are obtained. In section 9.2 it is 
demonstrated, how this problem can be partially cured by using another choice of the 
weighting functions Vi ( z) than the standard Galerkin choice, Vi ( z) = Ni ( z). Further, 
applications to the first-passage time problem of a non-linear SDOF oscillator exposed 
to Gaussian white noise is demonstrated. In section 9.3 the method is modified for 
application to the same problem, when the oscillator is driven by a compound Poisson 
process. 

9.1 Solution of the Fokker-Planck equation and the backward 
Kolmogorov equation 

Initially, the solutions of initial-boundary value problem (9.1 ) by means of the finite 
difference method will be considered. Again, the drift and difffusion functions are 
assumed to be constants as functions of z and t. The following central finite difference 
approximations of local truncation error 0 ( 6z2 ) may then be used for the partial 
derivatives with respect to z 

~~(. ),...,h+I(t) - fj-l(t) 
8z zJ,t - 26z (9.34) 

(9.35) 

where f1(t) = f(zj, t), Zj = j 6z. As will be shown below (9.34), (9.35) lead to the 
differential system (9.27) with Ko(Pe) unchanged given by (9.25), whereas M o is now 
given by the main diagonal (lumped "mass" tensor) defined below in eq. (9.40) . The 
fini te difference solution based on (9.34), (9.35) then results in the same poor solutions 
as the standard Galerkin method. Motivated by the fact that propagation of information 
is carried in the flow direction as indicated by the sign of c, an improvement was made 
in fluid mechanics at the attempts to solve the vorticity transport equation at large 
Reynolds numbers, a problem of the same type as the 2-dimensional Fokker-Planck 
equation, upon replacing the difference operator (9.34) by the following socalled upwind 
difference approximations 

{ 

f;(t)-f;_t(t) a ~z 
-f(zj, t) ~ 
8z f;+t(t)-fi(t) 

~z 

c> O 
(9.36) 

, c < 0 

Since ( 9. 36) only has the local truncation error 0 ( 6z) this may at first sight appear as 
a bad idea. Nevertheless (9.36) turns out to produce qualitatively much better results 
at large Peclet numbers than (9.34). Finally, (9.34) and (9.36) can be combined into 
t he following linear combination 
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(9.37) 

where a 0 is an arbitrary non-negative number. For a 0 = 0 and a 0 = 1 (9.37) reduce 
to (9.34) and (9.36), respectively. As for (9.36) the approximation (9.37) has the local 
truncation error O(~z), unless ao = 0. Inserting (9.37) into the differential equation 
in (9.1 ) leads to the following system of ordinary different ial equations 

/l(t) 2a l-a 0 0 0 0 h(t) 
h(t) - 1-a 2a l-a 0 0 0 h (t ) 

c 
----
2~z 

jn- 1(t) 0 0 0 -l-a 2a l -a fn-1 (t) 
jn(t) 0 0 0 0 - 1 -a 2a fn(t) 

-2 1 0 0 0 0 h(t) 
1 -2 1 0 0 0 h(t) 

d 
(9.38) +2~z2 

0 0 0 1 -2 1 fn -1(t) 
0 0 0 0 1 -2 fn(t) 

where 

a= { ao , 

-ao 

c>O 
(9.39) 

c<O 

Using (9.26), (9.28) , (9.29), eq. (9-38) can be written in the form (9.27) with M0 and 
Ko (P e) given as 

6 0 
0 6 

Mo = 
0 0 
0 0 

K o(Pe, a) = 

- 2a - ..1._ Pe 
1 +a + fte 

0 

0 

0 0 0 
0 0 0 

0 0 6 
0 0 0 

-l +a+-1 
Pe 

-2a- ..1._ Pe 

0 
0 

0 
0 

0 
6 

0 
-1+a+-1 

Pe 

0 
0 

0 
0 

0 
0 

-2a- ..1._ Pe 
1 +a+ fte 

(9.40) 

0 
0 

-l +a+ -1 
Pe 

-2a- ..1._ Pe 

(9.41) 
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As seen (9.41) reduces to (9.25) for a = 0. Hence, the standard Galerkin method and 
the finite difference method with (9.34) and (9.35) are identical as previously stated. 
Since the finite difference method with the partial upwind differencing (9.37) turns out 
to favourable, one is motivated in trying to modify the variational method so that the 
solution for Ko(Pe,a) as given by (9.41) is obtained also for a =1- 0. This is performed 
by changing the weighting functions Vi(z) slightly. The variational approach based on 
these modified weighting functions is known as the Petrov- Galerkin variational method. 
The weighting functions are taken on the form 

(9.42) 

(9.43) 

Ni ( z) signifies the previous shape functions as shown in fig. 9.1. The upwind differencing 
function Wi(z) as well as its first and second derivatives are shown in fig. 9.3. 

a) wi (z) 

c) 

3 
4 

Z· 
'l. 

z 

z 

z 

Fig. 9.3: Upwind differencing functions for one-dimensional Fokker-Planck equation. 
d d2 

a) Wi(z). b) dz Wi(z). c) d z 2 Wi(z) . 
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(9.16) and (9.17) become 

M= [ TV;(z)Nj(z)dz] = ~z Mo (<>) 
Zi-1 

M o(a) = 

Zi -1 

0 
0 

1- .2. a 
2 

4 

0 
0 

0 
1- la 

2 

0 
0 

Zi-1 

(9.44) 

0 0 0 
0 0 0 

(9.45) 

1 + .2.a 
2 

4 1- .2.a 
2 

0 1 + .2.a 2 4 

(9.46) 

where K 0 (Pe, a) is given by (9.41). Hence, the upwind differencing functions (9.43) 
provide the required result. However the "mass" tensor has changed, and is now different 
from both (9.23) and (9.40). The indicated upwind differencing function is not the only 
solution to the problem. Actually, any function wi ( z) with support in [zi-1, Zi+l will 
do, which is anti-symmetric around z = Zi and which fulfils the normalization condit ion 

J W;(z)dz = ~z (9.47) 

Zi-1 

Differencing functions of this type provide the same "mass" t ensor M 0 (a) given by 
(9.44) and "stiffness" tensor Ko (P e, a) given by (9.41) . 

Still the problem of the optimal selection of a remains. In order to answer this problem 
the stationary solution to (9.1) is considered, but now with the boundary conditions 
f(a, t) = 0, f (b, t ) = 1. As previously the drift and diffusion functions are assumed to 
be constant. Then the solutions become 

exp (¥(z - a)) - 1 
f( z,oo) = ( 2 ) :::} exp de ( b - a) - 1 

. exp ( 2P e · j) - 1 
fi = f( zj,oo) = J(a + J6.z,oo) = exp (2P e · (N + 1)) - 1 (9.48) 

The corresponding numerial solution is obtained from the following difference equation 
which results from (9.41) 

(9.49) 



225 

Insertion of (9.48) into (9.49) shows that the difference equation will provide the exact 
solution (9.48) for the following solution for a, Christie et al. [9.1] 

1 
O:'opt = coth (Pe) - Pe (9.50) 

It should be noticed that (9.50) is only optimal for the present stationary problem. 
For the corresponding non-stationary problem or for other stationary or non-stationary 
problems exact solutions are not obtained from the discrete system with this choice 
for a. Nevertheless, (9.50) is often used also in these problems, since (9.50) will always 
improve the stability of the solutions compared to the standard Galerkin method. Notice 
that Pe --t oo implies that a --t 1. Hence the full upwind differencing corresponding to 
the finite difference approximation (9.36) is obtained in the limit . 

Next a finite element (FEM) formulation of the Petrov-Galerkin method is given. In 
order to achieve this (9.46) is written on the form 

K = [c zl· 
1

N ·(z)_!!__Yi(z)dz- ~7 z· 
1

_!!__N·(z)_!!__Yi(z)dz] 1 dz 2 dz 1 dz 
(9.51) 

Zi- 1 

(9.51) is obtained by integration by parts and use of ddz Yi(z;_ 1) = fx Yi(zti-1) = 0. In 
the original formulation ( 9. 7) of the variational principle Nj ( z) needs only be piecewise 
continuous, whereas (9.51) requires this property even for fzNj(z). Since the integrands 
of (9.51) are free of 8-spikes at z = zt, z = Zi and z = z;f_1 , which are present in 
dd:2 Yi(z), see figs. 9.1c and 9.1c, the intergrals can be divided into two, one extending 
over [zi- 1 , zi] and one extending over [zi, Zi-I] without any problem s. This is the basic 
property need for a FEM formulation of the present problem, and it was in anticipation 
of such an application that the continuous shape function Ni(z) shown in fig . 9.la and 
the continuous upwind differencing function Wi(z) shown in fig. 9.3a were selected. 

a) 

b) 

z:sz:.~ I .7:~ 
'-W

1
(z) 

Fig. 9.4: a) Element shape functions. b) Element upwind differencing functions. 
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The interval [a, b] is divided into N + 1 elements, where the ith element extends over the 
interval [zi-l, zi]. The local nodes at the cooordinate Zi-1 and Zi are denoted 1 and 2. 
The element shape functions N1(z), N2(z) and element upwind differencing functions 
l/1?1 (z), vV2(z) are shown in fig. 9.4. These are parts of the corresponding global shape 
and upwind differencing functions in figs. 9.1a and 9.3a. The following element "mass" 
and "stiffness" matrices can then be calculated for element i 

ffi j= 

Zi-1 

Zi-1 

[

-1-a--1 
c Pe 
-

2 1 +a+ ~e 

-1+a+-1 l Pe 

1-a- -1 
P e 

Zi-1 

1- tal 
2+ ~a 2 

(9.52) 

(9.53) 

For c and d the mid-point values at the timet, c(t(zi-1 + zi), t), d( ~(Zi- 1 + zi ), t) are 
used. P e and a should then be calculated according to these local numbers. 

-
~ 

"' rk3 

K= 

r kN-l 

I_............ I-

V -

Fig. 9.5: Structure of global "stiffness" matrix for problem (9.1). 

The global "stiffness" tensor is next assembled in the usual way by adding local stiffness 
matrices according to the topology of the network and corrected for the boundary con­
ditions. The structure of the global stiffness matrix for the problem has been illustrated 
in fig. (9.5), which obviously results in the global stiffnessmatrix (9.46). A similar as­
sembling and boundary value correction procedure is performed for the global "mass" 
matrix. 
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Example 9.2: Properties of the Petrov-Galerkin variational method 

Below in fig. 9.6 the results for the same problem as considered in example 9.1 are shown. However, 
now upwind differencing with a calculated by (9.50) is applied. For Pe = 0. 1 and Pe = 1.0 almost 
the same results as indicated in figs. 9.2a and 9.2b are obtained. The deviation between the analytical 
and numerical results for P e = 1, C = 0.1 is slightly larger in fig. 9.6b than in fig. 9.2b. This is 
because the results of fig. 9.2b are based essentially on the central difference approximation (9.34) 
with the local tru ncation error O(~z2 ) , whereas the results of fig. 9.6b are based on (9.37) with the 
local truncation error O(~z). Comparing figs. 9.6c and 9.6d with figs. 9.2c and 9.2d the benefit of 
the upwind differencing is striking. Stable non-oscillatory solutions are now obtained for all cases of 
P e considered, although the rapid oscillations at C = 10 are still present. These can only be removed 
upon reducing the physical time step. From this example it is then concluded that problems with large 
convection terms can be handled numerically, if upwind differencing is per formed as is the case in the 
Petrov-Galerkin variational method. 

Consider the non-linear and non-hysteretic SDOF system (1.86) exposed to Gaussian 
white noise. Formally the stochastic equation of motion can then be written 

y (Y Y) = ylddW(t) + g ' dt (9.54) 

where {W(t), t E [0, oo[} is a unit intensity Wiener process, see (I. 7). The mass of 
the oscillator has been absorbed into the diffusion constant d. The drift- and diffusion 
vectors then become 

(9.55) 

(9.56) 

The solution domain is taken asS= {(y, iJ)I]a, b[x]- oo, oo[}. With c(y, y) and d given 
by (9.55) and (9.56) the initial- and boundary value problem becomes, cf. (2.73) 

%t f(y,y ,t) = - if tyf(y,y,t)+ 

t11 (g(y,y)f(y,y,t))+~t:2f(y,y,t) , VtE]O,oo[ , V(y,y)ES 

f (y,y, O) = fo(y,y) 

J(y,y,t)=O 

, V(y,y)ES 

, V t E]O, oo[ , V (y, y) E 8S(o) U 8S(2 ) 

(9.57) 

(9.57) has been illustrated in fig. 9.7a. The interval S is divided into rectangular 
elements. N 1 elements are used in the y-directions and N 2 elements in the if-direction. 
The elements all have the the same side lengths 6.y = bN; and 6.i;. 6.y should be 

selected so the boundary 8S(2) at the ordinates y = ±iN26.y will only be accessed 
with negligible probability. In fig. 9.7a the N 1(N2 - 1) + 1 free system nodes are 
marked with a bullet. 
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Fig. 9.6: Petrov-Galerkin variational method. T ime-dependence of solution of the one-dimensional 
Fokker-Planck equation at the upper quarter point, f ( O. 75, T) , as a function of the Courant and Peel et 
numbers. N = 11, a = 0, b = 1. a) P e = 0.1. b ) P e = 1. c) P e = 10. d) P e = 100. Analytical 
solutions: - . Numerical solutions: C = 0.1 : --- - , C = 1 : -.- .-.- , C = 10 : ..... 
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a) /f=O /as<2l b) 

N,()-2) I I 
I N1{N2-1)- 1 

T I I ---as< f(y , iJ,O) = fo(y, iJ) 

as<o)-..... 

f =O-..... 
1) 

y 

b N2 a 
1 

N1+2 1 I 2N1 

i : I . 

~ 
---!= 

1 
. '6y 

.-- as< 
11 

2 6y I' i 
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0) 1 

"-J=O "-as<2l 

Fig. 9.7: Initial- and boundary value problem for two-dimensional Fokker-Planck equa­
tion of SDOF non-hysteretic oscillator. a) Element mesh and global element numbering. 
b) Local element coordinate system and element node numbering. 

In fig. 7.9b the local element node numbering is defined. (y0 dio) signifies the global 
coordinates of the centroid of the element. Local non-dimensional coordinates (6, 6) 
are introduced, which are related to the global coordinates (y, y) by the transformation 

1 Y- Yo 
6 = 2 + C:.y ' 

1 Y- Yo 
6 = 2 + C:.y (9.58) 

The following element shape and weighting functions, referring to the element nodes , 
can then be defined 

!V1(y,y) = !V1(~1)!V1(ez) 

!Vz(y,y) = !Vz(el )!VI(ez) 

!V3(y , y) = !Vz(el)!Vz(ez) 

!V4(y,y) = !VI(~I)!Vz(~z) 

V1 (y,y) = (tvl(6 ) + a1W1(6)) (tv1(6) +azW1(6)) 

Vz(y , y) = (!V z(6) + a1 W z(6)) (tv1(6) + a z W1(6)) 

V3(y, y) = (!V z(6) + a1 Wz(6)) (tvz(6) + az Wz(6 )) 

V4(y ,y) = (tvi(6) + a1 W1(~I)) (tvz(6) + azWz(6)) 

(9.59) 

where !V 1 (e), !V 2(0, W 1 (0, W z(e) signify the one-dimensional shape functions and up­
wind differencing functions illustrated in fig. 9.4. As seen, different upwind differencings 
have been used in the y- and 'if-directions. Convection but no diffusion occurs in the 
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y-direction (the diffusion coefficient as a factor to ::2 f (y, y, t) in (9.57) is 0). The 
convection components in the two directions follow from (9.55). The following local 
Peclet numbers in the two directions can then be defined. cf. (9.26) 

P _ iJo l::iy _ { oo 
e1- -- -

0 -oo 

P ez = - g(yo' Yo )!::iy 
d 

, Yo > 0 
, Yo < 0 

(9.60) 

(9.61) 

The product form of the shape and weighting functions (9.59) as well as the assumptions 
on the directional convection and diffusion as follows from the settings (9.60) and (9.61) 
are due to Bergman and Heinrich [9.3]. Using the optimality criterion (9.50), the upwind 
differencing parameters a-1 and a-2 then become 

G'! = { 
1 , Yo > 0 

- 1 , Yo < 0 

1 
az = coth(P ez)- -p 

ez 

(9.62) 

(9.63) 

(9.62) implies that full upwind differencing is assumed in they-directions. The element 
" mass" and "stiffness" matrices mFP and mFP for the two-dimensional Fokker-Planck 
equation now become, cf. (2.74), (9.10), (9.11) 

1 1 

mFP = [mij] = l::iyl::iy[j j Nj(y,y)Vi(y,y)d6d6] = l::i~~ymo (9.64) 
0 0 

mo = 
(2- ~a-1) (2- ~az) (1- ~a-1) (2- ~az) (1 - ~a-1) (1 - ~az) (2- ~a-1) (1- ~az) 

(1 + ~a-1) (2- ~az) (2 + ~a-1) (2- ~az) (2 + ~a-1) (1- ~az) (1 + ~a-1 ) (1- ~az) 

(1 + ~a-1 ) (1 + ~az) (2 + ~a-1)( 1 + ~az) (2 + ~a-1) (2 + ~az) (1 + ~a-1 ) (2 + ~az) 

(2 - ~a-1) (1 + ~az) (1 - ~a-1) (1 + ~az) (1 - ~a-1) (2 + ~az) (2 - ~a-1) (2 + ~az) 
(9.65) 

1 1 

kFP = [kii] = l::iyl::iy[j j Nj(y,y)K;[Vi(y ,y)]d6d6] = 
0 0 

1 1 

[l::iyl::iy j j Nj (y,iJ) (y~Vi (y, y)-g(y, y)!Vi(y,y)+~::2 Vi(y, y))d6d6] 
0 0 



1 1 

[~y~y J J Nj(y,iJ)(y :y ~(y,y)- g(y,y) :y ~(y,iJ))d6d6-
0 0 

1 1 
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~y~y j j ~ ~ Nj(y, y) :Y ~(y, y)d6d6] = Yo ~~ k1 -g(yo, Yo) ~~ kz -d 1~~y k3 
0 0 

(9.66) 

kl = 
-(1 + a1) (2- ~az) -(1- a1) (2- ~az) -(1- a1)(1- ~az) -(1 + a1) (1- ~az) 

(1 + a1) (2- taz) (1- a1) (2- taz) (1-a1)(1- taz) (1 + a1) (1- taz) 

(1 + a1) (1 + ~az) (1- a1) (1 + ~az) (1- a1) (2 + taz) (1 + a1) (2 + ~az) 

-(1 + a1)(1 + ~az) -(1- a1) (1 + !az) - (1 - a1) (2 + taz) -(1 + a1)(2 + !az) 
(9.67) 

kz = 
- (2- ~a1 ) (1 + az) -(1 - ~a1) (1 + az) -(1- ~a1)(1 - az) - (2 - !a1)(1- az) 

- (1 + !a1) (1 + az) -(2 + !a1) (1 + az) -(2 + !a1) (1 - az) - (1 + !a1)(1- az) 

(1 + ta1)(1 +az) (2 +tal) (1 + az) (2 + tal) (1 - az) (1 + tal) (1 - az) 

(2- !a1) (1 + az) (1- !a1) (1 + az) (1- !a1) (1- az) (2 - tal) (1- az) 
(9.68) 

As in (9.51) integration by parts has been performed over two adjacent elements to 
remove the second derivative with respect to y in the backward Kolmogorov operator, 
and hence to insure piecewise continuous functions, so the integrals can be separated 
at the element boundary. At the evaluation of the integrals in (9.66) y and g(y, y) 
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have been considered constantly equal to the values in the centroid. Of course a better 
evaluation can be obtained if an iso-parametric interpolation of these functions between 
their nodal values is performed. 

Next, the local "mass" and "stiffness" matrices are assembled into the global "mass" 
and "stiffness" matrices M and K of dimension (N1(N2- 1)- 1) x (N1(N2- 1)- 1) 
according to the topology of the network, which follows from the node numbering in fig . 
9.7a. Let Mo, K 1 , K2, and K 3 signify the assemblages by the finite element methods 
of the element matrices mo, k1 , k2 and k3 as given by (9.65), (9.67), (9.68) and (9.69). 
A double indexing of the nodal points is introduced. Node (i,j) in the mesh signifies 
the ith node in the y-direction and the jth node in the y-direction. The coupling 
between the node (i,j) and its surrounding nodes, as follows from the corresponding 
row in Mo, K 1 , K2 and K3 can next be shown to be equivalent to the finite difference 
stencils depicted in figs. 9.8, 9.9, 9.10 and 9.11 , respectively. An analysis of the finite 
difference scheme in fig. 9.8 based on a Taylor expansions of the nodal values from 
the central node reveals that the scheme is equal to ~y ~y [ 36 8 £~; + 0 ( max( ~y , ~y)) J, 
where fij signifies the solution for node (i,j). Similarly, the finite difference schemes 
in figs. 9.9, 9.10 and 9.11 are equal to the values ~y[ - 12 8J;; + O(max(~y, ~y))), 

~y[ -12 8J~; +O(max(~y,~y))] and ~y2 [ -6 8;~~; + O(max(~y , ~y))]. When these 
results are combined with the weights indicated in (9.64) and (9.66) it is seen that the 
system equation equations (9.12) represents the differential equation in (9.57) with a 
local truncation error of magnitude O(max(~y, ~y)). (9.12) will be solved numerically 
by means of the following Crank-Nicholson scheme, cf. (9.33) 

(M- t~tK)f(t + ~t) =(M+ t~tK)f(t) 

l fo(Yl, yl) l 
f (O) = : 

fo(YNt (N2-1)-l) YNt(N2-l)-l) 

(9.70) 

The initial-boundary value problem determines the probability mass within S as more 
and more probability mass is absorbed on the entrance boundary as<o)_ However, if 
-a and b are chosen sufficiently large compared to the stationary standard deviation 
ay ( oo ), the absorption will be minimal, and the system of equations can be used to 
calculate the non-stationary stochastic response of the oscillator. However, from time 
to time the probability mass within S should be updated to 1 to correct for the small 
absorption taking place. The stationary distribution f( oo) is seen to fulfil 

f(oo) = Af(oo) , A = (M- ~~tK) -l (M + ~~tK) (9.71) 

(9.71) determines f(oo) as the normed eigenvector related to the eigenvalue A= 1 of 
the matrix A. Since the eigenvalue is known, f( oo) is determined more effectively from 
the eigenvalue problem (9. 71 ), rather than iterating the map (9. 70) until stationarity. 
A= 1 is the largest eigenvalue of A. Then the latter approach is merely the well-known 
power method for solving an eigenvalue problem. 
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(i-1 ,j+1) (i' j+1) (i+1,j+1) 

(i-1 , j) (i ' j) (i +l , j) 

16 

(i-1,j - 1) (i' j-1) {i+1,j-1) 
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Fig. 9.8: Equivalent finite difference scheme for M 0 f. 
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Ay 6y 

Fig. 9.9: Equivalent finite difference scheme for K 1f. 
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Fig. 9.10: Equivalent finite difference scheme for K 2f. 
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Fig. 9.11: Equivalent finite difference scheme for K 3f . 
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/R= O /aS(2> 
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1) 
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Fig. 9.12: Init ial- and boundary value problem for the determination of the reliability 
function of SDOF non-hysteretic oscillator. Element mesh and global element number­
mg. 

Next, the boundary and initial value problem (6.38) for the determination of t he first­
passage time distribution function Fr(t!y, iJ) of the oscillator (9.54) in case of determin­
istic start at (y, iJ) E S is considered. Instead of Fr(tjy , iJ) calculations are performed 
for the reliability function R(t!y, iJ) = 1- Fr(tjy, y). 

For the present problem the initial- and boundary value problem then becomes, cf. 
(2.74), (6.38) 

:t R( t I y' iJ) - iJ :y R( t I y) iJ) + 
g ( y' iJ) :y R( t I y' iJ) - ~ ~ R( t I y' iJ) = 0 ' \1 t El 0' 00 [ ' \1 ( y' iJ ) E s 

R(Ojy, iJ) = 1 

R( t IY' iJ) = 0 

, \1 (y,iJ) E S 

, \1 t E]O, oo[ , \1 (y, iJ) E 8S(1 ) U 8S(2 ) 

(9.72) 

(9.72) is an example of the initial- and boundary value problem (9.18) for the backward 
Kolmogorov equation, which next will be solved numerically by means of t he Petrov­
Galerkin variational method. (9.72) has been illustrated in fig. 9.12. As seen, the 
element division is the same as in fig. 9.7a. However, the principle for t he node num­
bering is slightly changed. At the numerical solution of (9.72) the shape and weighting 
functions (9.59) are still used. However, since the sign of the convection terms have 
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changed in comparison to the diffusion terms the sign of the upwind differencing pa­
rameters a 1 and a 2 must also be changed. a1 and the local Peclet number Pe2 are now 
given by 

{ 
-1 

a1 = 
1 

, ifo > 0 

, ifo < 0 

P ez = g(yo, ifo)6.if 
d 

(9. 73) 

(9.74) 

a 2 then follows from (9.63). The element "mass"- and "stiffness" matrices for the 
backward Kolmogorov equation, ffiBK and kBK , become, cf. (2.73) 

1 1 

mBK = [mij] = 6.y6.if[j J Nj(y,if)Vi(y,if)d6d6] = mFP (9. 75) 
0 0 

1 1 

kBK = [kij] = 6.y6.if[j j Nj(y,if)Kz[Vi(y,if)]d6d6] 
0 0 

1 1 

[6.y6.if j j Nj(y,if)( -if :y Vi(y,if)+ :if (g(y,if)Vi(y,if))+~::2 Vi(y,if))d6d6] 
0 0 

1 1 

[ 6.y6.if J J Nj(y, if) ( -if~ Vi(y, if)+ ~ (g(y, if )Vi(y, if))) d6d6 -
0 0 
1 1 

6.y6.if J J ~~Nj(y,if) :if Vi(y,if)d6d6] = 

0 0 

f) . 6.y6.if . 6.if . 6.y 6.y 
oif g(yo, Yo) 

36 
mo - Yo 

12 
k1 + g(yo, Yo) 

12 
k2 - d 

12
6.if k3 (9.76) 

As a consequence of the change of variable from t to-t in (6.38), -KI[R(tiy, if)] enters 
on the left-hand side of (9.72) instead of KI[R(tiy,if)] as supposed in (9.18). For this 
reason the sign in front of the first integral in (9. 76) has been changed in comparison to 
(9.21). Again, integration by parts has been performed in order to remove the second 
derivatives with respect to if in the last integral , and if and g(y, if) have been considered 
constantly equal to the values in the centroid as was the case at the evaluation of 
(9.66). k1 , k2 , k3 are still given by (9.67), (9.68) and (9.69). As seen the local "mass" 
matrices for the Fokker-Planck and Kolmogorov operators are identical, whereas the 
local "stiffness" matrices are different. 

The procedure for assembling the global "mass" and "stiffness" matrices are completely 
identical to the Fokker-Planck case. (9.70) should now be solved with the initial values 
R(Oiy1,if1) = 1, ... ,R(OIYNt(N2-1)-1,ifNt(N2-1)-1) = 1. 
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9.2 Solut ion of t he forward and backward Kolmogorov-Fe ller 
e quat ions 

The oscillator (9.54) is considered again, but is now excited by a compound Poisson 
process. Still, the double-sided the solution domain S = { (y, y) I ]a, b[ x] - oo, oo[} is 
considered. T he initial- and boundary value problem (9.4) then becomes, cf. (2.87) 

%tf(y,y,t) = - .Ytyf(y,y,t) + 
:y(g(y,y)f(y, y,t)) + 
v(t)f(J(y,y -p,t )- f (y,y,t))fp(p)dp , VtE]O,oo[ , V(y,y)E S 

'P 

J(y,y, O) = fo (y,y) , V (y,y) E S 

f(y ,y, t)=O , VtE]O,oo[, V(y,y)EfJSC0)ufJS(2) 

(9.77) 

Again, (9.77) is illustrated in fig. 9.7a. Initially, boundary conditions and the smooth­
ness requirements of the variational field 8v(y, y) is determined in order that the property 
(9.5) is fulfilled. Integration by parts in the y- and '!;-directions provides 

boo 

J J 8v(y,y)( - y:yf(y,y,t)+ :y(g(y,y)J(y,y,t)))dydy 
a -oo 

b 00 

J J J(y,y,t)(y:y8v(y,y)-g(y,y):y8v(y,y))dydy 
a -oo 

(9.78) 

At the integration by parts in they-direction it is required that 8v(y, y) = 0 on fJS(l) 
in order to cancel t he boundary terms. This illustrates the remark subsequent to eq. 
(9.5) that ov(y, y) is required to cancel on the part of the boundary surface, where no 
boundary conditions are prescribed for J(y , y, t). Further, the operations leading to 
(9.78) require 8v(y, y) to have piecewise continuous 1st derivatives with respect to y 
and y. Upon reversing the order of integrations and change of integra tion variable the 
following identity is obtained 

00 00 00 00 J 8v(y,y)( J f(y ,y-p,t )fp(p)dp)dy = j ( j 8v(y,y)f(y,y-p,t)dy)fp(p)dp = 

-oo -oo -oo -oo 
00 00 00 00 

j ( j 8v(y,x+p)f(y,x,t)dx )fp(p)dp = j J(y,x , t) ( j 8v(y,x+p)fp(p)dp) dx 
-oo -oo -oo - oo 

(9.79) 

Notice, pis constant at the integral substition x = y- p in the innermost integral of the 
second statement of (9.79). The operations involved in (9.79) merely require 8v(y, y) to 
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be piecewise constant and /8v(y, y)/ to be integrable over the interval ]- oo, oo[. Upon 
combining the results (9. 78) and (9. 79) the identity (9. 7) follows, cf. (2.86). Then, the 
indicated smoothness requirements to the variational field is seen to be fulfilled if the 
shape- and weighting functions are taken on the following product form 

where 

(9.81) 

Now the previously defined double indexing of system nodes is resumed. N(·) and 
W( ·) are the continuous piecewise linear and quadratic shape- and upwind differencing 
functions shown in figs. 9.1a and 9.3a, respectively. Because the shape of the functions 
are independent of the node the indices on these have been omitted for ease. The 
specification of the upwind differencing parameters a 1 and a 2 are postponed until later. 
(9.10), (9.11) and (9.12) are rewritten in the following form, cf. (2.86) 

Nt +1 N2+1 Nt +1 N2+l 

L L Mititi2hji2h(t)- L L J{idti2hfi2h(t) = 0 (9.82) 
i2=1 }2=1 i2=1 h=l 

b 00 

Mid1t2h = J J Ni2h(y,y)~dt(y,y)dydy (9.83) 

a -oo 

b 00 

Kidti2h = J J Ni2h(y, y)X:r,t[~dt (y, y)]dydy = 

a -oo 

b 00 J J Ni2h(y,y)(y ~ ~1h(y,y)- g(y,y) ~ ~d1 (y,y) + 
a -oo 

v( t) J ( Vid1 (y, Y + P) - Vidt (y, Y)) fp(p )dp) dydy = K J1
1}1 i2h + J{J1

2
}1 i2h (9.84) 

p 

boo 

Kf1

1
}1 i 2h = J J Ni2h(y,y)(y:YVidt(y, y)-g(y,y)~~dt(y,y)-v(t)Vid1 (y,y))dydy 

a -oo 
(9.85) 

b 00 

Kf1

2
}1 i 2 )2 = v(t) j j Ni2h (y, Y) ( L Vid1 (y, if+ p )fp(p)dp) dydy 

a -oo 



b 00 

v(t) j N(~i2 )(N(~iJ+a1W(~iJ)dy· j N(ryh)(nT(TJ]l)+azwT(TJ)l))diJ 
a -oo 

1 

of= J N(ry)( nT(TJ- k) + azwT(TJ- k))dry 
-1 

k = -1 
k = 0 
k = 1 
elsewhere 

k=0, ±1,±2, .. . 
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(9.86) 

(9.87) 

(9.88) 

(9.89) 

(9.90) 

where it has been used that ~i 1 = ~i 2 - (i1 - iz), 'r/)1 = 'r/)2 - ()I - jz), cf. (9.81). The 
evaluation of the integral in (9.89) follows from (9.44), (9.45). The 4th order tensors 
Mi 1 )li2 )2 and Ki1)1 i 2 )2 merely specify with an extended indexing the components of the 

previous 2nd order tensors Mij and Kij. Mij and J{i~) can be assembled by the finite 

element method, where KfJ) signifies the 2nd order "stiffness" tensor corresponding to 

the 4th order tensor Kt1
]

1 
i

2
}2. The element "mass" matrix of the forward Kolmogorov­

Feller operator mFKF = mFP is unchanged given by (9.64). The element stiffness 

matrix corresponding to KfJ) is given by 

(9.91) 

where m 0 , k1 , k2 are given by (9.65) , (9.67), (9.68). 

The functions nT(TJj) and wT(TJj) have not support in a compact set centered around 
Yj, as is the case for the corresponding non-convoluted functions N(7]j) and W(ryj)· In 
principle these functions then implies coupling in the if-direction among all layers of 
element (unless the sample space of P is bounded) as follows fron the equivalent finite 
difference stencil shown below in fig . 9.14. For this reason a finite element representa­
tion of Kf:J

1 
i

2
h cannot be given. Instead, the coefficients of given by (9.90) must be 



240 

evaluated numerically for each combination of the indices it and J2· As an example let 
P rv N(O,CT~) . Then the following results can be derived for nT(ry) and wT(ry) 

where 

(3 = ~: 
wl(x) = x<l>(x) + <p(x) ' w2(x) = (1 + x2 )<1>(x) + x<p(x) 

(9.92) 

(9.93) 

(9.94) 

(9.95) 

<1>(-) and <p( ·) signify the probability distribution function and the probability density 
function of a standardized normal variable. Below in fig . 9.13 t he analytical solutions 
(9.92) and (9.93) have been shown for various value of the nondimensional standard 
deviation (3 of the impulse strength. 

a) 
0.8 

,........ 0.6 lcq. 
~ 0.4 '--' 

!-
0 

0.2 
- -- -

...... -
0 . - . - . - . - . -__: ~--:-- ....::-.. - ~- . - - .. - . -. - . - . - . - . . - . - . - ~ -~ - '"----=--- . - . - . - . -

-4 -3 -2 - 1 

b) 
0.5 

,........ 
o::l. 
~ or---------~==-~--------~ 

.. '--' 
~-~ 

-0.5 

-4 -3 -2 -1 

0 
11 

0 
11 

1 

1 

2 3 

2 3 

Fig. 9.13: nT(ry,(J) and wT(ry,(J) as functions of (3 and ry. a) nT(ry,(J). b) wT(ry,(J). 
(3 = 0.1: -- ' (3 = 1: - - - - ' (3 = 10: -.- .- . 

4 

4 



241 

For f3 = 0.1 , n T(rJ, (3) and wT( rJ, (3) have strong ressemblance to the corresponding non­
convoluted functions. Hence the coupling to other than the neighbouring element layers 
is insignificant in this case. However, for f3 = 1 and especially for f3 = 10 coupling among 
larger parts of the mesh takes place. Besides, as f3 is increased the upwinding effect in 
the y-direction is seen to disappear. Since long range couplings should be omitted for 
numerical reasons, the lesson learned from this example is, that f3 should be selected 
rather small, say less than 1.0. For a given magnitude of the impulses as measured 
by the standard deviation CTp , this imposes a lower limit on the element width 6.y as 
follows from (9.94). Especially, for the case of sparse pulse trains where CTp is relatively 
large, this effect should be taken into consideration. 

(1+ ~a,) o!2 
(i -l,j+2) (i' j +2) (i+l ,j+2) 

6.y 

(l+~a,)o!, 
(i-l,j+l) (i' j + l) (i+ l , j+1) 

4 T 
- I 

6.y 

(l+~a,) ol (i - l,j) (i' j) (i +l,j) 

4 l 
6.y 

(1+ ~a,) o[ (i-l,j- 1) (i' j - 1) (i+l,j - 1) 

4 T 
I 

6.y 

( l+~a ,) o[ 
(i-1,j - 2) (i ' j - 2) (i+1,j-2) 

46[ 

6.y 

Fig. 9.14: Equivalent finite difference scheme for 2.:~~~1 2.:~~~1 Kf~]1 i 2 h/i2h(t). Com­
mon factor: ~6.y6.y . 

In order to calculate a local Peclet number for convection and diffusion in the y-direction 
a Taylor expansion of f(y, y - p, t) in pis performed. The right-hand side of (9.77) then 
becomes 

-y~f(y,y, t)+ ~(g(y,y)f(y,y,t))+v(t) J (f(y,y-p,t) -f(y,y,t) )fp(p)dp 
p 

- y:yf(y,y ,t )+ :y(g(y, y)f(y,y ,t)) -v(t)E[P]:yf(y,y, t ) + 

1 f)2 00 ( -1) n an 
2'v(t)E[P2]~f(y,y,t) + v(t) L 

1 
E[Pn] >:l 'nf(y,y,t) 

. uy n=
3 

n. uy 
(9.96) 

(9.96) is the Kramer-Moyal expansion of the forward Kolmogorov-Feller operator, cf. 
(2.87). Obviously, this expansion requires that moments of arbitrary order E[Pn] exists, 
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which is not necessary the case for the left-hand side of (9.96). From (9.96) follows that 
an equivalent convection velocity in they-direction can be defined as -g(y, y) +v(t)E[P] 
and an equivalent diffusion coefficient as v(t)E[P 2]. The local Peclet number in they­
direction is then calculated from, cf. (9.61) 

(g(yo,Yo)- v(t)E[PJ)~y 
Pe2 = - .v(t)E[P2] (9.97) 

Next, the upwind parameter a 2 is calculated from (9.63). The local Peclet number and 
upwind parameter a 1 in they-direction are unchanged given by (9.60) and (9.62). 

Next , the boundary and initial value problem (6.38) for the determination of the relia­
bility function is considered, cf. (2.7x), (6.3x) 

gt R(tiy, y)- Y :YR(tiy, y) + 
g(y, y) %!iR(tiy, y) -

v(t)f(R(tiy,y+p)-R(tiy,y))fp(p)dp=O , VtE]O,oo[ , V(y,i;)ES 
p 

R(Oiy,y) = 1 , V (y,y) E S 

R(tiy,y)=O , VtE]O,oo[ , V(y,y)EBS(l>uas<2 ) 

(9.98) 

Again, (9.98) is illustrated in fig. 9.12, and the shape- and weighting function are given 
by (9.80). The 4th order "mass" tensor is unchanged given by (9.83), whereas the 4th 
order "stiffness" tensor becomes, cf. the remarks subsequent to (9.76) 

b 00 

Kititi2h = J J Ni2h(y,y)Kz[Vitit(y,y)]dydy = 
a -oo 

b 00 

J J Ni2h(y,y)( -y:YVith(y,y)+ ~(g(y,y)Vidt(y,y)) + 
a - oo 

v(t) J ( Vid1 (y, Y - P) - Vi 1iJY, Y)) fp(p )dp) dydy = K2)
1 

i
2
i2 + Kf

1

2
)

1 
i2h (9.99) 

p 

b 00 

Kf1

1
] 1 i 2 )2 = j j Ni2h(y,y) ( -y :y Vidt(y,y)+ :y (g (y,y)Vidt(y,y ))-v(t)Vidt(y,y ))dydy 

a -oo (9.100) 
b 00 

Kf~J1 i 2 i2 = v(t) j J Ni2h(y,y) (l Vi 1it(y,y- p)fp(p)dp)dydy 
a -oo 
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b = 
v(t) J N(~i2 )(N(~i1 ) + a1 W(~i1 ))dy · J N(TJh)( n(TJj1 ) + azw(TJj1 ))diJ (9.101) 

a -= 

(9.102) 

r (y - y ·- P) 
w(ru) = }p W 6.~ fp(p)dp (9.103) 

Generally, the functions n( T}) and w( T}) are different from the functions n T ( T}) and w T ( T}) 
given by (9.87) and (9.88), unless the symmetry property fp(p) = fp( - p) is fulfilled. 
Especially, if P "' N(O, a~) then n( T}) and w( 77) are given by (9.92) and (9.93). As was 
the case for the forward Kolmogorov-Feller operator the 4th order tensors Mit]1 i 2 )2 and 

I<f
1

1
]

1 
i

2
)2 can be assembled by the finite element method to the equivalent 2nd order 

tensors Mij and ]{ij· The element "mass" matrix of the backward Kolmogorov-Feller 
operator mBKF = mFP is unchanged given by (9.64). The element stiffness matrix 

corresponding to KU) is given by 

(9.104) 

where mo, k1, kz are given by (9.65), (9.67) , (9.68). Still, the tensor components 

I<t2J
1 
i

2
)2 are assembled into the global "stifness" matrix according to the grid mesh 

depicted in fig. 9 .11. However, of should be replaced by the coefficients 

1 

Ok = J N(ry) ( n(ry- k) + azw(ry- k))dT} k = 0, ±1, ±2, ... (9.105) 

-1 

Upwind differencing parameters should change in sign in comparison to the specifications 
for the forward Kolmogorov-Keller equation, similar to the change of signs of the upwind 
differencing parameters of the the backward Kolmogorov equation in comparison to 
those of the Fokker-Planck equation, cf. (9 .73) and (9.74). a 1 is unchanged given by 
(9.73), whereas the local Peclet number P e2 is given as 

(g(yo,iJo)- v(t)E[PJ)t:.iJ P e
2 

= __::____ _ ______ :..___ 
v(t)E[P2 ] 

(9.106) 
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9.3 Concluding remarks 

In this section a Petrov-Galerkin variational formulation of the forward and backward 
Kolmogorov equations have been presented for one- and two-dimensional diffusion and 
convection problems. The aim has been to use a formulation based on the finite ele­
ment method for the solution of these problems. This is not possible in case of pulse 
driven systems, where a mixed formulation is presented. Whenever it works the Petrov­
Galerkin variational methods provide results of the same level of accuracy as do the 
comparable cell-to-cell mapping method. In contrast it has not been possible to devise 
a formulation of the Petrov-Galerkin method useable for pulse problems with sparse 
pulse arrivals, as was possible for the cell-to-cell mapping scheme in section 8.2. Both 
methods shares the drawback (as do the moment equation methods for that matter) 
that they become intractable very fast as the dimension of the state vector is increased. 
Numerical solutions for state vectors of dimension larger than say 5 is out of the question 
with todays technology, even with parallellization of the calculations. 

The first application of the finite element formulation of the Petrov-Galerkin variational 
method to the solution of the Fokker-P lanck and the backward equation was due to 
Bergman and his eo-workers, who in a number of papers demonstrated the applicability 
of the method to a number of non-hysteretic simple oscillators, Bergman and Heinrich 
[9.3], Bergman and Spencer [9.4], as well as hysteretic oscillators, Spencer [9.5]. Similar 
variational approaches have later been proposed by Langley [9.6], Langtangen [9 .7], and 
others. 

Koyliioglu et al. [9.8] formulated a Petrov-Galerkin variational approach for the solution 
of the two-dimensional backward Kolmogorov-Feller equation (9.96), using the product 
form (9.80) of the shape and weighting functions. In order to circumvent the prob­
lem of the numerical integration in the second integral of the last statement of (9.99), 
a Kramer-Moyal expansion of the backward Kolmogorov-Feller operator was applied. 
Correspondingly, the shape and upwind differencing functions in the y-direction were 
taken as normally distributed to meet the requirement of infinitely often differentiabil­
ity. The same problems of stability of the numerical scheme were observed at sparse. 
impulse arrival as reported in example 9.4. 
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9.5 Example problems 

9.1 Derive or verify the analytical solution (9.30). 

9.2 Derive K 0 (Pe,a) and M 0 (a) for the following upwind differencing functions, 
Wi(z) = -i sin(1rO, where~= z~;i, and Wi(z) = ~z ddzNi(z) . 

9.3 Derive the solution (9.50) from (9.48) and (9.49). 

9.4 Show that the finite element method with the local "mass" matrix (9.64) and 
local "stiffness" matrix (9.66) is equivalent to a finite difference scheme with the 
local truncation error O(max(6.y, 6.y)). 

9.5 Prove that the Crank-Nicholson scheme (9.70) has a local truncation error 0(6.t2 ) , 

and that the scheme is unconditionally stable. 

9.6 Calculate the stationary joint probability density function and the corresponding 
marginal probability density functions of the displacement Y and the velocity Y 
using the result (9.71) of a van der Pol oscillator with g(Y, Y) = 2((1- Y 2

) Y- Y, 
( > 0, exposed to a Gaussian white noise with d = 4(. Use the parameter values 
( = 1, N1 = N2 = 30, -a = b = 3, 6.y = 0.3, 6.t = 0.05. 

9.7 Derive the analytical solutions (9.92), (9.93). 

9.8 Calculate the stationary joint probability density function and the corresponding 
marginal probability density functions of the displacement Y and the velocity Y 
using the result (9. 71) of a van der Pol oscillator with g(Y, Y) = 2( (1- Y 2 ) Y- Y, 
( > 0, exposed to a stationary compound Poisson process with vE[P2

] = 4(, 
where P ('V N(O, 0'~ ) . Use the parameter values v = 0.1, ( = 1, N1 = N 2 = 30, 
-a = b = 3, 6.y = 0.3, 6.t = 0.05. 
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CHAPTER 10 

TECHNIQUES OF EQUIVALENT LINEARIZATION AND EQUIVALENT 
POLYNOMIAL EXPANSIONS FOR GEOMETRICALLY NON-LINEAR 
AND HYSTERETIC SDOF AND MDOF SYSTEMS 

10.1 Introductory remarks - idea of resorting to equivalent sys­
tems 

A method, or a technique, which found a wide variety of applications to different non­
linear problems is the equivalent (or statistical) linearization technique. Its idea consists 
in considering, instead of the original system governed by a non-linear differential equa­
tion, an equivalent system governed by a linear differential equation. Such an approach 
was originally used to deterministic problems governed by non-linear differential equa­
tions. Next, this technique was adapted by Booton [10.1) and Kazakov [10.2) to stochas­
tic problems of control theory, and by Caughey [10.3) to non-linear stochastic problems 
of structural dynamics. An extensive overview of various applications of the equivalent 
linearization technique is given e.g. in the references [10.4-10.6). An essential feature 
of this technique is that the coefficients of the equivalent linear equation are evaluated 
from the condition of minimizat ion of the mean-square difference of equations and are 
expressed in terms of the moments and of the expectations of non-linear functions of 
the response process (state variables). If t he non-linearities are of polynomial (power) 
type then , of course, the equivalent coefficients are expressed in terms of moments only. 
If, however, the non-linearities are non-algebraic or even non-analytical functions of t he 
state variab les (e. g . in the case of hysteretic systems), then these expectations can only 
be evaluated as integrals with respect to a suitable probability measure. An important 
question which arises is with respect to what measure (probability density) these expec­
tations, including moments, should be evaluated, because the exact probability density 
function of the response of the original system is unknown . It can be p roved t hat if 
the exact density were assumed, the first and second order response moments evalu­
ated from the equivalent linear syst em would be exact (of course, if the exact density 
were known, the linearization would be unnecessary). In p ract ice, one would like the 
moments obtained from the equivalent linear system to be the most accurate possible, 
and therefore the response probability density function shou ld be assumed in tentative 
form as close to the exact one as possible. Very often, however, this probability den­
sity function can be assumed, at best, as the probability density of the response of a 
linearized system. T his is especially easy if the Gaussian excitation is considered, since 
the response of a linearized system is a Gaussian distributed process as well, and hence 
the tentative density function is assumed as the Gaussian one. The equations gov­
erning the first- and second-order moments derived from the equivalent linear system 
become non-linear, and can only be solved numerically; the equivalent coefficients are 
updated in each step of numerical integration. Unfortunately, if the tentative Gaussian 
density is assumed, the departure of the response process from Gaussianity, which is 
an important property of behaviour of the response of a non-linear system cannot be 
investigated. Despite this inherent shortcoming, the equivalent linearization technique 
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yields in many cases the reliable estimates of the response mean value and variance, and 
therefore it is often applied, especially to multi-degree-of-freedom systems if the first­
and second-order moments are required [10.5, 10.6]. 

As a generalization of the idea of the equivalent linearization the technique of an equiv­
alent non-linear equation (or system) was proposed by Caughey (1986) [10.7], in which 
instead of an original non-linear system, another non-linear system is considered, for 
which the exact solution is known. Equivalent coefficients of a non-linear equation are 
evaluated from the mean-square optimization condition. This technique allows to in­
vestigate the departure of response probability distribution from the Gaussian one. Its 
range of applicability is, however, rather restricted, mainly due to the fact that the class 
of non-linear systems for which the exact solution exists, is narrow. 

A particular version of the technique of the equivalent non-linear equation is the tech­
nique of equivalent polynomial expansion (or polynomial form). In this technique an 
equivalent non-linear system, is considered, in which the original, often non-analytical, 
non-linear functions of the state variables are substituted by polynomials in these vari­
ables, for example by a quadratic form (equivalent quadratization) or by a cubic form 
(equivalent cubicization) [10.8, 10.9]. Coefficients of the equivalent polynomial form 
are evaluated from the mean-square optimization condition, i.e. from the condition of 
minimization, in the mean-square sense, of the equation difference and are expressed 
in terms of expectations of non-linear functions of the state variables. Of course in 
order to perform the necessary expectations the unknown response probability density 
must be assumed in a tentative form, usually as a Gram-Charlier expansion. It can 
be proved that if an exact response probability density were assumed, an equivalent 
non-linear system with nth order polynomial, would yield the exact moments up to 
and including n + 1 order [10.8, 10.9]. Equivalent equations are solved with the help 
of known methods, for example with the help of the moment equations technique com­
bined with non-Gaussian closure approximation [10.8, 10.9]. Equations for moments of 
the response of the equivalent non-linear system are obviously non-linear and must be 
solved numerically. This technique allows in many cases to obtain much more exact 
results than the equivalent linearization technique. 

The earliest application of the equivalent linearization technique to the problem of 
random impulses is due to Tylikowski and Marowski [10.10] who considered a Duffing 
oscillator under a Poisson impulsive noise. Since in the considered problem the non­
linearities were of cubic form, the required expectations were just the higher order 
moments, which were substituted by the moments of a linearized system. In that case, 
if the linearization is performed in the steady-state, the moments are constant and 
the equivalent system is time-invariant, hence its response moments can be evaluated 
exactly from the known formulae as the moments of a filtered Poisson process, without 
assuming any tentative form of the joint probability density function. However the 
range of applicability of such an approach is confined to systems with polynomial non­
linearities only. Recently Grigoriu [10.11] used a similar approach for non-linear systems 
under Poisson impulses. 

The equivalent linearization and cubicization techniques have been further developed for 
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hysteretic systems under Poisson impulses [10.12, 10.13]. Since in this case the response 
probability density is not known, not even in the case of a linear system, the tentative, 
non-Gaussian approximate probability density of the state variables is be assumed in 
form of a Gram-Charlier expansion. The equations for moments up to fourth order 
have been derived for equivalent systems; these moments were used to determine the 
expansion coefficients. Comparison of analytically obtained (computed) response mean 
values and variances with simulated ones revealed good accuracy of the approximate 
analytical techniques developed, especially of the technique of equivalent cubicization 
[10.12, 10.13]. 

10.2 Equivalent linearization and polynomial expansion tech­
nique for Gaussian white noise driven systems 

10.2.1 Equivalent linearization technique 

SDOF systems 

To illustrate the idea, let us consider a non-linear oscillator, governed by the equation 

m(Y + 9(Y, Y)) = F(t) (10 .1) 

. . a 
where 9(Y, Y) = g(Y, Y) + ayU(Y ), cf. (1.86) and F (t) is a Gaussian white noise 
process. 

Instead of the original non-linear system governed by the equation (10.1) consider a 
linear system, governed by the equation 

(10.2) 

where f3e, ke are the unknown coefficients to be determined. 

The exact solution to the equation (10. 1) is unknown. The only obtainable solution is 
the one to the linear equation (10.2). Upon insertion of this solution into the equation 
(10. 1) the left- and right-hand sides of (10.1) differ by some t:(Y, Y) , which is the so­
called equation difference, i.e. 

(10.3) 

It is required that the linear system be equivalent in some sense to the original one. 
The criterion usually assumed is that the mean square of the equation difference be 
minimized with respect to the coefficients f3e, ke termed as the equivalent coefficients. 
Hence the necessary minimization condition are 

(10.4) 
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After performing the necessary operations the expressions for the equivalent coefficients 
are arrived at in the form of 

(3 - E[Y2 ]E[YQ(Y, Y)] - E [YY]E [YQ(Y, Y)] 
e - E[Y2]E[Y2] - (E[YY])2 (10.5) 

k - E[Y2 ]E[YQ(Y, Y)] - E [YY]E [YQ(Y, Y)] 
e - E[Y2]E[Y2] - (E[YY])2 

(10.6) 

These are implicit expressions for f3e, ke, since any expectations at the right-hand sides 
of (10.5) and (10.6) can only be evaluated based on the linear equation (10.2) and hence 
they also depend on f3e and ke. 

If the transient, non-stationary response is considered, all the expectations entering the 
right-hand sides of equations (10.5) and (10.6) are time-dependent, and consequently the 
equivalent coefficients are functions of time. If however, the linearization is effectuated 
in the steady state and the excitation is stationary, then also the response process is 
stationary, hence all these expectations are constant in time and so are t he equivalent 
coefficients. Moreover, since the displacement response Y(t) and the velocity response 
Y(t) are then uncorrelated, i.e. E[YY] = 0, the expressions (10.5) and (10.6) simplify 
to 

(3 _ E [YQ(Y, Y)] 
e- E[Y2) 

k - E[YQ(Y, Y)] 
e- E[Y2] 

(10.7) 

(10.8) 

If the non-linear function Q(Y, Y) is of polynomial form, as it is in the case of systems 
with geometrical non-linearities and e.g. in the case of Duffing (1.87), Rayleigh (1.88) or 
van der Pol (1.89) oscillators, the expectations entering the right-hand sides of equations 
(10.5)-(10.8) are expressed directly in terms of the moments. These moments can be 
evaluated from the linearized system. 

In the case of systems with, non-analytical non-linerities , e.g. hysteretic systems, the ex­
pectations entering the right-hand sides of equations (10.5)-(10.8) can only be evaluated 
by performing the integrals with respect to the tentative probability density function. 

If, further , Y (t) and Y (t) are assumed to be jointly Gaussian distributed, the following 
relationship which holds for a Gaussian random variable X (t), can be used 

(10.9) 

where f(X) is a non-linear function. 
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Then the equivalent coefficients are given by 

(3, = E [ ag~~ Y) l (10.10) 

k = E [&c;;(Y, Y)] 
e f)Y (10.11) 

In principle, the problem lies in assuming a tentative joint probability density function 
of the response [Y(t), Y(t)], or in other words, the probability measure with respect to 
which the expectations in (10.4) and all subsequent expectations are evaluated. As­
suming a Gaussian density function as a tentative density function is, in the case of 
Gaussian excitation, tantamount to assuming the probability density of the response of 
a linearized system (10.2). It is obvious that if such an assumption is made, no insight 
can be gained into the non-Gaussian behaviour of the response of the original non-linear 
system (10.1 ). 

MDOF systems 

Consider the non-linear MDOF system with purely external single excitation, i.e. the 
diffusion vector d (t) is assumed to be independent of the state vector Z(t). Moreover 
consider the general case of a non-zero-mean excitation F(t) represented as the sum 
of its mean value E[F(t)] = Jl-F (t) and the zero-mean Gaussian white noise. Thus the 
governing stochastic equations are written as 

dZ(t) = c(Z(t), t)dt + Jl-F (t)dt + d(t)dW(t) (10.12) 

The equations for mean values are, cf. (3 .39) 

d 
dttL(t) = E [c(Z(t), t)] + Jl-F(t) (10.13) 

The equations for the centralized state variables become, cf. (3.40) 

(10.14) 

where 

(10.15) 

Instead of an original system governed by (10.14) , consider now a linear system, governed 
by equations 

dZ0 (t) = BZ0 (t )dt + d(t)dW(t) (10.16) 
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where the centralized drift term is assumed as a linear form in the state variables 

(10.17) 

and Bim are the coefficients to be determined. 

The solution Z0 (t) of equation (10.16) satisfies the original equation with some error 

(10.18) 

It is that this error be minimized in the mean-square sense. The necessary conditions 
of the minimum are 

(10.19) 

It follows that the equivalent coefficients Bim of the linear form satisfy the algebraic 
equations 

(10.20) 

which can be represented in the matrix form of 

(10.21) 

If, further, the state variables Z 0 (t) are assumed to be jointly Gaussian distributed, the 
following relationship which holds for a zero-mean Gaussian random vector X, can be 
used (Atalik and Utku [10.16]) 

E[Xf(X)] = E[XXT]E ['V f(X )] 

where 'V= [at, 8~2 , • •• , a~n J T and f(X ) is a non-linear function. 

Transposing both sides of equation (10.21) yields 

and using the result (10.22) gives 

hence the equivalent coefficients are evaluated as 

(10.22) 

(10.23) 

(10.24) 

(10.25) 
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or more explicitly [10.15], [10.16] 

(10.26) 

The second-order moments are then evaluated from the equations 

(10.27) 

or, in the matrix form 

(10.28) 

Two important facts should be mentioned in connection with the equivalent linearization 
technique. The first one is that since the equivalent coefficients are evaluated based 
on the condition of minimization of the mean square of the equat ion difference and 
Gaussian distribution assumption is used to perform the expectations (10.20), (10.21 ), 
the second order moments obtained from the equivalent linear system are exactly the 
same as the ones obtained from the original equations for moments truncated with the 
help of Gaussian closure. 

Notice that the expectations of the type (10.20) are present in the equations for the 
second order moments of the original system , see (3.44). If the Gaussian closure is 
applied to t he equations (3.44), the Gaussian vector relationship (10.22) is used, hence 
the expectation is evaluated as 

(10.29) 

T he equation for the second order moments becomes 

(10.30) 

Exactly the same equation is obtained in the case of the linearized system if in (10.27) 
the following substitution is made 

(10.31) 

The second important observation is that if the exact joint probability density function 
was used to perform the expectations in (10.20) the exact second order moments would 
be obtained from the equivalent system. It is obvious that performing the expectations 
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in the equations (3.44) for the original system with respect to the exact joint probability 
density function provides exact second order moments. Comparing equations (10.27) 
and (10.20) shows that if the exact joint probability density function was used, the 
equation (10.27) would take the same form as (3.44), hence it would yield the exact 
second order moments. 

10.2.2 Equivalent polynomial expansion technique 

SDOF systems 

To illustrate the idea of the equivalent polynomial expansion, consider the non-linear 
oscillator governed by the equation 

m(Y + 2(w0 Y + Q(Y)) = F(t) (10.32) 

Instead of the original non-linear system governed by equation (10.32) consider another 
non-linear system, which will be called equivalent, in which the non-linearity is given 
by a polynomial, e.g. by the third order polynomial 

(10.33) 

where k1 , k2, k3 are the unknown coefficients to be determined. 

Proceeding as in the case of equivalent linearization we obtain the equation difference 
as 

(10.34) 

It is required that t he system governed by (10.33) be equivalent to the original non-linear 
system in the mean-square sense. The necessary minimization conditions are 

These conditions lead to the following algebraic equations for k1 , k2, k3 

k1E[Y2] = E[YQ(Y)]- k2E[Y3
]- k3 E[Y4

] 

kzE[Y4
] = E[Y2 Q(Y)] - k1E[Y3

] - k3E[Y5
] 

k3 E[Y6
] = E[Y3Q(Y)] - k1E[Y4

] - k2E[Y5
] 

which can be rearranged as 

[ 

E[Y2
] E[Y3 ] 

E[Y3] E[Y4 ] 

E[Y4 ] E[Y5
] 

(10.35) 

(10.36) 

(10.37) 
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MDOF systems 

Equations for the mean responses remain the same, i.e. (10.13), and the equations for 
the centralized state variables are of the form (10.14). 

Here, instead of the original non-linear system (10.14) an equivalent non-linear system 
is considered in which the non-linear functions are assumed in polynomial form. For 
the sake of simplicity let us confine the attention to a cubic form. Hence this system is 
governed by the equations 

(10.38) 

The centralized drift term has been assumed as the cubic form in the state variables 

(10.39) 

The unknown equivalent coefficients are evaluated based on the minimization of the 
mean square of the difference between the equations (10. 14) for the original system and 
the equations (10.38) for the equivalent one, i.e. 

The necessary minimum conditions are 

a~i E [eT e] = 0 

a!. E (eT e J = 0 
tmn 

These conditions lead to the following algebraic equations 

(10.40) 

(10.41) 

(10.42) 

The expectations at the right-hand side of equations (10.42) are the same as those 
entering the equations for moments, up to the fourth order, of the original system 
(3.44). This implies two important conclusions. 

Firstly, if the exact joint probability density function was used to evaluate the expecta­
tions at the right-hand side of equations (3.44) the exact moments would be obtained. 
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Comparison of equations (3.44) and (3.46) with (10.42) reveals that if the exact joint 
probability density function was also used to evaluate the expectations at the right-hand 
side of (10.42), the equations for the moments, and hence the moments themselves, up 
to the fourth order for the equivalent cubic system are then the same as the ones for 
the original system. In general, if the rth order polynomial expansion was used and the 
exact joint probability density function was used to evaluate the pertinent expectations, 
moments up to the order r + 1 would be evaluated exactly from the equivalent system, 
cf. [10.9], [10.17]. 

Secondly, if the same tentative joint probability density function was used to evaluate 
the expectations at the right-hand side of equations (10.42) and in the equations for 
moments (3.44), the same moments up to the fourth order would be obtained. Gen­
eralizing this observation one can state that in the case of the rth order polynomial 
expansion the same moments up to the r + 1 order would be obtained if the same 
tentative joint probability density function was used to evaluate the expectations in 
the equivalent polynomial expansion technique and to perform the expectation in the 
equation for moments of the original system, cf. [10.9], [10.17]. 

The joint probability density function of the state variables ZJ ( t) which is needed to 
perform the expectations in the equations (10.42) will be assumed approximately in 
the form of a truncated Gram-Charlier expansion constructed from the moments of the 
order up to the fourth, cf. (3. 63) 

frzJ(z, t) = ,P(z) { 1 + ;, 1;/•;•(t)H;;,(z) + ~! ,"'f;/i;kf(t)H;;kl(z)} (10.43) 

The moments of orders up to the fourth have to be obtained from the equations for 
moments of the equivalent non-linear system (with cubic non-linearity in the considered 
case) ( 3.46). 

It should be noted that all the expectations in the equations (10.42), as they result 
from (10.41 ), are performed with respect to the same density function, hence the fifth­
and sixth-order moments in (10.42), must also be evaluated by integration with respect 
to the assumed density function (10.43). This yields the expression for the fifth-order 
moments the same as in (3.64), and for the sixth-order moments (3.66) (quasi-moment 
closure). Obviously the known moments, i.e. those of orders up to the fourth, which 
appear in the equations for moments (3.46) and in (10.42) are the same. 

If the cumulant neglect closure were used to evaluate the redundant fifth- and sixth­
order moments which appear in (10.42), then the expectations which appear at the 
right-hand sides of (10.42) would have to be evaluated as integrals with respect to the 
density function which corresponds to the cumulant neglect closure. In this case the 
truncated Gram-Charlier expansion constructed from the moments of the order up to 
the fourth becomes 
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~! .. L 10 {Aijk(t)Almn(t)} 8 Hijklmn(z )} 
t,J,k,l,m,n 

(10.44) 

All t he redundant fifth- and sixth-order moments which appear in the equations for 
moments (3.46) may be estimated with the help of arbitrary closure approximations. 

10.3 Equivalent linearization and polynomial expansion tech­
nique for Poisson impulse process driven systems 

10.3.1 Modified equivalent linearization technique 

Consider again the non-linear MDOF system with purely external excitation, i.e. the 
vector b (see equation (5.5) is constant and is assumed to be independent of the state 
vector Z(t). 

Governing stochastic equations take the form of 

dZ(t) = c (Z(t),t)dt+ b l pM(dt,t,dp,p) (10.45) 

Equations for the mean values E [Z(t)] = J.L(t) in the form of 

d 
dtJ.L(t) = E [c(Z(t) , t)] + v(t)E[P]b (10.46) 

Equations for the centralized state variables (zero-mean response processes) Zf ( t) = 
Zi(t)- J.l i(t) are obtained as 

dZ0 (t) = c0 (Z0 (t), t) dt + b l pM(dt, t, dp,p) (10.47) 

where 

c0 (Z0 (t), t) = c (Z0 (t) + J.L(t), t) - E [c (Z0 (t) + J.L(t), t)] - v(t )E [P]b (10.48) 

Instead of the original system, governed by the equations (10.47), let us consider a linear 
system governed by t he equations 

dZ0 (t) = {BZ0(t)- v(t)E[P ]b} dt + b l pM(dt, t , dp,p) (10.49) 
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obtained by substituting the centralized drift term 

by an equivalent linear form 

(10.50) 

The mean square minimization of the equation error leads to the algebraic equations 
for the equivalent coefficients B im of the linear form 

(10.51) 

where 

(10.52) 

Here, however , a Gaussian distribution assumption about the vector Z0(t) cannot be 
made. Moreover, in the present problem, unlike the Gaussian excitation problem, the 
probability density of the response of a linear system cannot be used as a tentative 
density function in order to perform the expectations appearing at the right-hand side 
of eq. (10.51 ), because this density is unknown. Obviously, the tentative probability 
density function should be assumed in a non-Gaussian form. To do that it is expedient 
to use the truncated Gram-Charlier expansion (10.43) , for which the moments up to 
the fourth order are required. Equations for moments of the response of the linearized 
system, derived based on the stochastic equation (10.49), become, cf. (5.45)-(5.4 7) 

(10.53) 

(10.54) 

(10.55) 

10.3.2 Equivalent cubic form (equivalent cubicization) technique 

Equations for the mean responses remain the same, i.e. (10.46). Here, instead of 
the original non-linear system (10.47) an equivalent non-linear system is considered, 
governed by the equation 

bi l pA1( dt , t, dp, p) (10.56) 
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In this case the original centralized drift term c?(Z0 + J.L ) has been substituted by a 
cubic form in the state variables 

(10.57) 

Equations for the moments of the response of an equivalent system with cubic non­
linearity have the form of (5.45)-(5.47). 

The difference between the equation (10.47) for an original system and the equation 
(10.56) for an equivalent system is 

(10.58) 

The equivalent coefficients of a cubic form (10.57) are evaluated based on the condition 
that the equation difference (10.58) be minimized , i.e. 

These conditions lead to the following algebraic equations 

A i = - CimnKmn - DimnpKmnp 

B imKmj = E [ZJc~(Z0 )] - CimnKmnj- Dimnp Kmnpj 

C imnKmnjk = E [ zJ Z2c~(Z0 )] - A iKjk - BimKmjk - D imnpKmnpj k 

DimnpKmnpjkl = E [zJ Z2Z?c~(Z0 )] - A jKjkl - Bim Kmjkl- C imnKmnjkl 

(10.59) 

(10.60) 

The joint probability density function of the state variables which is needed to perform 
the expectations in the equations (10.60) could be assumed tentatively as a probability 
density of the response of an equivalent non-linear system. Since this density function 
is unknown, it will be assumed approximately in the form of a truncated Gram-Charlier 
expansion (10.43) constructed from the moments of the order up to the 4th. It should 
be noted that all the expectations in the equations (10 .60) are performed wit h respect to 
the same density function as in (10.59), hence the 5th and 6th order moments in (10.60), 
must also be evaluated by integration with respect to the density function (10.43). This 
yields the expression for the 5th order moments (3.65), and for the 6th order moments 
(3.66). Obviously the moments of the order up to the 4th, which appear in the equations 
(5.45)-(5.47) and (10.60) are the same. In order to construct the expansion (10.43) the 
moments of the order up to the fourth are required. All the redundant 5th and 6th order 
moments which appear in the equations for moments (5.45)-(5.47) should be evaluated 
with the help of some closure approximations. To do that any closure technique can be 
used, for example the cumulant-neglect closure (3.65). 
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Example 10.1: Single-degree-of-freedom hysteretic system 

Consider a single-degree-of-freedom hysteretic system under a Poisson train of general pulses with the 
displacement Z1 and velocity Z2. Let the hysteretic component Z 3 of the restoring force be governed 
by equation of the form (1.96) and let the general pulses be idealized as in the section 5.3.3 with z4 
and Zs being the fil ter displacement and velocity, respectively. 

Moreover let us introduce a damage variable. As is well known, the plastic deformations are associated 
by the material deterioration or damage development. As a variable accounting for the damage, the 
hysteretic energy Z6(t) = D(t) can b e assumed [10.18], which is just the hysteresis loop area. The time 
evolution of this variable is governed by the equation [10.18) 

(10.61) 

T hen th e drift and diffusion vectors become, respectively 

z2 0 
-a05Zt - 2(0oZ2 - (1 - a )06Z3 + Z4 0 

c(Z) = aZ2 - f3 I Z2 I Z3 I Z3 1n-l -'YZ2 I Z3 In 
' b= 

0 
(10.62) 

Zs 0 
-O}Z4 - 2(JOJZs 1 

Z2Z3 0 

T he data assumed for the hysteretic system is: n = 1, a = 1, f3 = 'Y = 0.5, a = 0.05 , ( = 0.01 
Oa = 1[s-1 ) and for the auxiliary linear fil ter: Oa = 1[s-1 ], (f = 0.95. The mean arrival rate of 
the pulses is v = 1[s- 1) and the impulses of the driving train are assumed as non-zero-mean Rayleigh 
distributed random variables characterized by CTp = 3.70834. 

Analytical results for t he mean values and variances of the state variables obtained from the modified 
equivalent linearization and equivalent cubic exp ansion techniques have been verified against Monte­
Carlo simulations based on the averaging over t he ensemble of SO, 000 independent response sample 
functions. 

The modified equivalent linearization technique yields good estimates of the mean values (Figs. 10.1 -
10.3), but the estimates of the variances are not satisfactory. Only the transient maximum of Va1·(Z1 ) 

is well predicted (Fig. 10.4). T he prediction of Var(Z3) (Fig. 10.5) is poor (mayb e only qualitatively 
correct) and the prediction of Var(Zs) (Fig. 10.6) is completely wrong. 

In contrast, t.he equivalent cubic expansion (equivalent cubicization) technique provides much better 
accuracy of the results: also t he predictions of t he variances are accurate enough. 
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t/To 

Fig. 10.1. Mean displacement response of a 
hysteretic system to a Poissonian train of general 
pulses: - · - · - · modified equivalent lineariza-, 
tion-- - equivalent cubic form , - - simulated. 

t/To 

Fig. 10.2. Mean hysteretic restoring force in a 
system subjected to a Poissonian train of general 
pulses: see Fig. 10.1. 

tjT0 

Fig. 10.3. Mean damage indicator in a hysteretic 
system subjected to a Poissonian train of general 
pulses: see Fig. 10.1. 

\ 

' ' '· ...... . ---- -- --- - --

t/To 

Fig. 10.4. Displacement response variance in a 
hysteretic system subjected to a Poissonian train of 
general pulses: see Fig. 10.1. 

-----------

---·-· ­.---· 

t/To 

Fig. 10.5. Hysteretic restoring force variance in a 
system subjected to a Poissonian train of general 
pulses: see Fig. 10.1. 

......... __ 
- --·-·--- . 

t/To 

Fig. 10.6. Variance of the damage indicator in a 
hysteretic system subjected to a Poissonian train of 
Dirac delta zero-mean impulses: see Fig. 10.1. 



261 

Bibliography 

10.1. R.C. Booton, Non-linear Control Systems with Random Inputs, I. R. E. Trans. 
Circuit Theory, Vol. CT- 1, pp. 9-18, 1954. 

10.2. I.E. Kazakov, Approximate Method for the Statistical Analysis of Non-linear 
Systems, Trudy V.V.I.A. , No. 394, 1954. 

10.3. T.K. Caughey, Equivalent Linearization Techniques, J. Acoustical Soc. Am., 35 , 
1706-1711, 1963. 

10.4. J.B. Roberts, Response of Non-linear Mechanical Systems to Random Excitation: 
Part II; Equivalent Linearization and other Methods, Shock and Vibration Digest, 
13(5), 15-29, 1981. 

10.5. P.D . Spanos, Stochastic Linearization in Structural Dynamics, Applied Mechanics 
Reviews, A.S.M.E., 34, 1-8, 1981. 

10.6. J.B. Roberts and P.D. Spanos, Random Vibration and Statistical Linearization, 
John Wiley and Sons. Ltd., Chichester, New York, 1990. 

10.7. T.K. Caughey, On the Response of Non-linear Oscillators to Stochastic Excita­
tion, Probabilistic Engineering Mechanics, 1 , 2-4, 1986. 

10.8. S.R.K. Nielsen, K.J. M!2Srk and P. Thoft-Christensen, Response Analysis of Hys­
teretic Multi-storey Frames under Earthquake Excitation, Earthq. Eng. and 
Struct. Dynamics, 5, 655-666, 1989. 

10.9. S.R.K. Nielsen, K.J. M!2Srk and P. Thoft-Christensen, Stochastic Response of 
Hysteretic Systems, Structural Safety, 9 , 59-71, 1990. 

10.10. A. Tylikowski and W. Marowski, Vibration of a Non-linear Single-degree-of­
freedom System due to Poissonian Impulse Excitation, Int. J. Non-linear Me­
chanics, 21 , 229-238, 1986. 

10.11. M.Grigoriu, Response of Dynamic Systems to Poisson White Noise, J. Sound and 
Vibration, 195(3), 375-389, 1996. 

10.12. R. Iwankiewicz and S.R.K. Nielsen, Dynamic Response of Non-linear Inelastic 
Systems to Poisson-driven Stochastic Excitations, In: Proc. of COSMEX-89, ed. 
by W. Kasprzak and A. Weron, World Scientific, Singapore, 200-209, 1990. 

10.13. R. Iwankiewicz and S.R.K. Nielsen, Dynamic Response of Hysteretic Systems to 
Poisson-distributed Pulse Trains, Probabilistic Engineering Mechanics, 7, 135-
148, 1992. 

10.14. P.D. Spanos, Formulation of Stochastic Linearization for Symmetric or Asym­
metric MDOF Nonlinear Systems, J. Appl. Mech., ASME, 47, 209-211, 1980. 

10.15. I.E. Kazakov, Generalization of the Method of Statistical Linearization to Mul­
tidimensional Systems, Automation and Remote Control, 26, 1201-1206, 1965. 



262 

10.16. T.S. Atalik and S. Utku, Stochastic Linearization of Multi-degre-of-freedom Non­
linear Systems, Earthq. Engng Struct. Dynamics, 4 , 411-420, 1976. 

10.17. K.J. Mprk, Stochastic Response and Reliability Analysis of Hysteretic St ructures , 
Ph.D Thesis, University of Aalborg, 1989. 

10.18 Y.-K.Wen, Stochastic Response and Damage Analysis of Inelastic Structures, 
P robabilistic Engineering Mechanics, 1 , 49-57, 1986. 



263 

11. BIBLIOGRAPHY 

Andronov, A.A. , L.S. Pontriagin and A.A. Vitt, On the Statistical Considerations of 
Dynamic Systems, Zhurnal Exper. Teoret . Fiz., 3 (3), 165-180, 1933 (in Russian). 
Reprinted in: Selected Works, ed. by A.A. Andronov, Academy of Sciences, Moscow, 
1956. 

Arnold, L., Stochastic Differential Equations: Theory and Applications, J .Wiley & Sons, 
New York, 1974. 

Assaf, W.D. and L.D. Zirkle, Approximate Analysis of Non-linear Stochastic Systems, 
Int. J. Control, 23, 477-492, 1976. 

Atalik, T.S. and S. Utku, Stochastic Linearization of Multi-degree-of-freedom Non-linear 
Systems, Earthq. Engrg Struct. Dynamics, 4, 411-420, 1976. 

Baker, G.R. , The Cloud in Cell Technique Applied to the Roll Up of Vortex Sheets, 
Jounal of Computational Physics, 31 , 76-95, 1979. 

Belyaev, Y.K., On the Number of Exits Across the Boundary of a Region by a Vector 
Stochastic Process, Theory of Probability and its Applications, 13, 320-324, 1968. 

Bergman, L.A. and J .C. Heinrich, On the Reliability of the Linear Oscillator and Sys­
tems of Coupled Oscillators, Int. J. Num. Methods in Engineering, 18, 1271-1295, 
1982. 

Bergman, L .A. and B.F. Spencer, Jr., Solut ion of the First Passage Problem for Simple 
Linear and Nonlinear Oscillators by the Finite Element Method, T. & A.M. Report 
No. 461, Department of Theoretical and Applied Mechanics, University of Illinois at 
Urbana-Champaign. 

Bharucha-Reid, A.T. , Elements of the Theory of Markov processes and their Applica­
tions, McGraw Hill, New York, 1960. 

Bolotin, V. V. , Statistical Aspects in the Theory of Structural St ability, Proc. of an Int. 
Con£. in the Theory of Struct. Stability, Northwestern University, Illinois, pp. 67-81. 
Ed. by G. Hermann: Pergamon Press, 1967. 

Booton, R.C., Non-linear Control Systems with Random Inputs, I. R. E. Trans. Circuit 
Theory, CT-1, 9-18, 1954. 

Bouc, R. , Forced Vibration of Mechanical Systems with Hysteresis, Proc. of 4th Conf. 
on Nonlinear Oscillations, Prague, 1967. 

Cai, G.Q. and Y.K. Lin, On Exact Stationary Solutions of Equivalent Non-linear Stochas­
tic Systems, Int. J. Non-Linear Mech., 23, 315-325, 1988. 

Cai, G.Q. and Y.K. Lin, Response Distribution of Non-linear Systems Excited by Non­
Gaussian Impulsive Noise, Int. J. Non-Linear Mech., 27, 955-967, 1992. 

Caughey, T.K. , Equivalent Linearization Techniques, J. Acoust. Soc. Am., 35 , 1706-
1711, 1963. 



264 

Caughey, T.K., On the Response of a Class of Non-linear Oscillators to Stochastic 
Excitation, Proc. Colloq. Intern. CNRS, 148, pp. 393-402, Marseille, Sept. 1964. 

Caughey, T.K., On the Response of Non-linear Oscillators to Stochastic Excitation, 
Probabilistic Engineering Mechanics, 1, 2-4, 1986. 

Caughey, T.K., Derivation and Application of the Fokker-Planck Equation to Discrete 
Nonlinear Dynamic Systems Subjected to White Noise Excitation. 

Christie, I., D.F. Griffiths, A.R. Mitchell and O.C . Zienkiewicz, Finite Element Methods 
for Second Order Differential Equations with Significant First Derivatives, Int. J. Num. 
Methods in Engineering, 10 , 1389-1396, 1976. 

Clough, R.W. , and J. Penzien, Dynamics of Structures, McGraw-Hill, New York, 1974. 

Cox, D.R. , Renewal Theory, Methuen, London 1962. 

Cox, D.R. and V. Isham, Point Processes, Chapman and Hall, London, 1980. 

Crandall, S.H., K.L. Chandaramani and R.G. Cook, Some First Passage Problems in 
Random Vibration, Journal of Applied Mechanics, ASME, 33, 532-538, 1966. 

Dashevski, M.L. , Approximate Analysis of the Accuracy of the Non-stationary, Non­
linear Systems using the Method of Semi-invariants, Automation and Remote Control, 
11, 1673-1690, 1967. 

Einstein, A. , Uber die von der molekular-kinetischen Theorie der Wiirme geforderte be­
wegung von in ruhenden Fliissigkeiten suspendierten Teilchen (Concerning the Motion, 
as required by the Molecular-kinetic Theory of Heat, of Particles Suspended in Liquids 
at Rest), Ann. Phys. (Leipzig), 17, 549, 1905. 

Gikhman, I. I. and A.A. Skorokhod, Stochastic Differential Equations, Springer-Verlag, 
Berlin, 1972. 

Grigoriu, M., Response of Linear Systems to a-stable Stochastic Process, Proc. of Int. 
Conf. on Computational Stochastic Mechanics, Athens, 1994. 

Grigoriu, M., Response of Dynamic Systems to Poisson White Noise, J. Sound and 
Vibration, 195 (3), 375-389, 1996. 

Gross , D. and C.M.Harris, Fundamentals of Queueing Theory, J.Wiley, New York, 1985. 

Iwankiewicz, R., S.R.K. Nielsen and P. Thoft-Christensen, Dynamic Response of Non­
linear Systems to Poisson-distributed Pulse Trains: Markov Approach, Structural Safety, 
8, 223-238, 1990. 

Iwankiewicz, R. and S.R.K. Nielsen, Dynamic Response of Non-linear Inelastic Sys­
tems to Poisson-driven Stochastic Excitations, In: Proc. of COSMEX-89, ed. by W. 
Kasprzak and A. Weron, World Scientific, Singapore, pp. 200-209, 1990. 

Iwankiewicz, R. and S.R.K. Nielsen, Dynamic Response of Hysteretic Systems to Poisson­
distributed Pulse Trains, Probabilistic Engineering Mechanics, 7, 135-148, 1992. 

Iwankiewicz, R. and S.R.K. Nielsen, Dynamic Response of Non-linear Systems to Poisson-



265 

distributed Random Impulses, J. Sound and Vibration, 156 (3), 407-423, 1992. 

Iwankiewicz, R. and S.R.K.Nielsen, Dynamic Response of Non-linear Systems to Renewal­
driven Random Pulse Trains, Int. J. Non-linear Mech., 29 ( 4), 555-567, 1994. 

Iwankiewicz, R. , Dynamical Mechanical Systems under Random Impulses, World Sci­
entific, Series on Advances in Mathematics for Applied Sciences, 36, 1995. 

Iwankiewicz, R. and S.R.K. Nielsen, Dynamic Response of Non-Linear Systems to Re­
newal Impulses by Path Integration, Sound and Vibration, 195(2), 175-193, 1996. 

Iwankiewicz, R. and S.R.K. Nielsen, Solution Techniques for Pulse Problems in Non­
linear Stochastic Dynamics, to appear in the Journal of P robabilistic Engrg. Mech. 

Iwankiewicz, R. and R. Rackwitz, Coincidence Probabilit ies for Intermittent Pulse Load 
Processes with Erlang Arrivals, Proc. of 7th IFIP WIG 7.5 Working Conference on 
Reliability and Optimization of Structural Systems, 2-4 April1996, Boulder, Colorado, 
USA, Eds. D.M. Frangopol, R.B. Corotis and R. Rackwitz, Elsevier Science, 189-196, 
1997. 

Iwankiewicz, R . and R. Rackwitz, Coincidence Probabilities for Intermittent Pulse Load 
Processes with Erlang Arrivals and Durations, Proc. of ICOSSAR'97, Nov. 24-28, 1997, 
Kyoto, Japan, Eds. N. Shiraishi, M. Shinozuka and Y.K. Wen. Vol. 2, 1105-1112. 
Balkema, 1998. 

Iwankiewicz, R. and R. Rackwitz, Non-stationary and Stationary Coincidence Proba­
bilities for Intermittent Pulse Load Processes, to appear in the Journal of Probabilistic 
Engrg. Mech. 

J anicki, A. and A. Weron, Can one See a - stable Variables and Processes?, Statistical 
Science, 9 (1), 109-126, 1994. 

Janicki , A. and A. Weron, Simulation and Chaotic Behaviour of a - stable Stochastic 
Processes, Marcel Dekker, New York, 1994. 

Johnsen, J .M., R esponse Statistics ofNonlinear Dynamic Systems, Ph.D.-thesis 1992:42, 
Norwegian Institute of Technology, Trondheim, Norway, 1992. 

Kazakov, I.E., Approximate Method for the Statistical Analysis of Non-linear Systems, 
Trudy V.V.I.A., 394, 1954. 

Kazakov, I.E. , Generalization of the Method of Statistical Linearization to Multidimen­
sional Systems, Automation and Remote Control, 26, 1201-1206, 1965. 

Kaul, M.K. and J. Penzien, Stochastic Seismic Analysis of Yielding Offshore Towers, J. 
Eng. Mech. Div., ASCE, 100, 1025-1038, 1974. 

Kleinert, H. , Path Integrals in Quantuum Mechanics, World Scientific, Singapore, 1992. 

Koyliioglu, H.U. , S.R.K. Nielsen and R. Iwankiewicz, Reliability of Non-linear Oscilla­
tors subject to Poisson Driven Impulses, Journal of Sound and Vibration, 176, 19-33, 
1994. 



266 

Koyliioglu, H.U., S.R.K. Nielsen and R. Iwankiewicz, Response and Reliability of Pais­
son Driven Systems using Path Integration, Journal of Engineering Mechanics, ASCE, 
121(1), 117-130, 1995. 

Koyliioglu, H.U., S.R.K. Nielsen and A.~. Qakmak, Fast Cell-to-Cell Mapping (Path 
Integration) with Probability Tails for the the Stochastic Response of Non-Linear White 
Noise and Poisson Driven Systems, Structural Safety, 17, 151-165, 1995. 

Langley, R.S., A Variational Formulation of the FPK Equations with Applications to 
the First Passage Problem in Random Vibration, J. Sound and Vibration, 123 (2), 
213-227, 1988. 

Langtangen, H.P. , Estimation of Reliability of Dynamic Systems by Numerical Solution 
of Fokker-Planck and Backward Kolmogorov Equations, Proc. 1st Scandinavian Forum 
for Stochastic Mechanics, Lund, Sweden, August 30-31, 1990, 41-47. Swedish Council 
for Building Research, Stockholm, 1991. 

Leonard, A. , Vortex Methods for Flow Simulation, Journal of Computational Physics, 
37, 289, 1980. 

Lin, Y.K., Probabilistic Theory of Structural Dynamics, McGraw-Hill Book Co., New 
York, 1967 (reprinted by Krieger, 1976). 

Lin, Y.K. and G.Q. Cai, Exact Stationary-response Solution for Second-order Nonlinear 
Systems under Parametric and External White-noise Excitations: Part II. J . Appl. 
Mech. 55, 702-705, 1988. 

Lin, Y.K., and Cai, G .Q., Probabilistic Structural Dynamics. Advanced Theory and 
Applications, McGraw-Hill, New York, 1995. 

Longuet-Higgins, M.S., Modified Gaussian Distributions for Slightly Nonlinear Vari­
ables, Radio Science J. of Research, 68D (9), 1049-1062, 1964. 

Marcinkiewicz, Z., Sur une propriete de la loi de Gauss (On a Property of a Gaussian 
Law), Mathematische Zeitschrift, 14, 612-618, 1939. 

Moe, V., Nonlinear Random Vibrations- Numerical Analysis by Path Integration Meth­
ods, Ph.D .-thesis 1997:26, Norwegian Institute of Technology, Trondheim, Norway, 1997. 

Mprk, K.J., Stochastic Response and Reliability Analysis of Hysteretic Structures, Ph.D 
Thesis, University of Aalborg, 1989. 

Naess, A. and J .M. Johnsen, Direct Numerical Simulation of the Response of Nonlinear 
Dynamic Systems, Proc. 1st Scandinavian Forum for Stochastic Mechanics, Lund In­
stitute of Technology, Lund, Sweden, August 30-31, 1990. Swedish Council for Building 
Research, Stockholm, 1991. 

Naess, A. and J .M. Johnsen, Response Statistics of Nonlinear Dynamic Systems by Path 
Integration, Proc. IUTAM Symp. on Nonlinear Stochastic Mechanics, Eds. Belomo 
and Casciati, Torino, Italy, July 1991 , Springer-Verlag, 1991. 

Nielsen, S.R.K., Probability of Failure of Structural Systems under Random Vibrations. 



267 

Part 1, Report no. 8001, Institute of Building Technology and Structural Engineering, 
Aalborg University, 1980. 

Nielsen, S.R.K., K.J. M0rk and P. Thoft-Christensen, Response Analysis of Hysteretic 
Multi-storey Frames under Earthquake Excitation, Earthq. Eng. and Struct. Dynam­
ics, 5 , 655-666, 1989. 

Nielsen, S.R.K., K.J. M0rk and P. Thoft-Christensen, Stochastic Response of Hysteretic 
Systems, Structural Safety, 9 , 59-71 , 1990. 

Nielsen, S.R.K., Probability of Failure by Integral Equation Methods, Structural Reli­
ability Theory, Paper No. 81, ISSN 0902-7513 R9037, University of Aalborg, 1990. 

Nielsen, S.R.K., Linear Stochastic Vibration Theory, 3, Aalborg Tekniske Universitets­
forlag, 1997. 

Nielsen, S.R.K., R. Iwankiewicz and P.S. Skjrerbrek, Moment equations for non-linear 
systems under renewal-driven random impulses with gamma-distributed interarrival 
times, IUTAM Symposium on Advances in Nonlinear Mechanics, Trondheim, Norway, 
July 1995, Eds. A. Naess and S. Krenk, Kluwer Academic Publishing, 331-340. 

Nielsen, S.R.K., Vibration Theory, 5 , Introduction to Stochastic Process Theory, Aal­
borg Tekniske Universitetsforlag, 1996. 

Nielsen, S.R.K. and R.Iwankiewicz, Dynamic systems Driven by Non-Poissonian Im­
pulses : Markov Vector Approach, Proc. of ICOSSAR'97, Nov. 24-28, 1997, Kyoto, 
Japan, Vol. 2, 827-834. Eds. N. Shiraishi , M. Shinozuka and Y.K. Wen, Balkema, 
1998. 

Nigam, N.C., Introduction to Random Vibrations, The MIT Press, 1983. 

Osaki, S., Applied Stochastic Modelling, Springer-Verlag, 1992. 

Parzen, E., Stochastic Processes, Holden-Day, San Francisco, 1962. 

Renger, A. , Equation for Probability Density of Vibratory Systems Subjected to Contin­
uous and Discrete Stochastic Excitation, Zeitschrift fur Angewandte Mathematik und 
Mechanik, 59 (1-13), 1979, (in German). 

Ricciardi, G., Random Vibration of a Beam under Moving Load, J . Engrg. Mechanics, 
1994. 

Rice, S.O. , Mathematical Analysis of Random Noise, Reprinted in: Selected Papers 
on Noise and Stochastic Processes, N. Wax, Ed., Dover Publications, Inc., New York, 
133-294, 1954. 

Risken, H. , The Fokker-Planck Equation. Methods of Solutions and Applications, 
Springer-Verlag, Berlin, Heidelberg , New York, Tokyo, 1984. 

Roberts, J.B., An Approach to the First-passage Problem in Random Vibration, J. 
Sound and Vibr. , 8 (2), 301-328, 1968. 

Roberts, J.B. , System Response to Random Impulses, J. Sound and Vibr., 24, 23-34, 



268 

1972. 

Roberts, J.B. , Response of Non-linear Mechanical Systems to Random Excitation: Part 
II; Equivalent Linearization and Other Methods, Shock and Vibration Digest, 13(5), 
15-29, 1981. 

Roberts, J.B. and P.D. Spanos, Random Vibration and Statistical Linearization, John 
Wiley and Sons. Ltd., Chichester, New York, 1990. 

Saaty, T., Elements of Queueing Theory, McGraw-Hill, New York, 1961. 

Samorodnitsky, G. and M. Taqqu, Non-Gaussian Stable Processes: Stochastic Models 
with Infinite Variance, Chapman & Hall, London, 1994. 

Shao, M. and C.L. Nikias, Signal Processing with Fractional Lower Order Moments: 
Stable Processes and their Applications, Proc. of IEEE, 81, 986-1009 1993. 

Shinozuka, M., Notes on the Combinations of Random Loads (I) in "Probability Based 
Load Criteria for the Design of Nuclear Structures: A Critical Review of the State-of­
the-Art". BLN Report No. NUREG /CR 1979, February 1981. 

Snyder, D.L., Random Point Processes, J. Wiley & Sons, New York, 1975. 

Sobczyk, K. , Stochastic Differential Equations with Applications to Physics and Engi­
neering, Kluver Academic Publishers, Dordrecht, Boston, London, 1991. 

Soize, C. , The Fokker-Planck Equation for Stochastic Dynamical Systems and its Ex­
plicit Steady State Solutions, World Scientific, Series on Advances in Mathematics for 
Applied Sciences, 17, 1994. 

Soong, T.T. , Random Differential Equations in Science and Engineering, Academic 
Press, New York and London, 1973. 

Spanos, P.D., Formulation of Stochastic Linearization for Symmetric or Asymmetric 
MDOF Nonlinear Systems, J. Appl. Mech., ASME, 47, 209-211, 1980. 

Spanos, P .D., Stochastic Linearization in Structural Dynamics, Applied Mechanics Re­
views, A.S.M.E., 34, 1-8, 1981. 

Spencer, B.F. Jr., Reliability of Randomly Excited Hysteretic Structures, Lecture Notes 
in Engineering, 21 , Springer Verlag, Berlin, 1986. 

Srinivasan, S.K., Stochastic Point Processes and their Applications, Griffin, London, 
1974. 

Stratonovich, R.L., Topics in the Theory of Random Noise, Gordon and Breach, New 
York, London, 1963. 

Sun, J.-Q. and C.S. Hsu, First-Passage Time Probability of Non-Linear Stochastic Sys­
tems by Generalized Cell Mapping Method, Journal of Sound and Vibration, 124(2), 
233-248, 1988. 

Sun, J .-Q. and C.S. Hsu, The Generalized Cell Mapping Method in Nonlinear Ran­
dom Vibration based upon Short-Time Gaussian Approximations, Journal of Applied 



269 

Mechanics, ASME, 57, 1018-1025, 1990. 

Suzuki, Y. and R. Minai, Seismic Reliability Analysis of Hysteretic Structures based on 
Stochastic Differential Equations, Proc. of ICOSSAR-5, 2 , 177-196, 1985. 

Takacs, L., On Secondary Stochastic Processes generated by Recurrent Processes, Acta 
Math. Acad. Sci. Hung., 7, 17-29, 1956. 

Tylikowski, A. and W . Marowski, Vibration of a Non-linear Single-degree-of-freedom 
System due to Poissonian Impulse Excitation, Int. J . Non-linear Mechanics, 21 , 229-
238, 1986. 

Van Kampen, N.G., Stochastic Processes in Physics and Chemistry, North-Holland, 
Amsterdam, Oxford, New York, Tokyo. 

Vanmarcke, E. , Random Fields: Analysis and Synthesis, The MIT Press, 1988. 

Veneziano, D., M. Grigoriu and C.A. Cornell: Vector-process Models for System Relia­
bility, J. Eng. Mech. Div., 103, No. EM3, 441-460, 1977. 

Wang, M.C. and G.E. Uhlenbeck, On the Theory of Brownian Motion II , Reviews on 
Modern Physics, 17 (2 and 3), 323-342, 1945. 

Wehner, M.F. and W.G. Wolfer, Numerical Evaluation of Path-Integral Solutions to 
Fokker-Planck Equations. Ill. Time and Functionally Dependent Coefficients, Physical 
Review A, 34 ( 4), 1795-1801, 1987. 

Wen, Y.K., Method for Random Vibration of Hysteretic Systems, J . Eng. Mech. Div., 
ASCE, 102, 249-286, 1976. 

Wen, Y.K., Stochastic Response and Damage Analysis of Inelastic Structures, Proba­
bilistic Engineering Mechanics, 1 , 49-57, 1986. 

Wu, W.F. and Y.K. Lin, Cumulant-neglect Closure for Non-linear Oscillators under 
Random Parametric and External Excitations , Int. J. Non-linear Mechanics, 19, 349-
362, 1984. 

Zienkiewicz, O.C., and R.L. Taylor, The Finite Element Method, Fourth Edition, 1, Me 
Graw Hill, London, 1991. 



270 

12. SUBJECT INDEX 

accessible part of the boundary . 
Andronov-Pontriagin-Vitt equation 
auto-covariance function . . . . . 
a-stable distribution: 

Cauchy distribution . . . . . . . 
generalized Central Limit Theorem 
index of stability 
Levy motion . 
scale parameter . 
shift parameter . 
skewness parameter 

42 
156 

5 

17 
16 
16 

3,17,202 
16 
16 
16 

backward integro-differential Chapman-Kolmogorov equation . 
backward integro-differential Chapman-Kolmogorov operator . 
backward Kolmogorov operator . 

42,216 
42,49,154 

51,213 
26 

5,158 
Bouc-Wen hysteresis model . 
Brownian motion . 

cell-to-cell mapping 
Chapman-Kolmogorov equation . 
characteristic function . . . . . 
closure approximations: 

cumulant neglect . . 
Gaussian ..... . 
modified cumulant neglect 
quasi-moment. . . . 

continuous sample path 
correlation function . . 
Courant number . . . 
cross-covariance function . 
cumulant 

decay rate 
diffusion matrix . 
Dirac delta impulse 
discontinuous sample path 
double barrier problem 
drift vector . . . 

Edgeworth series 
equivalent: 

coefficients . . 
cubicization technique . 
linearization technique . 

181 
33 

9,16,18,65,89,91,110,173,191 

69,73 
69,250 

116,117 
69 

6 
81,99 

218 
7 

13,66,90,173,175 

159,178 
28 
15 

7 
150,157,168 

24,28 

68 

248,249,250,251,259 
253,257 

248 



modified linearization technique . 
polynomial expansion technique . 

filter 
filtered stochastic point process . 
filter function . . 
first passage . . . . . . . . . 
first passage time . . . . . . . 
first passage time distribution function 
first passage time probability density 
Fokker-Planck-Kolmogorov equation. . 
Fokker-Planck-Kolmogorov operator . . 
forward integro-differential Chapman-Kolmogorov equation . 
forward integro-differential Chapman-Kolmogorov operator. 
frequency response function 

Galerkin method . . . . . 
gamma distribution function 
Gaussian distribution . . . 
Gaussian white noise . . . 
generalized Ito's differential rule 
Generating source . . . . 
Gram-Charlier expansion 

hazard rate 
Heaviside unit step function 
Hermite polynomial . . . 

impulse response function 
independent increments . 
indicator function . . . . 
Ito 's stochastic differential equation 

joint density function . . . . . . 
jump probability intensity function 

Kolmogorov-Feller equation 
Kramer-Moyal expansion . 

limit state function . 
local Courant number 
local Gaussianity . . 
local maximum ... 
log-characteristic function 

master equation 
mean arrival rate 

271 

256 
253,257 

21 
86 
86 

145 
146 

146,154,156,158 
146,156,172,177 

51,58,60,107 
. . 51,213 
. . 39,214 
39,153,216 

21 

217 
16,85,93 

5,184,249 
59,73,157,173 
. . . . 49 
. . . . 3 
68,75,176,255 

147,162 
8 

68,75,176 

21 
5,9,17,27 
8,104,122 
50,71,74 

80 
19,34 

52,105,237 
241 

145 
190 
184 
165 

13,90,111,175 

39 
8 



272 

moments: 
central. 
derivate 
equations. 
expressiOns . 

Markov chain . 
Markov process . 
Markov states 
"mass" tensor 

negative exponential distribution 
non-accessible part of the boundary 
non-diffusive Markov process 
non-overlapping pulses . 

oscillators: 
Duffing 
hysteretic 
Rayleigh . 
Van der Pol 

path integration 
Peclet number . 
P etrov-Galerkin method 
Poisson: 

compound process .. 
counting process 
-driven Markov process 
filtered process . . . . 
multivariate compound process 
random measure 

product density function . 
pulse shape function . 

quasi-moments . . . 

regular counting (point) process 
regular point process 
reliability function 
renewal process: 

delayed 
Erlang .... 
filtered . . . . 
modified renewal density 
ordinary . ... . . . 
ordinary renewal density 
renewal equation . . . 

50 
35 

50,63,64, 71 ,109,110,113,127,141,252,257 
6,17,50,65,87,88,92,99,115,192 

97,182,183 
3 

97 
216 

16,85 
42 

105 
93 

23,70,117,128,136,186,195,204 
24,73,259 

23 
24 

181 
218 
223 

3, 7,52,104,173,175,177,189,194 
3,81 ,89,104,122,124,131,161 

51,105,256 
89 
15 

104,123 
79,83,88,131,133,160 

23,85 

67 

8,79 
79 

199,242 
82 
83 

85,122,128,202,204 
89 
83 

83,122,131 
83,85,137 

85 



Rice's formula 

safe domain . 
shape functions . 
short time propagator 
single barrier problem 
state vector 
"stiffness" tensor . 
stochastic equation 
stochastic integral . 
stochastic point process 
transition probability density function . 
transition probability matrix 

unsafe domain . . . . . . 
upwind difference approximations . 
upwind differencing function 

Wiener process . . . . . . 

273 

163 

145,161,166,167 

182,190 
150,158,168,169,173 
. . . . . 24,26,27 
. . . . . 216 

28,29,51 ,52,54,104, 105,123,124,125,131,135,157 
. ... . 9,86 
.... . 8,79 

3,33,173,184,191 
182 

145 
221 
223 

3,5,50,227 


	1
	2
	3
	4
	5

