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Abstract: Ensuring consistent high water quality is paramount in water management planning. This
paper addresses this objective by proposing an intelligent edge-cloud framework for water quality
monitoring within the water distribution system (WDS). Various scenarios—cloud computing, edge
computing, and hybrid edge-cloud computing—are applied to identify the most effective platform
for the proposed framework. The first scenario brings the analysis closer to the data generation
point (at the edge). The second and third scenarios combine both edge and cloud platforms for
optimised performance. In the third scenario, sensor data are directly sent to the cloud for analysis.
The proposed framework is rigorously tested across these scenarios. The results reveal that edge
computing (scenario 1) outperforms cloud computing in terms of latency, throughput, and packet
delivery ratio obtaining 20.33 ms, 148 Kb/s, and 97.47%, respectively. Notably, collaboration between
the edge and cloud enhances the accuracy of classification models with an accuracy of up to 94.43%,
this improvement was achieved while maintaining the energy consumption rate at the lowest value. In
conclusion, our study demonstrates the effectiveness of the proposed intelligent edge-cloud framework
in optimising water quality monitoring, and the superior performance of edge computing, coupled
with collaborative edge-cloud strategies, underscores the practical viability of this approach.

Keywords: edge-cloud computing; water quality; data analysis; WDS; classifications

1. Introduction

Internet of Things (IoT) connects various industrial actuators, devices, and people
at work. IoT provide additional insight into industrial applications, as well as minimize
human labour and time and create a path for Industry 4.0. [1,2]. Artificial intelligence
(AI) technologies are used in the IoT to process and analyse data from various sources
and perform advanced predictive analytics such as predictive maintenance, fault class
prediction, and demand forecasting [3]. It is challenging to create an accurate mathematical
model for intelligent IoT applications since they are an enormous connected and complex
process that produces a large volume of multi-feature data [4]. However, Al algorithms
can extract critical information without needing a thorough knowledge of the underlying
physical structure of the system. As a result, Al algorithms are well-suited to IoT in terms
of self-adaptation, and self-learning [5]. Al technologies play a crucial role in IoT because
of the highly dynamic system state and data structure and the time-varying monitoring
parameters [6]. In the IoT, for example, predictive maintenance uses machine learning
to detect abnormalities in systems and then anticipate device failure by correlating and
evaluating the change in the pattern [7]. IoT devices, such as sensors, are of limited com-
putation resources, hence, they have been mainly used for data collection which includes
monitoring and transmitting data to robust systems such as cloud-based or centralised,
for storage and processing [8]. Thus, a common IoT data analysis processing occurs at the
cloud then communicating the findings to IoT devices for informed decision. Typically,
data from sensor data are transported tens of thousands of kilometres to a data centre
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where they are stored and analysed. This approach increases data transfer latencies as well
as network traffic as IoT devices have limited computation capabilities, the computation
of data analytics cannot be conducted entirely on the devices [9]. As a result, bringing
intelligence to the edge is without doubt a potential development trend. Integrating edge
and cloud computing offers the promise to minimise IoT network traffic and related delay
while enabling complex data analytics operations to be performed [10-12].

The widespread use of Internet of Things and robust cloud services has contributed
to the demand for edge computing, in which data processing takes place in part at the
network edge rather than entirely in the cloud [13]. Edge computing helps to solve is-
sues such as bandwidth costs, latency, power consumption of mobile devices, security
and privacy. Edge computing uses small data centres on the network’s edge to deliver
distributed computing services and it acts as a middle interface between a cloud server and
IoT devices/sensors [14,15]. In edge computing, the cloud takes data from the collected
databases, as it has historically done, as well as from sensing devices and smartphones. The
devices serve as both data consumers and data generators. As a result, queries between end
devices and the cloud can be bidirectional, rather than merely from end devices to the cloud.
To minimise traffic from devices to the cloud, nodes at the network edge perform a variety
of computational functions, including data processing, device management, caching, and
privacy protection (see Figure 1). Edge computing, in contrast to mobile cloud computing,
allows for real-time data analytics while maintaining privacy, expands network capabilities,
and avoids congestion in backbone networks and the internet core [16,17].
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Figure 1. Data analytics using edge computing.

This paper investigates the use of edge computing for data analytics by integrating the
edge with cloud computing to deliver deep learning applications. Four different scenarios
have been used to identify the optimal framework for edge-cloud computing framework
to monitor water quality. The organisation of this paper is as follows: Section 2 describes
the benefit of applying edge intelligence in IoT, and Section 3 reviews the most relevant
research on using edge-cloud computing for providing real-time applications. Section 4
describes the proposed framework and how it is investigated in more detail, and Section 5
presents the numerical results and discussion of these results. Finally, section 6 concludes
the work and shows the future work.

2. Edge Intelligent with IoT

This section introduces the architecture of edge intelligence in IoT and presents deep
learning at the edge for different IoT applications.

2.1. Cloud-Edge Intelligent Architecture

Cloud is a centralised infrastructure system that stores data, executes business models,
and performs data analytics activities at a long distance away from data sources and
end-users [18]. However, with large-scale traffic and a proliferation of connected devices,
it is neither feasible nor feasible to transmit all data to the cloud for processing. Edge
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computing has arisen as a means of addressing these issues by shifting processing to the
network’s and data sources’ edges [19,20]. Edge computing and fog computing share
similar characteristics. Sometimes, the terms “fog” and “edge” are commonly used to
describe the same thing [21]; but the difference is that edge computing is primarily focused
on nodes that are closer to IoT devices, while fog computing may encompass any resource
that is situated anywhere between the end device and cloud [22]. In this work, we use
the word “edge” to refer to compute nodes that are near the water network edge, such as
edge servers [23]. Even though edge computing reduces traffic, the computer resources
accessible on the edge do not have the same capabilities as those available in the cloud. As
a result, computationally intensive processes like machine learning are not well suited to
edge devices. However, the edge can enhance cloud computing by performing a portion of
the computation, lowering network traffic and latency [24].

As illustrated in Figure 2, the edge-cloud learning framework is made up of three
primary components: end-user devices, edge learning servers, and remote cloud deep
learning clusters [25]. End-user devices, such as mobile phones, cameras, and internet-of-
things sensors, send data to the edge server, which can be noisy and highly redundant [26].
Edge computing servers collect enormous amounts of raw data from end-users and utilize
pre-processing and basic learning algorithms to filter out the noise and extract significant
features from the raw data. Deep learning tasks, such as convolutional neural networks
(CNN) and artificial neural networks (ANN), are carried out by the deep learning cluster
(cloud), which is outfitted with scalable and robust GPU resources [27].

Figure 2. Standard edge-cloud architecture.

2.2. Deep Learning in Edge Computing

Typically, IoT devices generate significant amounts of data and send it to the cloud for
processing. These data include multimedia information like photos, sounds, videos, and
structured data like vibration, temperature, and humidity. There are numerous developed
solutions for analysing structured data and then operating IoT devices autonomously [28].
Deep learning has been successful in many fields, including multiple visual tasks, speech
recognition, natural language processing and industrial applications [29], this is because
of its capacity to learn complicated models, and diversity of architectures [30]. A deep
learning network is often composed of numerous layers. These layers will process the input
data. Each layer processes the previous layer’s intermediate features and then generates
new features. Finally, the extracted features generated by the final deep learning network
layer will be recognised as the output by a classifier. Deep learning networks consider the
layers closest to the input data to be lower levels, while the others are higher layers [28,31].

In this work, we have used an MLP model to detect and classify water contaminant
levels for data that include water quality parameters. The developed model contains
several layers that are completely connected. The model was trained using time series
data for more than 50,000 samples. The MLP model was used to classify the data into five
different classes representing the various levels of water contamination. Deep learning
increases prediction accuracy for IoT services by extracting features through numerous
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layers rather than traditional complex pre-processing. However, with increased accuracy,
communication performance will be the bottleneck. The amount of data needed to train
deep-learning models is huge. Such a large volume of network traffic can cause various
changes to the network in terms of increasing transmission delay, reducing the packet
delivery ratio, increasing energy consumption due to high transmission rate, and may pose
security risks; therefore, typical cloud-based solutions for deep learning approaches on IoT
may not be ideal [32].

As illustrated in Figure 3, we present an edge computing topology for IoT deep learning
applications. The structure is composed of two layers and also a normal edge computing
structure. Edge servers are placed at the edge to process gathered data and the cloud server is
used to train the deep learning network [33]. Applying deep learning entirely at the edge will
reduce network traffic. However, the capacity of edge servers is limited compared to cloud
servers. It is impossible to process infinite tasks in edge servers. Dedicating the entire work of
deep learning to the edge will bring additional computing overhead to the servers. Therefore,
we can only deploy part of the deep learning network into edge servers. The issue is deciding
how to partition each deep learning network.

Deep Learning Model (DLM)

Edge Layer

s> TP

loT device

loT device o davice loT device

loT device

loT device

Figure 3. Deep learning in edge computing.

3. Related Work

Edge computing became more popular, particularly for applications with rapid re-
sponse times and restricted bandwidth, since it places computing near data sources. Edge
computing can be applied in different applications including smart cities, smart vehicles,
smart traffic lights, and smart grids. These applications quickly integrate edge computing
into their platforms, greatly increasing response time and saving network resources.

3.1. State-of-Art of Edge-Cloud Computing

Authors in [11] validated edge computing’s efficiency and resourcefulness. Edge
systems are carefully surveyed, and a comparative cloud computing system research is
presented. The results demonstrate that edge computing systems perform better than cloud
computing systems after studying various network aspects of the system. In comparison
to cloud computing standards, the current edge computing and fog computing standards
provide stable and enhanced quality of service for IoT applications. Cao et al. in [34]
examined a joint communication and computation user collaboration for mobile edge
computing to enhance the power consumption for mobile edge computing (MEC). Consider
a basic three-node MEC framework consisting of a helper node, an access point node, and
a user node connected to an MEC server for demonstration purposes. A nearby helper
node is enabled to contribute its computation and communication resources to increase the
user’s computing performance. Numerical findings show the value of the collaboration in
computing and communication offered by the users. Another study by Wang et al. [35]



Water 2024, 16, 196

5 of 27

performed a full review of edge computer state-of-art research initiatives. This model
integrates computing, caching, and communication resources. The edge computing is
initially outlined, including description, design, and benefits. A complete examination of
computing, caching and communication concerns is then provided at the network’s edge.
The proposed framework architecture is composed of mobile edge, fog computing, and
cloud. Mao et al. [36] provided a summary of significant advances in research for edge
computing. Modelling methodologies for key edge computing (EC) components, such as
computing tasks, communications, mobile computing, and the EC servers, were initially
summarised. Models of essential elements of EC systems such as computation tasks,
communications, and the computation of mobile devices and MEC servers were initially
summarised. This facilitates characterising the latency and energy performance of EC
systems. A research perspective is also presented, which contains a set of prospective MEC
research guidelines. Finally, they discussed current industry standardisation initiatives,
as well as numerous common application scenarios. The surveys addressed [11,34,36]
highlight the potential of edge computing in data analytics and the relevance of edge
computing in IoT for dealing with the number of linked devices that is rapidly increasing.
As our work contributes to the use of edge computing for data analytics by merging edge
and cloud computing for the delivery of deep learning applications, different applications
for both IoT and edge cloud computing are reviewed below.

3.2. IoT Applications Based on Edge-Cloud Framework

One of the most often mentioned use cases and applications of edge computing is
smart cities. Mohamed et al. [37] described how the service-oriented middleware (SOM)
approach might benefit from resolving the issues associated with designing and managing
smart city services utilising cloud and fog computing. They proposed SmartCityWare
as a SOM for the complete coordination and usage of fog and cloud computing. The
proposed framework isolates components and services used in smart city applications
and makes them available as services via the service-oriented approach. This improves
integration and enables the flexible incorporation and use of the many services required
in a smart city application. Another study by Tang et al. [38] provided a multi-tier fog
computing system for extensive data analytics in smart cities. Because of the inherent
geo-distribution of massive data collected by enormous sensors, they disseminate smart at
the edge of a tiered fog computing system. To maintain the safety of essential infrastructure
components, computing nodes at each tier conduct latency-sensitive applications and
offer rapid controller loops. Using smart pipeline monitoring as an example, a four-layer
fog-based computing paradigm is presented to showcase the usefulness and feasibility of
the system’s potential city-wide implementation.

Wang et al. [39] created a three-layer conceptual framework, dividing the city into
zones for dispersed management. The fog and cloud layers offer potential computing abili-
ties and resources for message processing without adding network expenses. According to
queueing theory, model stationary and moving vehicle-based fog nodes predict the average
reply time depending on their processing abilities. They conclude that moving fog nodes of
vehicle-based may be seen as servers with queue theory M/M/1. To show the efficiency of
the proposed framework, a performance assessment based on a real-world taxi path dataset
is presented. In terms of average system response time and processing resources required,
the proposed framework outperforms the competition. He et al. [40] proposed multi-tier
fog for smart city applications with a large-scale data analysis service. The multi-layer
fog is made up of devoted fogs and ad-hoc fogs, each having adaptable and dedicated
computing resources. The developed novel fog computing framework, which includes
distinct functional modules, can reduce the potential issues of a specialised computing
platform and delayed reply in cloud computing. The results of experiments show that the
analytical services are efficient across multitier fogs, and the proposed QoS systems are
effective. In terms of job blocking likelihood and service utilities, fogs may significantly
increase smart city analytical services than cloud models.
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Other applications have used the edge-cloud framework for data analysis, Darwish
and Bakar [41] proposed a new real-time intelligent transportation system (ITS) significant
data analysis framework on the Internet of Vehicles (IoV) environment. The architecture
presented fuses three dimensions: intelligent computing real-time extensive data analysis,
intelligent computing, and IoV dimension, i.e., fog and cloud computing. This study also
provides an exhaustive overview of the IoV setup lambda real-time large data analysis
architecture, ITS big data characteristics, and various smart computing technologies. Sitt6n-
Candanedo et al. [42] proposed an energy-efficient system using an edge-IoT framework
and a social computing architecture inside a public building scenario. The system is
assessed in a public building, and the findings show the remarkable advantages that edge
computing brings to energy-saving circumstances and the framework. These advantages
encompassed lowering the IoT-Edge data transmission into the cloud and lowering cloud,
computer and networking expenses. The result of this work shows that systems with
less computing capacity, consumption and hardware expenses may be deployed in a
much more cost-effective manner by dividing computation loads from the cloud into the
edge. Thakur et al. [43] presented a water conservation edge computing framework by
employing easy computing methods. The proposed work helps decision-makers raise
people’s awareness of water efficiency in a scientifically easy method. Based on numerous
parameters such as the number of people, average family income, the profession of the
members, and previous water needs, the proposed model leverages edge computing at
the home nodes of the network to estimate the actual consumption of a specific home in
real-time. Results reveal that the proposed approach operates better in a self-synthesised
dataset than in other similar networks. The approach framework converges effectively and
provides greater precision in spatial and temporal terms.

There are also other applications on health care and video streaming. Rahmani et al. [44]
provided a fog-based computing-based framework that presents an implementation of an
Internet of Things health monitoring system as a proof of concept. The proposed framework
improves, for example, energy economy, performance, reliability, interoperability, and other
diverse properties of IoT architecture utilised in health applications. A fog computing-based
health IoT system and its services are described in more detail in the proposed framework,
which is conducted from a variety of viewpoints. A medical case study named early alert cases
to monitor patients suffering from acute diseases was applied to the fog-assisted system. All
data flow operations from the data collection at sensor nodes to the cloud and end-users are
part of our whole system demonstration. Sheltami et al. [15] proposed a framework for mobile
users to employ fog computing as a content delivery system. The fog nodes are distributed
close to mobile users. The users request the fog servers and answer each request, whether they
are downloaded from the fog server or from the cloud if the request is just initialised. The
findings show that fog computing gives minimal response time compared to the cloud. The
studies also examine mobile users” power consumption in different modes.

3.3. Edge Computing for Al

All the studies reviewed previously in this section used edge-cloud computing but
for the non-machine learning task. The edge processing needs to accommodate the final
machine learning computation for machine learning activities while decreasing the required
network bandwidth and traffic [45]. Our work focused on using edge-cloud computing for
machine and deep learning applications. Hence, it is essential to review a few works in
this category.

Khelifi et al. [46] addressed the mapping of deep learning and information-centric
networks (ICN) with IoT at edge computing and their potential benefits. They also intro-
duced an effective component that enhances IoT by making the edge more intelligent. As a
result, a convolutional neural network (CNN) model can be employed in the IoT area to
use data from a complicated environment reliably. Furthermore, reinforcement learning
(RL) and recurrent neural networks (RNN) have recently been integrated into IoT, which
can be utilised to account for data multimodality in real-time applications. Ran et al. [47]
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proposed a distributed framework, DeepDecision, that links computationally weak devices
(assuming that they’re smartphones) to more robust back-end devices that let deep learning
in choosing local or remote execution. Any device that delivers the required computing
power can be worked as the back-end helper. They are especially interested in running a
CNN developed for recognising objects in real-time for augmented reality applications.
Another work by Zhao et al. [48] presented a unique distributed deep learning framework
(DDL). The DDL enables mobile edge nodes in the network to cooperate and interchange
information in order to decrease the error of content demand estimation without compro-
mising mobile users’ private information. They demonstrated through simulation findings
that their proposed approach can improve accuracy by lowering the root mean squared er-
ror (RMSE) by up to 33.7 percent and minimising service latency by 47.4 percent compared
to other machine learning techniques.

All the papers reviewed in this section show that cloud computing is the computing
platform that is currently being used to analyze and monitor the quality of water. Therefore,
we decided to take advantage of distributed computing and apply edge computing to
monitor water quality and make real-time decisions.

4. System Model: Proposed Framework

In this work, we take a water distribution system as a case study to introduce our
proposed intelligent edge-cloud framework to monitor drinking water quality. Figure 4
depicts the proposed distributed edge-cloud framework consisting of IoT devices and edge
nodes equipped with edge server functionality and remote cloud. Compared to cloud
servers, edge servers typically have more resources than IoT devices and are physically
closer to them. In the IoT layer, water quality sensors are deployed in the WDS. This layer
takes seven water quality indicators that are utilised to monitor the quality of the drinking
water by using Al models, these features are chlorine (Cl), turbidity (TUR), PH, total
organic carbon (TOC), temperature (TEMP), conductivity (COND), and pressure (PRES). To
communicate edge servers and IoT devices, we used a communication technology suited
for a short distance and lightweight IoT protocol (ZigBee). Using the same medium and
protocol from both IoT devices and edge servers benefit in the following:

1. Reduced design complexity due to the use of only one network stack and eliminating
the requirement to convert packets from one format to another.
2. Packet conversion is not required, which decreases energy consumption and latency.

However, the training phase of some machine learning algorithms, such as MLPs, puts
a lot of pressure on edge servers’ computational capabilities and the backbone network’s
communication resources, as training data must be obtained from sensors. Thus, the
intelligent computational architecture must be altered. In this regard, we proposed an IoT
intelligent computing architecture that consists of a two-tier smart data center, namely the
edge layer and cloud layer. Edge and cloud computing work together to provide water
quality sensors with near real-time computing through the edge layer and comprehensive
and powerful computing through the cloud layer.

¢ Edge layer: It supports lightweight IoT intelligent computing services, while edge server
computing services can be distinguished by computing application and service accuracy.
This layer mainly works for the purpose of detecting water contaminants using deep
learning models. The MLP model is trained and used for detection at the edge layer, as
presented in scenario 1 explained below. The ensemble model is trained in the cloud and
then used for detection at the edge layer, as illustrated in scenario 3. While edge servers
act as a data forwarder to cloud computing, as explained in scenario 4.

*  Cloud layer: It offers IoT users a strong and comprehensive computing solution at the
cost of latency and connection overhead. It was used as long-term storage for data, as
explained by Scenario 1. It has been used to train detection models using deep learning,
as in scenarios 2 and 3. It was used to carry out all the tasks assigned to it to monitor
water quality using deep learning models as in scenario 4.
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Figure 4. Proposed intelligent edge-cloud framework.

To investigate the functionality of the proposed framework, four different scenarios
will apply, whereby the functionality provided by both the edge and the cloud computing
layers will be changed.

4.1. Scenario 1 (Fully Distributed)

In this scenario, training the MLP model and the detection apply at the edge layer. The
framework initialises to work using an offline MLP model that is already pre-trained using
historical data. The model keeps updated and trained at the edge using the real-time data
that come from the sensors. The edge servers here conduct all functions train the model
and use the model for detection, as shown in Figure 5.

1. Offline:
Genereate
and train ANN
model using

Remote Cloud

___________________ offline
__________________ dataset

2. Detection:
Edge Servers
detect the
contaminant

and update

the models

periodically.

Figure 5. Architecture for scenario 1.

4.2. Scenario 2 (Train Mlp Model at Cloud and Detect at Edge)
The MLP model is trained in the cloud and sent down to the edge layer for detection.
In this scenario, the edge servers have two functions:

1.  Continuously forward data to the cloud to continue the training.
2. Use the trained MLP model downloaded from the cloud for detection as shown in
Figure 6.
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Remote
Cloud

Edge Servers

Figure 6. Architecture for scenario 2.

Offline: Genereate and train ANN
model using offline dataset
Detection: Edge servers download
the target model from the cloud
and detect contamination
detection applied.

Update: cloud update the model
using data sent from sensors
periodically.

Download: edge servers download
updated models updated models

i - Data

ANN Model

4.3. Scenario 3 (Train Ensemble Model at Cloud, and Detect at the Edge)

In this scenario, the third scenario aims to enhance the MLP model’s performance by
applying ensemble learning in the cloud and sending the enhanced MLP model to the edge
layer for detection. To take advantage of the high power resources at the cloud computing
layer, ensemble learning (training) applies to the cloud. The ensemble uses different voting
task models to select the suited model to apply at the edge (detection) as shown in Figure 7.

]

1

1

1

1

1 Remote
: Cloud
1

1

1

1

1

Edge Servers

Target Model

Figure 7. Architecture for scenario 3.

4.4. Scenario 4: (Fully Centralised)

forward

Data

Offline: Genereate and train
Ensemble model using offline
dataset

Detection: Edge Servers
download the target nodel from
the cloud and applied the Voting
technique for detection.

Update: cloud update the models

using data sent from sensors
periodically.

Download: edge servers
download updated models

- Data
=

Ensemble Model

Fourth scenario (fully centralised), in this scenario, all tasks apply at the cloud layer
and edge servers work as data forwarders. All data need to be sent to the cloud in
more detail, and the MLP model generated, trained, and used for detection at the cloud

(See Figure 8).
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Figure 8. Architecture for scenario 4.

5. Results and Discussion
5.1. Network Topology

The proposed framework consists of three different layers: IoT in WDS, edge layer, and
cloud layer as explained in the previous section. The network topology used to represent
this framework is as follows. The case study (WDS) was divided into three different zones:
Area-1 (B), Area-2 (C), and Area-3 (F) as shown in Figure 9. Each area contains a number
of drinking water quality sensors, and these sensors were positioned in the area using
optimisation method that was applied in the WDS [49]. A separate edge server is assigned
for each area, and it is responsible for all water quality sensors located in its area. Water
quality sensors need to establish a connection with edge servers, and edge servers establish
communication with cloud servers. Another connection is also required, as cloud servers
require establishing a connection with edge servers.

ContikiOS with CooJa simulator was used to implement the communication of our pro-
posed framework. Contiki OS is an open-source operating system for resource-constrained
hardware devices with low power and less memory [50]. It was developed mainly for Inter-
net of Things applications. It also has many features, such as the communication module
encompassing ulP and 6LowPAN [51]. ulP is, known as “micro IP”, has been designed to
integrate a minimum set of components needed for TCP / IP stacks [52]. 6LowPAN is a
growing technology that allows the use of IPv6 over IoT devices [53]. ContikiOS also has an
extra function that supports the resource constraint hardware with the following features:
small size, limited memory, lower power, low bandwidth, short-range, and communication
using radio [54]. On the other hand, Cooja is a wireless sensor network emulator based on
Java across layers, and it is distributed with Contiki OS. It simulates different levels from
the physical to the application layer and enables the emulation of the hardware of a group
of sensor nodes [55].

5.2. Experiment Setting

In order to develop the proposed framework presented in this work, we use data collected
from three different zones in the case study as explained in the network topology. For that,
edge servers are implemented using a Constrained Application Protocol (CoAP). CoAP is
a constrained application protocol designed for IoT applications. Simplistically, CoAP is a
machine-to-machine protocol built based on the request/response client-server paradigm and
itis quite similar to HTTP [56]. It also supports the CoAP supports built-in discovery of services
and resources. The main features of this protocol are: connectionless, lightweight, RESTful,
and has a small 4-byte header. This protocol is used to manage the communication and data
transfer between the sensors and edge servers on one side and the edge server and cloud
servers on the other side. We have used two different communications technologies to establish
the connection between the sensors with the edge servers and edge servers with the cloud
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server. ZigBee was used to offer the communication bridge between the edge and sensors as
they are typically located closer to sensors in a <100 m range. LoRaWAN was used to provide
the data from the edge to the cloud that were assumed to be apart from the edge servers with
10 km. More details of these techniques and parameters required are listed in Table 1.

™ My simulation - Cooja: The Contiki Network Simulator
Eée_Smdw. Tools Settngs. Help

@ start step || Raoad
212401 3101

Tine: 00.08.560
ored —

Layer-3:Cloud

Layer-2:Edge

Area-3 Area-2 Area-1

Layer-1:loT

Figure 9. Network topology.

Table 1. Communication technologies parameters.

Parameters Values
Technology ZigBee, LoORaWAN
Radio Medium Unit Disk Graph Medium
Mote Type TmoteSky
MAC Layer CSMA/CA
Bandwidth (max) 250 Kbs, 50 Kbs
Payload 20 Kbps, 1.7 Kbps
Transmission Range 100 m

On the other hand, MLP was built using a sequential model with three layers: The
input layer takes the seven water qualities: PH, TOC, temperature, conductivity, chlorine,
and pressure. The activation function of this layer is linearly corrected. In this model, two
hidden layers were used; the first hidden layer had 10 neurons, and the second hidden
layer had 8 neurons; in order to activate both hidden layers, the rectified linear function was
used. The output layer uses five classes have been used to represent the outcome (level of
contamination) and Softmax used as an activation function. We used the “Adam” optimizer,
as well as losses and accuracy for measurements. Summarised of all these parameters are
presented in Table 2.

Table 2. Hyperparameters of the MLP model.

Hyperparameters Values
Number of layers 3
Input layer 7 features as input; ReLU activation function
2 hidden layers with 10 neurons for 1st and 8 neurons for 2nd.
Hidden layer The activation function is relu
Output layer 5 classes; Softmax as activation function

Optimizer and losses ~ Adam, categorical_crossentropy and accuracy

Others learning rate: 0.01; epochs: 200; batch size = 128
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5.3. Numerical Results

In this section, the numerical results from all scenarios explained before will be presented.
In addition, five metrics have been used to evaluate the performance of each scenario: latency,
throughput, packet deliver ratio (PDR), power consumption, and model performance. Firstly,
latency in a network refers to the time for data transmission across the network to its desired
destination. One-way latency is measured in packet-based networks by sending a precisely
timestamped packet across the network. The one-way delay is calculated by comparing the
packet’s timestamp with the time of the receiving unit’s reference clock [57]. Secondly, the
amount of data that may be transmitted from source to destination in a particular timeframe
is referred to as network throughput [58]. Throughput capacity is often measured in bits per
second, although it may also be measured in data (Kilobit or Megabit) per second. Throughput
is calculated by dividing the data bits delivered to the destination by the delay time of commu-
nications data packets [59]. Moreover, (PDR) is defined as the ratio of packets transmitted to
total packets sent from the source node to the destination node in a network. PDR describes the
packet loss rate, which restricts the network’s throughput. The routing protocol’s performance
improves as the delivery ratio rises. PDR is computed as:

PDR = Prr x 100 (1)
P
where P, is the total packet received at the destination, P; is the number of packets sent
from the source. For power consumption, we utilised the Contiki power tracer model, which
reads the number of Ticks on a regular basis and computes the power consumption using the
equation below [60].

Energst x current x voltge @)
RTMER x Runtime

where Energest . is the values in TICKS read from the simulator, current and voltage are the
sensor values of current and voltage from the datasheet of the used sensors. Runtime is the
simulation time and RTMER,,,,4 is the constant value = 32,768 used to convert the values of
the simulator from TICKS to seconds.

Powr(mW) =

5.3.1. Results of Scenario 1

Since we used three different areas in our case study as explained in the network topology
section. We need to evaluate the overall network performance by sending all the data from
the lower layer (IoT-layer) to the upper layers (edge and cloud) in all three areas. The average
latency for sending all data from the first layer to the edge server has been shown in Figure 10.
We can notice the latency for the three areas is different due to the accessibility to the medium
and the data size in which Area-1 recorded a low latency 15.5 mS. In comparison, Area-3
recorded the height value of the average latency (25.8 mS). Figures 11 and 12 show the average
throughput used by each area during the transmission and the average packet delivery ratio
(PDR) that offers the average success of packet delivery, respectively.

Latency (mS)

Stations

Figure 10. Latency of areas for scenario 1.
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Figure 11. Throughput of areas for scenario 1.
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Figure 12. Packet delivery ratio for scenario 1.

The relation between latency versus throughput is presented in Figure 13. We notice that
throughput has a significant impact on both latency and PDR as increasing the throughput
helps reduce the latency and increases the successful number of delivery packets. Considering
power consumption as an essential metric for performance evaluation, we calculate the power
consumption for edge servers and sensors. The amount of energy consumed for each device
has been calculated based on four different models: low power mode (LPM), processing mode
(CPU), receiving (Rx), and transmission (Tx). The total power consumption of sensors for each
area (Area-1, Area-2, Area-3) is presented in Figure 14. Area-3 shows high power consumption
because extensive data have been collected from that area, while Area-1 power looks small
because it collected small data. The details of power consumption for Area-1, Area-2, and
Area-3 including all modes are presented in Figures 15-17, respectively.
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Figure 13. Relation of latency and throughput.
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Figure 14. Power consumption for sensors.
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On the other hand, the total power consumption for edge servers has been calculated
using the same mods used with sensors. Figure 18 presents the total power of all edge
servers (Area-1, Area-2, and Area-3). We can notice that the edge servers used a huge
amount of power in this scenario because all the tasks of training and detection for the
MLP model have been applied at the edge layer. Most of this power was consumed by the
processing mode (CPU) that performed all training and detection tasks, and the rest of the
consumed power was distributed between the other modes, high for the receiving mode
(Rx). Figures 19-21 present the breakdown power consumption of all servers. These figures
show in which mode the power consumption rate rises (LPM, CPU, Rx, Tx).

Power (mW)

Stations

lB @C @F

Figure 18. Power of servers for scenario 1.

59,910 60,273

==
1 245 117
— g
LPM cPU Rx Tx Total

Power Mode

Power (mW)

Figure 19. Power modes of edge server-1.
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Figure 20. Power modes of edge server-2.
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Figure 21. Power modes of edge server-3.

5.3.2. Results of Scenario 2

In this scenario, the MLP model trains and develops in the cloud and then needs to
be sent back down to the edge, and we expect the latency to be higher than the latency
of the previous scenario. Figure 22 depicts the total average latency that passed through
three hops: sensor-edge, edge-cloud, cloud-edge (end-to-end) for the three areas. The
result shows a high value at Area-3 and a low value at Area-1. The throughput used to
send all data and models, and the PDR are presented in Figures 23 and 24, respectively.
Power consumption of the edge servers seems to be reduced compared to the previous
scenario because the model’s training has been moved to the cloud, and the edge servers

are used only for detection; see Figure 25 for the total average of power consumption for
edge servers.

4
ﬁ '
B (/G F

Stations

Latency (mS)

Figure 22. Latency of areas scenario 2.
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Figure 23. Throughput of areas scenario 2.
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Figure 24. PDR for areas scenario 2.
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Figure 25. Power of servers scenario 2.

A simple comparison between scenario 1 and scenario 2 in terms of latency and power
is presented in Figures 26 and 27, respectively. The results show that scenario 1 outperforms
scenario 2 in terms of latency while scenario 2 outperforms scenario 1 in terms of power, as
scenario 1 consumes a huge amount of power. To sort the issue of power that appeared in
scenario 2 and scenario 3 we will try to take advantage of cloud and edge by dividing the
tasks between cloud and edge layers.

500 456.78
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400
w 302.17
£ 300
g
g 200
N
100
155 19.4 25.8
0 — [E— [S——
B C F
B Scenario 1 B Scenario 2

Figure 26. Comparison between scenarios 1 and 2: latency.
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Figure 27. Comparison between scenario 1 and 2: power.

5.3.3. Results of Scenario 3

In this scenario, we applied ensemble learning to enhance the performance of the
MLP model. The process of data analysis is divided between the cloud and edge servers.
The cloud layer is used to train and develop the ensemble model and the edge layer uses
the pertained model sent from the cloud for the detection. More precisely, edge servers
are used to apply the voting technique for detection. Figure 28 shows the latency for all
areas. In general, it seems that the latency is very high compared to previous scenarios
while maintaining the same level between areas (Area-1, Area-2, and Area-3). Throughput
and PDR seem to be the same with very little change compared to scenario 2 as shown in
Figures 29 and 30. The total average power consumption for the edge servers is presented
in Figure 31.
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Figure 28. Latency of areas scenario 3.
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Figure 29. Throughput of areas scenario 3.
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Figure 30. PDR of areas scenario 3.

Power (mW)

Stations

B EC @F

Figure 31. Power consumption of edge servers.

5.3.4. Results of Scenario 4

In this scenario, fully centralised is used. All data analysis tasks are performed in the
cloud, so there is no need to send the model to the edge layer. This leads to reducing the
latency compared to scenario 2 and scenario 3. Figures 32-34 show the latency, throughput
and PDR, respectively. This scenario has not calculated the power consumption for edge
and cloud servers. Since the edge servers are used for a very light task as data forwarders,
that will lead to very low power consumption that can be neglected, and the cloud assumes
it is fully equipped with power all the time.

Latency (mS)

B E F

Stations

Figure 32. Latency for areas scenario 4.
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Figure 33. Throughput for areas scenario 4.
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Figure 34. PDR for areas scenario 4.

5.4. Discussion

Through the above numerical experimental analysis, we can compare the performance
metrics between all scenarios. For example, Figure 35 depicts the latency of all scenarios for
each area, and we can conclude that scenario 1 outperforms all scenarios in terms of latency,
as it has achieved the least delay in all areas with different data volumes. Figure 36 presents
the throughput of all scenarios for the three areas; from the figure, it is clear that scenario
2 and scenario 3 require a very high throughput compared to the others. This is because
sending data goes through 2-hops (edge, cloud) and sending the model from the cloud
down to the edge. Scenario 1 shows that it requires a little throughput as it only needs
to send data to one hop and does not require sending a model anywhere else. Scenario 4
plays a marginal role between scenario 1 and scenarios 2, and 3.
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Figure 35. Latency for all scenarios based on each area.

Figure 37 shows the PDR for each area separately. It shows that scenario 1 outer
performs the others with a high percentage of successful packet delivery, and scenario 3
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indicates the lowest rate of successful packet delivery. That’s because scenario 1 requires
only one hop connection while scenario 3 requires three hop connections. This leads to an
increase in the probability of packet loss.
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Figure 36. Throughput for all scenarios based on each area.
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Figure 37. PDR for all scenarios based on each area.

Power consumption for edge servers also was compared between all scenarios, as
shown in Figure 38. The results here show the significant differences in power consumption
between the first scenario and the others. Scenario 1 shows terrible power consumption
compared to others because all the tasks required for training the model and for the
contaminant detection process are performed at the edge layer. Looking at the power
consumption in both the second and third scenarios, we find that the consumption is
logically close to the increase in consumption in scenario 3 because the voting process
required in ensemble learning is performed at the edge layer.

The performance of the MLP model is compared between all scenarios in Figure 39;
the results show that the performance of the MLP model is stable and obtains the same
accuracy regardless of the place in which it was implemented, whether in the cloud or at
the edge. With the exception of scenario 3, it achieved the best performance, because we
used ensemble learning, which helped improve the model’s performance without affecting
the rest of the parameters, all energy consumption and delay.

The overall performance of the framework presented for each metric is as follows:
Figure 40 shows the overall latency for all scenarios. The result shows that scenario 1 is the
best in terms of latency while scenario three is the worst one. Figure 41 shows the overall
performance of the throughput, the results show that scenario 2 and scenario 3 required
more throughput than others while scenario 1 required the lowest throughput. Figure 42,
summarises the percentage of the successful packet received at the destination. The result
shows that scenario 1 is the best while scenario 2 is the worst. Figure 43 shows the overall
power consumption of the framework; it shows that scenario 1 is the worst with a very
massive amount of power consumption, while scenario 3 is the best. Power scenario 4 is
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ignored as it performed totally in the cloud. Finally, the overall performance of the MLP
model for classification is presented in Figure 44, the results depict that scenario 3 enhances
the accuracy of the model while all other models recorded the same accuracy. In summary,
taking all metrics into consideration, scenario 3 shows the optimal solution as it shows the

best performance.
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Figure 38. Power consumption of all scenarios based on each area.
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Figure 39. Performance accuracy of models for all scenarios based on each area.
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Figure 44. Overall performance of the classification models for the framework.

6. Conclusions

This paper proposes an intelligent computing architecture for water quality, based on
collaboration between edge servers and remote clouds. A deep learning application aimed
to provide real-time monitoring of water quality in WDS. Thus, the datasets from three
different areas (Area-B, Area-C, and Area-F) in the WDS were used to develop the deep
learning model and then evaluated the framework’s performance. The datasets include
the main parameters used to indicate the quality of water such as chlorine, turbidity, Ph,
TOC, conductivity, temperature, and pressure. Four different scenarios were applied in
the proposed framework to investigate the ideal architecture for the used application. We
have used Contiki with Cooja simulator to implement and simulate all these scenarios. We
have used five different metrics to evaluate the performance of the proposed framework
in all these scenarios. These metrics are latency, throughput, packet delivery ratio, power
consumption, and deep learning model detection accuracy. The overall performance of
the proposed work shows that scenario 1 outperforms the others in all stations (B, C, F)
in terms of latency, throughput, and packet delivery ratio obtaining 20.33 mS, 148 Kb /s,
97.47%. On the other hand, scenario 1 shows the worst in terms of power consumption as
it records a high value of 2,259,987 mW. In terms of model accuracy detection, Scenario 3
shows the best, and it records 94.43%.
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