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Abstract—Based on known expressions applied to diffraction-limited optics systems, estimates are given and
a technique is suggested for determining the measurement error in the longitudinal coordinates of particles
from images reconstructed from digital holograms. A correction factor for visual focusing is determined for
different distances between a detected particle and the plane of a CMOS array. The results of experimental
tests of the technique are presented. A possibility is shown of reducing the error of automatic digital focusing
by means of simultaneous use of focusing curves for several quality indicators and optimization of the image

area for their construction.

Keywords: digital particle holography, reconstructed particle images, longitudinal coordinates of particles,

error, diffraction-limited systems
DOI: 10.1134/S1024856023030041

INTRODUCTION

Digital holography of particles is used in solution of
many problems (mainly the axial recording scheme
[1-3]) in order to detect suspended particles of differ-
ent nature and determine their sizes, shapes, and coor-
dinates [4—9]. Such particles are quite often found in
different media, such as gases, liquids, and solids, and
form suspensions (sols)—multiphase systems: aero-
sols, hydrosols, and solid sols, respectively. Examples
of such particles and suspensions are: aerosol particles,
droplets in a nozzle spray, plankton and other particles
in sea water (sea snow, solid inorganic particles, gas
bubbles, etc.), erythrocytes, void defects and inclu-
sions in optical materials, etc.

In our previous works [4, 5, 8], we suggested the
Digital Holographic Camera (DHC) technique for
study of such particles. It consists of:

— recording a digital hologram of a medium vol-
ume with particles;

— numerical layer-by-layer reconstruction with a
given step of the images of cross sections of the
medium volume of the and fixing the longitudinal
coordinate of each cross section;

— detection of cross sections which contain
focused images of particles (longitudinal focusing, as
in microscopy);

— determination of longitudinal and transverse
coordinates, sizes, and shapes of the particles and their
recognition.
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This field of research is currently being actively
developed [10—15]. It is not difficult to determine the
transverse coordinates by finding the center of gravity
of a particle image reconstructed. However, there are
a few works devoted to the analysis of measurement
errors in longitudinal coordinates and sizes of sus-
pended particles by digital holography means.

Accurate positioning is required when rejecting
defective materials (for example, nonlinear crystals)
with inclusions (defects) when cutting them into work
items.

This work is devoted to the study of the accuracy of
determining the longitudinal coordinates of particles
from their holographic image.

As is shown in [5] the error in the longitudinal
coordinate is on the order of 100—200 um, which is
comparable and sometimes higher then the size of a
particle analyzed. However, even this accuracy, which
is not very high, is unattainable because of the diffrac-
tion of light at the aperture of the particle hologram
and significantly depends on the distance L to the par-
ticle image reconstructed. This issue has been studied
and described for diffraction-limited optical imaging
systems [2, 10]. However, we have not found any
works devoted to experimental studies of the effect of
diffraction uncertainty of an image on the digital
focusing error, although this effect obviously signifi-
cantly contributes to the error in determining the lon-
gitudinal coordinates of particles imaged.

The aim of our study is to receive experimental data
on the digital focusing error and to compare them with
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Fig. 1. DHC scheme: coherent radiation source (/); beam
expander (2); medium volume to be recorded (sample) (3);
particle (defect) (4); detector—CMOS array (5); zis the cal-
culated distance between the hologram recording plane and
the plane of best reconstruction of a holographic image.

Fig. 2. Model particle deposited on a glass plate (shown by
the arrow) fixed in a metal holder.

theoretical estimates of the specklon size for diffrac-
tion-limited optical imaging systems.

1. DIGITAL HOLOGRAPHIC CAMERA

An example of an axial scheme of DHC is shown in
Fig. 1. Laser diode /is used as the source of a reference
wave in [4]. It operates in a continuous mode at a
wavelength of 1.064 um with average power of 100 mW
(avisible laser diode is used in [8]). A light beam of the
laser diode is broadened by expander 2. Then the radi-
ation beam with required divergence and diameter
falls on test sample 3 (this is a nonlinear crystal with
void defects to be diagnosed in [4] and water with
plankton particles in [8]). Part of this radiation is scat-
tered by particle 4 and an object wave is generated.
A reference wave is generated by the radiation part
which has passed through the medium and has not been
scattered by particles. The interference pattern of the
reference and object waves is recorded in digital form in
the computer memory with Baumer VEXG-100M.R.
CMOS camera 5. A two-dimensional array of quan-
tized discrete values of the intensity of this interference
pattern is a digital hologram.

Holographic images are reconstructed at the dis-
tance z by calculating the diffraction integral from the
initial hologram intensity distribution, which is
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described in detail in [1, 2, 17]. Changing the distance z
with a step specified by an operator, the software com-
plex calculates the intensity distribution in different
sections of the volume under study and layer by layer
forms its virtual 3D image. Images of particles are
identified in each reconstructed image of a cross sec-
tion; their size, shape, orientation, and location inside
the volume under study are determined, and real par-
ticles are replaced with their digital images (patterns).
This is how a digital image of a medium with sus-
pended particles is formed.

In this work, we use a model particle in the form of
an opaque square with a side of 500 um as a test object
for calibration; it has been photoetched on chromium
on a glass substrate; the particle thickness is 200 nm
(Fig. 2).

2. TECHNIQUE FOR CALCULATION
OF THE LONGITUDINAL SIZE
OF A SPECKLON FORMED
DURING DIGITAL HOLOGRAM RECORDING
AND FOR RECONSTRUCTION
OF HOLOGRAPHIC IMAGE

For diffraction-limited optical imaging systems, an
image element (pixel) can be represented as a 3D body
(cigar, specklon) [16]. The lateral size of this element

A
2p =1.22= 1
p 4 (D
and the longitudinal size
xj 2p)’
A7 = =~ , 2
‘ (Az A @

where A is the wavelength; 4 is the numerical aperture of
the optics system (on the image side) used to imaging.

The numerical aperture of an incoherent optics
system is determined by quite specific design parame-
ters: the diameter of the exit pupil of the system D and
the distance L from the back principal plane to an
image, which are independent of the particle size.

The same is true for DHC. We can write A = D, /2L,
where D, is the diameter of the area occupied by the
particle hologram; L is the distance from the holo-
gram to the particle image numerically reconstructed
from it. In contrast to an incoherent optics system,
D, depends on the particle size. For example, the area
occupied by a hologram of a spherical opaque particle
in the far field is the Fraunhofer diffraction pattern on
this particle. The sizes of holograms required to recon-
struct the image of particles of different shapes are
estimated in [7, 17] according to a quality criterion
specified. In this interpretation, Equations (1) and (2)
allow estimating the dimensions of a specklon in the
image space during the reconstruction of the holo-
graphic image of the particle (Fig. 3). The correspond-
ing errors in the size and space coordinates of objects
(in the volume under study) can be calculated taking
Vol. 36
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into account the refractive index of the medium
where the particles are physically located. For sim-
plicity, the refractive index of the medium where
holograms are recorded and reconstructed is
assumed to be equal to 1. Thus, Eq. (2) for the DHC
system can be rewritten as

N5
2Az, =k, (7] (3)

h

Equation (3) is the error in the longitudinal coordi-
nates of an object from the digital hologram; k,, is the
empirical coefficient dependent on the focusing
method.

As for Dy, the size of the recording array a in a dig-
ital holographic system is the aperture maximum lim-
iting the path of radiation beams and the domain of
integration in the calculation of the diffraction inte-
gral. To record the interference patterns of the refer-
ence and object waves, a pixel should be smaller than
the period of interference fringes. This depends not
only the parameters of the CMOS array of the camera
(size of the array, pixel size, total number of pixels),
but also on the diffraction region where holograms are
recorded, or, in other words, on the distance between
a particle and the hologram recording plane.

The conditions required to attain an image quality
specified have been studied in [17], where the authors
have shown that the required size of the recorded part
of the diffraction pattern changes with the particle
shape and size and the distance between the particle
and the hologram recording plane.

For the DHC technique, we choose a configura-
tion with hologram recording in the Fresnel diffrac-
tion region, where the array is the diffraction pattern
limiting factor (Fig. 4), which is obviously more than
all the possible requirements [17].

Then, taking into account Dy, = a, Eq. (3) is written as

2
2z, = k, [’%} )
a

where a = 6.44 mm is the size of the smaller side of the
array.

This relation can be used to estimate the possible
distances between a particle and the hologram record-
ing plane or to pose restrictions on the length of the
volume under study with particles (the depth of the
holographic scene).

3. THE ERROR IN THE LONGITUDINAL
COORDINATES OF A MODEL PARTICLE
UNDER VISUAL FOCUSING

Digital holograms of the test object shown in Fig. 2
and located at different distances L from the photode-
tector array were recorded following the scheme
shown in Fig. 1 for five distances L (Table 1). During
the stage of image reconstruction, the distances z in
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Fig. 3. Digital hologram recording of a particle and recon-
struction of its image: medium volume under study (/);
particle (2); digital hologram (3); plane of the best recon-
struction of the holographic image of the particle (4);
recording (real) beam (5); resolution element of the digital
holographic system (specklon) (6); set of planes for the
analysis and selection of the best image plane composed
from the results of numerical reconstruction of the digital
hologram (7).

f" i 0 ' Array
boundary

Fig. 4. Hologram of a square particle 500 %< 500 um located
at the distance z = 135 mm from the recording array with
the smaller side size @ = 6.44 mm.

the diffraction integral are swept with a step of 50 pm
within the possible location of the image. As a result
of calculating the diffraction integral, an array of
intensity distributions (hereinafter, reconstructed
images) was formed in planes 7 (see Fig. 3), a total of
100 planes for each distance L. The set of the images
of cross sections of the volume under study with par-
ticles reconstructed from a hologram is constructed
in the same way.

The reconstructed images are viewed by an opera-
tor which determine the planes of the best image of a
model particle (test object), which are visually esti-
mated by the best object sharpness. The sharpness was
adjusted 10 times for each of the five holograms. Thus,
we have obtained N = 10 values of the longitudinal coor-

dinate of the best image plane zi for each hologram.

2023
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Table 1. Visual assessments for calculating &,
k, 2, mm 2Az,, um Az, um L, mm Model particle in the best image plane
0.16 81.86 114 690 81.7
0.14 120.69 213 1478 120.5
0.13 136.6 238 1870 135.5
0.15 151.4 350 2390 151
0.17 166.1 485 2828 165.9

The average value z,' and the mean square error
Az)" were calculated for each series of 10 measure-
ments of the longitudinal coordinate of the best image
plane by standard methods [18, 19].

To find the confidence interval for the longitudinal
coordinate of the best image plane, we used the Stu-
dent’s ¢-distribution with a confidence level of 95%
and N = 10:

Az, = 2.3A7". 5
Let us define the correction factor
k = 24z, (6)

v 2AZ

for visual focusing. Here, 2Azis the longitudinal size of
a specklon (Eq. (2)) with D, = a.

ATMOSPHERIC AND OCEANIC OPTICS

Table 1 shows the visual assessments of the test
object for calculating k,. Based on these data,

k, =0.15+0.02. 7)

4. THE ERROR IN THE LONGITUDINAL
COORDINATES OF A MODEL PARTICLE
UNDER DIGITAL FOCUSING

The same array of intensity distributions in planes 7
in Fig. 3, a total of 100 planes for each distance L, was
used in the experiment.

The images of model particles reconstructed from
the arrays of intensity distributions were digitally pro-
cessed with the use of such image quality criteria [17,
20—26] as the boundary contrast, boundary brightness
jump, and tenengrad.
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To calculate the boundary brightness jump and
boundary contrast [17, 20, 24], the external (corre-
sponding to the background) and internal (correspond-
ing to the particle image) domains adjacent to this
boundary are distinguished along the edge of the recon-
structed image of a model particle (Fig. 5), and the
average intensities are calculated within these domains.
The width of the domains is set to 10% of the size of the
particle image. Boundary contrast is defined as

_ )

(Tea)
where (1, ) and (I, ) are the average intensities in the
internal and external domains, respectively.

The boundary brightness jump is calculated as
P [{Zea) = (11a)]

(1)
where <I ) is the average intensity over the entire image
of a cross section (frame) in plane 7 (see Fig. 3).

Tenengrad is the gradient which is measured as the
sum of the squares of the responses of the horizontal
and vertical Sobel masks

-101
S, ))=1-202|%1G)),
-100
1 2 1
0 0 0
-1-2 -1
(1(i, j) is the intensity in the (i, j) image pixel; * is the

convolution operation). The tenengrad operator has
the form

]

S, )) = *1(i, ))

Table 2. Focusing curve parameters and digital focusing data
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External domain

Internal domain

Fig. 5. Internal and external domains in determining a
quality criterion.
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where G; ; = \/Sx(i, J)+ S,@, J) N, N, is the number
of pixels in the image.

The best image plane is the plane where at least one
of the quality criteria (boundary contrast, boundary
brightness jump, or tenengrad) attains its maximum.
Figure 6 shows the dependences of the selected quality
criteria on defocusing and off-tuning (focusing
curves) near the point z = L, which is the best image
plane of a model particle for the same cases as under
visual focusing. The focusing curve peaks have a cer-
tain width, which can be taken the specklon size (black
ellipses).

The digital focusing data are given in Table 2. The
processing algorithm allows easy determination of a
focusing curve peak and the corresponding coordi-
nate z,, and it gives an impression of deriving an exact
result. However, despite this determinism, it is clearly

L Quality criteria 24 Zg— L, um Wld;?;ii:g;;{giﬁ?f OI]) cak 2Az, um

Boundary contrast 82.3 600 1600

81.7 Boundary brightness jump 81.7 0 200 690
Tenengrad 81.6 —100 200
Boundary contrast 120.5 0 500

120.5 Boundary brightness jump 120.9 400 1500 1478
Tenengrad 120.6 100 1500
Boundary contrast 135.5 0 200

135.5 Boundary brightness jump 135.5 0 200 1870
Tenengrad 135.8 300 600
Boundary contrast 151 0 400

151 Boundary brightness jump 151 0 800 2390
Tenengrad 151.2 200 700
Boundary contrast 165 —900 300

165.9 | Boundary brightness jump 165 —900 700 2828
Tenengrad 165.1 —800 800

ATMOSPHERIC AND OCEANIC OPTICS Vol.36 No.2 2023
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Fig. 6. Autofocusing curves (adjustment to the best image plane) when using different quality criteria for (a) L = 81.7, (b) 120.5,
(c) 135.5, (d) 151, (e) 165.9 mm. A specklon image corresponding to a distance (Eq. (2) with Dy, = a) is shown at the top.

seen from Fig. 7 that the z4 peaks do not always coin-
cide with each other and with the position of the
image L for all considered methods for plotting a
focusing curve. Hence, images reconstructed in these
planes may be blurred and unsuitable for analysis. The
value 2Az, = 2Az can be taken as an estimate of the error
of this automatic focusing. In accordance with Eq. (4)
for single digital focusing, k; = 1 should be taken.

The results confirm that single digital focusing with
one image quality criterion cannot compete with
visual focusing due to the lack of statistics. Therefore,
the accuracy of determining the longitudinal coordi-
nates can be increased by means of extending the sam-

ATMOSPHERIC AND OCEANIC OPTICS

ple of longitudinal readings. A random error can be
caused by noise associated with scattering by the
medium where the particles are located; the superpo-
sition of imaginary and real images, as well as images
of closely spaced particles [27]. This is seen in Fig. 7,
which shows images reconstructed from full-scale
holography and numerical simulation of holography
of model hexagonal opaque particles.

One can see distortions in the energy distributions
in the domains (internal and external, see Fig. 5)
where are quality criteria are calculated induced by
distortions associated with scattering by the medium
(Fig. 7a) and the superposition of imaginary and real
2023
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(d)

Fig. 7. Holographic images received in (a) the natural
experiment with a CMOS camera; numerical simulation
of the holography of (b) one and (c¢) two opaque hexagonal
particles in the same plane; the reconstruction distance is
460 mm from the plane.

images typical for the axial scheme (Figs. 7a and 7b),
as well as when reconstructing the holographic image
of two closely spaced particles. This results in the ran-
dom error (z; — L) in determining the best image plane
by different quality criteria. This error manifests itself
in different ways for focusing curves. This emphasizes
once again that to increase the accuracy of determin-
ing the best image plane (calculating the longitudinal
coordinate of a particle), several quality criteria are
required.

CONCLUSIONS

Thus, we suggest to use well-known expressions for
diffraction-limited optics systems to determine the
error in determining the longitudinal coordinates of
particles from images reconstructed from digital holo-
grams. The applicability of Eq. (4) to calculation of the
possible distances between a particle and the holo-
gram recording plane is shown.

The experiments carried out made it possible to
determine the correction factor for visual focusing at
different spaces between a particle recorded and the
plane of the CMOS array: k, = 0.15 + 0.02.

The correction factor k£, = 1 for automatic digital
focus with one quality criteria of the reconstructed
image.

The error of automatic digital focusing can be
reduced by the simultaneous use of focusing curves for
several quality criteria and optimization of the image
region for their construction.
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