
 

 

 

 

 

 

  

Available online at www.HighTechJournal.org  

HighTech and Innovation  
Journal 

Vol. 4, No. 4, December, 2023 

 

 

797 

 

ISSN: 2723-9535 

 

Forming the Architecture of a Multi-Layered Model of Physical 

Data Storage for Complex Telemedicine Systems 

Dmitry V. Polezhaev 1, Aslan A. Tatarkanov 1* , Islam A. Alexandrov 1  

1 Institute of Design and Technology Informatics, Russian Academy of Sciences, Moscow, Russian Federation. 

Received 29 August 2023; Revised 13 November 2023; Accepted 19 November 2023; Published 01 December 2023 

Abstract 

The relevance of this research is determined by the need to study the issues of improving data storage technologies for complex 

telemedicine systems. The objective is to create a multi-layered data storage model for complex telemedicine systems to ensure 

the most complete use of their capacity and the timely expansion of existing storage. The research is conducted on the basis 

of an analysis of existing opportunities and problems in the field of data storage technologies. An analysis of the main features 

of the development of data storage technologies revealed that the existing models have no detailed description of the recording 

and physical storage of data bits, which is necessary for describing the storage process. Different architectures are reviewed, 

and their strengths and weaknesses are discussed. Within the framework of a demonstration experiment using the Kohonen 

neural network apparatus as a tool for solving the problem of placing objects in accordance with the required parameters, it is 

shown that the proposed storage system resource management model is operable and allows solving the problem of rational 

use of physical resources. As a result, a multilevel model of data storage is proposed, which combines the levels of storage 

process organization and technology. The distinguishing feature of this method is the comparison of storage organization 

levels, data media, and characteristics of physical storage and stored files. 

Keywords: Telemedicine System; Data Storage System; Direct Attached Storage (DAS); Network Attached Storage (NAS); Storage Area 

Network (SAN); Fabric Attached Storage (FAS); Network Direct Attached Storage (NDAS); Virtualization Technology; Stratified Structure. 

 

1. Introduction 

Addressing the issue of ensuring prompt and timely access to all necessary and, very importantly, reliable information 

about patients, which can be solved by creating a special medical profile, is one of the critical conditions for improving 

the quality of medical services [1]. This will obviously have a very positive impact on all services, hence improving the 

quality of life in society and contributing to the extension of this life. Another characteristic feature is that, in practice, 

the medical subject area is characterized by a geometric increase in the volume of various data used in medicine [2-4]. 

It should be understood that such an array of information is formed from various data, ranging from archival materials 

and medical history to the results of ongoing analyses, images, and examinations [5, 6]. Information about drugs and 

specific methods of their use is available in a huge database [7, 8]. In general, within the framework of medicine, a 

prodigious amount of data must be considered one way or another during ongoing manipulations, which means that this 

data must be stored and actively used in developed medical systems. It should also be understood that the increase in the 

amount of targeted information within telemedicine systems (TMS) is caused by the need to ensure security and 

confidentiality, which also requires the use of a large number of resources [9–11]. For example, a method can handle 

security issues in electronic patient health information/records and other telemedicine applications. This method behaves 

similar to watermark methods and provides secure and protected transmission of medical information [12]. 
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Thus, all the above factors and reasons confirm the general relevance of the need to process large amounts of data 

and create all the necessary support for its storage [13–16]. However, recent studies show that the amount of medical 

data doubles every two years. Considerable prospects for improving the healthcare system for the better are opening up 

through the development of modern information technologies, among which one can note cloud storage of information 

and artificial intelligence, which are used to solve various typical problems. As a result, these tools create the 

prerequisites for organizing such complex information systems. 

Data storage systems (DSS) act as a special engineering solution that ensures the formation of a developed 

information storage infrastructure [17, 18]. An important advantage of these systems is that they can connect various 

external storage devices of different physical natures [19]. At the same time, it is worth noting that, in practice, it is 

extremely difficult to ensure the integrated management of DSS resources [20–22]. In particular, the most important 

element is to consider the large number of factors presented below: 

 Heterogeneous nature of storage systems. In particular, they may differ in terms of their physical nature and 

architecture; 

 The presence of various protocols and options for requirements in the field of information storage; 

 Absence of a single accepted algorithm that would determine the features of the organization of data storage with 

different requirements; 

 The need to ensure the parallel execution of DSS processes, particularly data storage and information recovery, 

without stopping the execution of current tasks. 

It should be noted that, to date, researchers have managed to develop a certain set of models that can be used to solve 

problems related to the management of DSS resources. These include shared storage models, a three-level model, a 

model for organizing interaction between various components, and many others [23, 24]. Furthermore, it is important to 

highlight that they do not provide a full-fledged possibility of accounting between different levels of information storage 

[25]. Thus, if we consider all the existing problems in organizing data storage, it becomes clear that it is extremely urgent 

to develop new models that will help successfully solve all these problems. To solve this problem, it is necessary to 

create a model that can account for the shortcomings of existing models. Such a model of resource management will be 

based on the methods of system analysis, probability theory, random processes, and mathematical statistics. 

In addition, it is important to realize that society today has a skeptical attitude toward telemedicine systems. Research 

by Gierek et al. [26] describes a study in which more than 75% of people who had used telemedicine technology said 

that the technology was ineffective and that they were dissatisfied. We hope that our proposed model will increase the 

level of social trust in telemedicine systems. Telemedicine has been shown to extend care to populations that would not 

otherwise have access, including patients with cancer, who live a long distance from their oncology care, or who 

experience financial burden due to travel expenses and time away from work required to be seen in person. The 

telemedicine concept provided facilities for regular partner meetings, the possibility for discussions concerning currently 

treated patients, and the opportunity for patients’ families to join online meetings and discuss treatment options with all 

partners [27, 28]. 

The main issues with current data storage technologies are the irrational usage of physical storage resources as well 

as the lack of capacity consumption forecasting capability. This paper aims to conduct comprehensive research related 

to the development of a multi-layered model of data storage for complex telemedicine systems to ensure the most 

complete use of their capacity and its timely expansion. To achieve the goal of this research work, the main features of 

the development of data storage technologies are systematically analyzed, and the task of forming an improved model 

of TMS physical storage is also solved. 

2. Peculiarities of Storage Technologies for Target Data in Large Information Systems: Current State 

There is no doubt that in the modern world, the development of information technologies leads to the constant 

formation of new opportunities for society, while specialists must solve more advanced and complex tasks related to the 

implementation of such information processes [29]. Information storage is one of the most critical information processes 

in this case since a qualitative solution to this problem ensures the most reliable operation of the information system and, 

hence, makes it possible to fully meet the existing needs of users. The main difficulty in organizing the storage of 

information is that the data may very often be needed both now and in 50 years; that is, their deletion is excluded, which 

necessitates the development of specific methods for storing such data. 

In terms of medicine, the history of the development of procedures for the creation of drugs and the treatment of 

diseases, the anamnesis of patients, and a lot of related data are striking examples. The current legislation determines 

this differently in different countries, but the typical period of information storage is at least 25 years. Obviously, such 

a task requires the involvement of a huge amount of information resources. At the same time, it is essential that the 

existing DSSs ensure the safety of all data [30-32]. Noteworthy, the development of information technology implies 

analog and digital storage of information, which acts as an extremely complex and multi-layered process characterized 

by a multi-layered life cycle: 

 Forming the need to store information at the source; 
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 Creating a specific message, that is, transforming existing information; 

 Recording this message to a specific medium using a specific method; 

 Storing this medium for the required time period; 

 Organizing information reading from the medium; 

 Interpreting the message, that is, providing the reverse transformation of the encoded data into the original 

message. 

While considering the existing data storage technologies, their characteristic feature will be the wide variety of 
physical nature of such information media; therefore, the number of ways to access data will rapidly increase. Moreover, 

special DSSs are used to store colossal data arrays, acting as a set of software and hardware tools that allow recording, 

storing, and converting information. In most cases, the DSS consists of specific physical storage, a system that provides 

data backup, and special software tools that provide access to information and complex work with it. There is a trend 

that an increase in the total amount of information to be stored which indicates an increasing need for the creation of 

special information infrastructures with varying levels of complexity. 

Ensuring a high level of stored information reliability requires the use of a special architecture and special 

technologies [33-35], the main of which are presented in Table 1. It should be noted that the results presented in Edelson 

[36] are outstanding. 

Table 1. Technologies for organizing data storage 

Technology Essence Features 

DAS (Direct 

Attached Storage) 

The storage device is connected 

directly to the server or the 

workstation 

In essence, a DAS system is an off-server disk basket with hard drives. It is characterized by several 

positive and negative features. Easy to deploy and administer at a low cost, the DAS system 

provides high-speed exchange between the disk array and the server. However, firstly, it has low 

reliability: if the server to which this storage is connected fails, the data is no longer available. 

Secondly, it is characterized by a low degree of resource consolidation – the entire capacity is 

available to one or two servers, which reduces the flexibility of data distribution between servers. 

As a result, either more internal hard drives must be purchased or additional disk shelves must be 

installed for other server systems. 

NAS (Network 

Attached Storage) 

A stand-alone integrated disk 

system, in fact, a NAS server, with 

its own specialized OS and a set of 

useful functions for quickly starting 

the system and providing file access. 

The NAS system is connected to a conventional computer network and provides a quick solution 

to the problem of lack of free disk space available to users of this network. It is characterized by a 

number of positive and negative features. A fairly cheap NAS system provides the following: the 

availability of its resources for individual servers and for any computers in the organization; ease 

of sharing resources; ease of deployment and administration; and versatility for clients (one server 

can serve MS, Novell, Mac, Unix clients). However, most low-cost NAS servers do not provide a 

fast, flexible method of accessing block-level data inherent in SAN systems. 

SAN (Storage 

Area Network) 

Special dedicated network 

connecting storage devices to 

application servers 

The SAN system is characterized by several positive and negative features. SAN architecture 

provides high reliability of access to data located on external storage systems; centralized data 

storage; convenient centralized switch and data control; independence of the SAN topology from 

the used DSS and servers; transfer of intensive I/O traffic to a separate network, offloading the 

LAN; high speed response and low latency; scalability and flexibility of the SAN logical structure; 

the ability to organize standby, remote DSS, and a remote system for backup and data recovery; 

and the ability to build fault-tolerant cluster solutions at no additional cost. However, the SAN 

system is characterized by higher cost, difficulty in customization, and more stringent requirements 

for component compatibility and validation. 

NetApp FAS 

(Fabric Attached 

Storage) 

Alternative to DAS, structured and 

switched multi-protocol object-

oriented data storage system 

The FAS architecture provides a convergence of two technologies, block and file. Convergence is 

achieved by introducing an intermediate layer comprising objects into the file system. The FAS 

storage system, which has a modular structure, is characterized by several features. The DSS can 

work as a hybrid system or an all-flash system, depending on the needs. A high degree of 

integration with cloud technologies makes it possible to use external resources to protect stored 

data and configure equipment. The flexibility and ease of use of the hardware, together with high 

storage capacity, ensures network operation stability, and the scalability of the model enables the 

gradual increase of the amount of stored data as needed. A special System Setup utility reduces the 

speed of the DSS configuration by a factor of three. The NDO and QoS technologies are supported 

using the on Command module, making it possible to quickly integrate the DSS with various 

business solutions. 

Unified Storage 

An all-in-one storage solution that 

adds both NAS and SAN 

connectivity to NetApp FAS storage 

The modular design of this storage system provides extremely wide application flexibility with the 

ability to gradually increase the number of storage systems in the “basic” configuration as the need 

arises. The NAS system, as an integral element of Unified Storage, provides cross-platform sharing 

of file access, and the SAN system provides distributed access to devices at the block level. 

Architectural features of this system provide cost savings, reducing operating costs, and increasing 

disk space utilization, for example, available free space remains centrally consolidated and 

available to applications, rather than being spread across several heterogeneous storage systems. 

Initially “monolithic basic” systems are much faster and more perfect than “modular” ones, but 

can be trivially “unaffordable”, especially if all the features available in them are simply not needed 

at the current moment. 

NDAS (Network 

Direct Attached 

Storage) 

A technology enabling the 

connection of all digital devices 

(HDD, ODD, Memory, tape drives) 

to standard Ethernet networks. All 

network users and services can 

control and share these devices. 

The NDAS technology organizes a direct connection of a physical storage medium with each client 

via an Ethernet network, thus eliminating performance-limiting factors (load on the CPU and 

network). NDAS achieves a very high level of performance due to the unique protocol and 

controller efficiency. NDAS uses its own protocol, but NDAS-NAS can be used by all applications 

running in a TCP/IP environment. 
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Among the main results of a comparative analysis of the data storage technologies presented in Table 1, which reflect 

the researchers’ desire to find ways to improve them, the following should be noted first of all: 

SAN is always better than NAS and DAS, but its cost is very high. In a SAN, data storage is physically or logically 

divided into multiple disks, which can only be accessed by a specific computer. Moreover, each computer in the network 

considers the storage as a DAS. Unlike NAS, SAN does not require a dedicated computer to run, which is a huge 

advantage that makes it possible to use higher speeds. In addition, the SAN is unaware of files; file operations are 

performed on servers connected to the SAN, and the SAN operates in blocks, such as a large hard drive. Ensuring that 

any server under any operating system can access any part of the disk capacity located in the SAN is an ideal solution 

for the operation of a SAN. SAN terminators are application servers and storage systems (disk arrays, tape libraries, 

etc.). SAN provides better performance than NAS because each logical or physical part of the hard drive is accessed 

from different computers. SAN offers dedicated links to various computers, which ultimately provides better speed and 

reliability than DAS. Due to storage technology limitations, DAS is currently being used less and less. A simple NAS in 

terms of configuration may be the best solution for choosing a storage system if very high speeds are not required [37]. 

The cutting-edge solutions that fall into the category of FAS are better than the technologies that appeared 

independently of each other and exist almost in parallel, such as NAS and SAN, which form the basis of FAS (primarily, 

this refers to unified storage systems). The advantage of FAS storage is that it provides (based on the concept of object 

memory storage) synergy between NAS and SAN technologies. FAS enables the consolidation of metadata into a 

centralized repository, which provides distributed access to multiple servers. Compared with competitors, models such 

as NetApp FAS have a 45% increase in capacity [38]. 

NDAS technology is a revolutionary solution in the field of next-generation storage systems. It is easy to use and 

does not require any special knowledge of networking, resource sharing, TCP/IP adjustment, or DHCP configuration. 

When comparing parameters such as performance, reliability, scalability, or availability, NDAS outperforms all other 

NAS, which have more complex architectures, rely on server structures, and have a more complex data processing 

scheme. NDAS is 5–6 times faster than other NASs on wireless or wired networks. Moreover, the performance of 

competing infrastructures, whose administration costs increase over time, significantly decreases with an increase in the 

number of users [39, 40]. 

The fundamental factors for these technologies are special redundant arrays of independent disks, which in essence 

act as a set of hard disks, the operation of which is additionally synchronized. This approach is used to improve DSS 

reliability and fault tolerance. In addition, it is worth noting that the architectures of such storages described above, 

which are based on different technologies, will differ in terms of the specific way the information storage is connected 

to the platform. It is implicit that each approach will be characterized by its advantages and disadvantages, which are 

presented in Table 1. The choice of each option is determined by the conditions of the specific problem to be solved. 

When analyzing modern practice, it can be noted that approaches that imply the implementation of virtualization of 

storage systems have become extremely widespread. The essence of such a virtualization technology is reduced to 

organizing the logical provision of storage capacity, which means that within the framework of this approach, when 

providing information resources, one can abstract from the current physical implementation of the system. The use of 

virtualization implies that the storage structure and the DSS itself are hidden from the external environment while 

accessing the logical storage pool. The DSS layer manages the physical location of the information. 

At the same time, it should be understood that when working with information during the operation of a virtual DSS, 

it will imply the transformation of the logical representation of data into physical addresses within specific drives. This 

implies constant work with sets of metadata, which act as a collection of additional information required by the operating 

system to correctly work with the available information. 

Metadata plays an important role in data management. Specialized metadata allows the analysis of information about 

stored data blocks, files, and how they are used to form a file. Simultaneously, they describe the form of data and do not 

contain information about the content of the information. Organizational metadata, on the contrary, carries a semantic 

load. They allow for the analysis of the content of stored information, including its author, date of recording, and other 

additional information. The use of information virtualization makes it possible to successfully solve the problems 

associated with ensuring the unity of data, i.e., their consolidation, even if the data are placed on different variations of 

media. Moreover, this approach implies the practical implementation of information lifecycle management functions, 

which means the creation of multi-layered storage that combines a large number of different media. In addition, this 

approach helps implement automated information movement. 

It should be understood that in connection with the formation of such storage networks, it became necessary to 

streamline various storage devices; hence, special protocols have been formed that can be used to describe specific 

typical solutions for the virtualization of information storage systems. Using such models, it is possible to describe 

various functional levels and properties of the storage system, neglecting the specific structure or features of the physical 

implementation of the system. Upon closer examination, it becomes clear that because of the shared storage model, a 

description is formed for the transformation processes of data representations that are insignificant in volume, including 

database files and tuples. If large data representations are considered, volumes or logical devices will already be used. 

The DBMS or file system enables the organization of these processes. 
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The most important advantage of virtualization technologies is the possibility of presenting heterogeneous media as 

a single information storage. In addition, from a logical viewpoint, DSS can be considered a special hierarchical structure 

that contains specific physical data storage and various means for providing access to it. Figure 1 shows the specific 

levels of DSS in more detail, regarding the specifics of the storage process life cycle. 

 

Figure 1. Hierarchical DSS structure with specific data storage 

Noteworthy, most of the studies conducted focus on the process of data management. Studies in the field of the 

physical nature of data storage constantly explore the possibility of practical implementation of promising technologies 

for recording information, such as tungsten disks and biological recording. Furthermore, an increasing number of 

advanced approaches to data recording are constantly being developed. The variety of modern media is completely 

determined by the physical nature of storage, the technologies used, and the material of the particular media. 

Undoubtedly, all these factors determine the service life, and it is essential to select them depending on the type of 

information they store, since various information variations will imply a different storage period for this data. It is worth 

noting that nowadays it has been possible to achieve tremendous progress in the matter of a significant increase in the 

density of information recording. This has dramatically expanded the potential range of services that can be provided to 

ordinary users and information system designers. Simultaneously, if we return to the examination of Figure 1, it will be 

possible to find that the existing lower-level problems are given much less attention. 

Most of the ongoing studies aimed at improving existing technologies for storing information state the need to further 

reduce the cost of storing a unit of information, which is a bit of a main goal. It is quite clear that price reductions can 

be achieved using organizational and specific technical approaches. The organizational ones include the division of the 

stored content depending on the specific type of information, after which different versions of the information will be 

stored on different media. As a result, the use of this approach can significantly save overall storage space. Moreover, 

the data storage process itself implies the use of a certain encapsulation chain: the minimum storage unit (MSU) → a 

physical data block (PB) → a logical data block (LB) → a file. The hierarchical structure of this chain and the relative 

comparative sizes of its blocks are illustrated in Figure 2. 

 

Figure 2. Illustration of the hierarchical structure of the data encapsulation chain in the implementation of data storage and 

the relative comparative sizes of its blocks 

User 

User Request Interface 

Search engine 

Extraction and delivery mechanism 

Has the search object been 
detected? 

User search queries 

DBMS 

Database 

RAID 

Data management 

Wanted files 

Streamer Other media 

Data file 

Logical Data block 

Physical Data block 

Minimum data processing unit 

… 

… 



HighTech and Innovation Journal         Vol. 4, No. 4, December, 2023 

802 

 

It is proposed to dwell on the essence of this chain in more detail. It consists of the following: Here, the minimum 

storage unit is the minimum physical area of the storage medium, the main property of which is the ability to be in one 

of several stable states, the number of which determines the number of data bits stored: if the number of states is 2, the 

MSU can store 1 bit of data; if this number is 4, 2 bits can be stored; and in the case of 8 states, 3 bits can be stored, etc. 

Further, at the next level, the minimum amounts of data are combined into special physical blocks. A special structure 

is considered a physical data block, which helps combine different minimum units of information storage. The specific 

address of the information location is the most important characteristic of such a structure. The size of the physical block 

can be adjusted depending on the type of information being recorded and the requirements of the storage system. For 

example, it can also have a traditional user data format of 512 bytes or 4096 bytes for the Advanced Format. In turn, the 

logical block, the size of which is set during formatting and depends on the capabilities of the file system used, will be 

a special structure that describes specific addresses of physical data blocks. The file system manages files, which are a 

logical structure of pooled data with a semantic load and contain all the addresses of logical blocks. Modern file systems 

require the ability to simultaneously work with several files up to 16 GB in size. In the process of forming a file using 

addressing, the data bits are combined into a file (see Figure 3). 

 

Figure 3. A file structures 

It is also worth considering that the implementation of data storage procedures requires the availability of special 

intellectual, informational, and physical resources. In turn, the process of providing access to information will imply the 

existence of an appropriate logical structure that will help search for and work with data. Relational and non-relational 

databases act as a similar structure within modern data storage systems. These databases are inherently a special logical 

data structure, enabling the establishment of all necessary links between information items. 

Relational databases have become widespread because of their rigid set structure, which makes it easier to work with 

information; however, relational databases lose their effectiveness regarding working with large amounts of data. In this 

case, the use of non-relational systems begins, providing the ability to work with clusters, which allows for the increase 

of hardware storage resources without any problems in the absence of a single scheme. This means that new fields can 

be easily created in the database without changing its structure. Thus, this approach is characterized by much greater 

flexibility. 

To ensure interaction between the user and the database, a special information retrieval system is used. Based on the 

results of the analysis of existing modern information technologies used for data storage, it was possible to determine 

that the operation principle of the ANSI/SPARK model and various virtualization technologies act as an approach that 

allows physical data storage to be considered as a separate structure that does not directly impact the presentation of 

data. Furthermore, the information management process, like itself, implies the implementation of direct work with 

metadata. It also becomes obvious that physical storage can contain a huge number of different media, which differ 

significantly in their characteristics. In this case, the information distribution process is completely determined by the 

specific characteristics of the information. The need to reduce the cost of a bit of information is becoming increasingly 

obvious due to the ever-increasing amount of stored information. It is important to understand that cost reduction can be 

achieved not only by increasing the recording density or guaranteed storage time but also by more efficiently organizing 

the distribution of available physical resources, particularly capacity. 

The main goals of the implemented physical storage management systems are to maximize the exploitation of the 

available storage capacity and to realize the potential for increasing this capacity. Thus, it is possible to identify a specific 

list of tasks that ensure the development of the management system: 

 Developing new, more efficient ways of distributing information within data storages for more optimal use of capacity; 

 Forming accurate forecasts of capacity consumption, which will enable a rapid increase in this parameter. 

Along with this, it becomes clear that it is necessary to create increasingly advanced file systems capable of working 

with huge blocks of data while ensuring extremely high density for the recorded information. In turn, certain 

requirements are put forward in relation to control mechanisms, the main task of which is to promptly provide all the 
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necessary information to the user. Thus, undoubtedly, at the current stage, new and more promising solutions are required 

in the field of organizing the storage of a large amount of targeted information; hence, completely new models are 

required to implement such solutions. Stratification is one of the promising solutions, which implies the creation of a 

family of models, each of which will determine the behavior of the system at different levels, which will solve the 

problem of finding a compromise between the simplicity of description and the need to consider the diverse behavioral 

characteristics of complex systems. As part of the stratification for each level, it will be possible to define some specific 

features and variables to describe the operation of the system. 

3. Multi-Layered Model of the Physical Data Storage Complex 

When considering almost any modeling methodology, it is possible to find that they contain a special system 

architecture, which helps determine specific methods of analysis and system design; moreover, an accurate description 

is given here for a set of strategies for using such systems. The main characteristics of the architecture of such systems 

are specifically defined layers, formal interfaces between each layer, and hidden elements and components. Thus, based 

on such features, it can be concluded that this concept implies a preliminary division into layers and the use of appropriate 

methodologies and technologies for structural modeling. 

It should be noted that the practical introduction of modern virtualization technologies provides extremely wide 

opportunities for implementing various architectural solutions, and the main advantage is the absence of the need to be 

tied to a specific type of equipment. Such advantages make it possible to consider information storage as a separate 

structure with certain properties and characteristics. Furthermore, it should be emphasized that such models (first of all, 

this applies to such stratified models as: SNIA Shared Storage Model, the three-level ANSI for DBMS model, the model 

for interactive components (MIC), and the Open Systems Interconnection Reference Model (OSI-RM) have a single 

concept, starting with operating with binary data, implementing physical and logical addressing, establishing 

communication between end points, and ending with data presentation and application operation. A comparison of the 

information areas of these models is given in Table 2.  

Table 2. Comparison of the levels of the data storage models 

No. 
SNIA Shared 

Storage Model 
Three-level ANSI for DBMS MIC OSI-RM 

7 
Applications User level 

Conceptual data (does not correspond to 

the applied layer of OSI-RM) 
Applied 

6 
Query language 

Presentation layer 

5 
File virtualization Conceptual level 

Session 

4 Data access Transporting 

3 
Block virtualization 

Physical level 

File systems Networking 

2 Memory Canal 

1 Block sub-system High-capacity buses and external drives Physical 

It should be noted that the existing models have no detailed description of the recording and physical storage of data 

bits, which is necessary for describing the storage process. A distinctive feature of the proposed multi-layered data 

storage model is the comparison of storage organization layers, data media, and the characteristics of physical storage 

and stored files. A model is proposed that considers both the characteristics of the data and the organizational, technical, 

and technological features of the data storage process. The model has a stratified structure that combines storage layers, 

types of media (i.e., technologies that implement this process), and data characteristics. 

Consider a function that enables the formal representation of any hierarchical data storage system: 

D = (C, R, F) (1) 

where D is a multi-layered data storage system; C ‒ the data storage structure, defined by the layers at which the stages 

of the life cycle of the data storage process are implemented: 𝐶 = {𝑚, 𝑛}, where m is the number of storage layers; ni ‒ 

the number of volumes (media) on the i‒th storage layer; 

R ‒ a set of temporary, capacitive, energy resources required for the implementation of the storage process; 

F ‒ incoming data stream for recording with subsequent storage, 𝐹 = {𝑡, 𝑆, 𝑓, 𝜆}, where t is the time of data storage 

in years; S – the size of the logical data block in bytes; f – the file size in bytes; λ - data access frequency, number of 

requests/hours. 

In this case, the immediate task of the study will be to create special models for managing DSS resources, which will 

be characterized by the following opportunities: 
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 Accounting for the main features of the specifics of the implemented information process related to information 

storage; 

 Accounting for the features of a particular file structure; 

 Managing the use of the available physical storage resources; 

 Creating specific forecasts for the consumption of storage capacity, which makes it possible to quickly increase 

such volumes in practice. Such an approach will significantly increase the reliability of the information storage 

process within the DSS. 

Thus, it is proposed to use a multi-layered model, the characteristic features of which will be disclosed in more detail 

later. This model enables the description of the existing information processes within the digital environment; a stratified 

structure can be noted among the features of the models. 

Consider the following specific prerequisites for the formation of stratified models: 

 Information processes are implemented using special computer systems that are managed as a single whole. 

Moreover, the systems themselves consist of a combination of hardware and software. 

 The formation of the information process description is based on a specific sequence of functional tasks to be 

solved, whereas the specific method of their implementation is unimportant. 

 To represent the existing functional tasks, hierarchical layers are used, united by special links; 

 Information processes are supported with the help of service information. 

Note that stratified models are formed on the basis of the principle of dividing the information process into a 

sequential chain of interconnected functions, while each of these functions will be at different layers of the hierarchy. It 

is important to understand that such levels will have a vertical decomposition, which allows us to say that they are a 

stratified description. 

One of the characteristic features of the multi-layered data storage model under consideration is the possibility of 

practical comparison of different layers of storage organization and data media. In addition, the specific characteristics 

of physical storage and saved files are considered. The use of this model will allow for consideration of all organizational, 

technological, and technical features of the information storage process. As noted earlier in this research, the model itself 

will have a stratified structure that integrates multiple storage layers and media variations. At the same time, within the 

framework of the model under consideration, it is proposed to use only physical data storage, and the architecture should 

consider the combination of the following features: 

 In its nature, the information storage process can be considered as a process of transferring information in time, 

after which the essence of this information is conveyed to the specific user who requested it after a specified storage 

time. Thus, ensuring a stable and safe state of information is the most important parameter. 

 Storage functions should be considered simultaneously at several layers. Moreover, the files on the media act as 

logical blocks of information, and the file system sets their specific characteristics. In turn, logical blocks are 

structured as physical blocks, which are the minimum units of storage. The process of organizing information 

storage involves the placement of this information in different storage layers. It is also required to provide 

comprehensive control of information migration depending on the specific layers of physical storage. 

 Changing the state of the MSU is the primary step in data recording. 

 To implement information storage in physical storage, special physical resources are required. The saving of these 

resources is ensured by the competent administration of this information. 

 If it is necessary to use systems for the long-term storage of information, it may be necessary to create specific file 

systems within which the features of such data will be considered. 

It is proposed to perform the operation of vertical, horizontal, and dynamic data placement mechanisms sequentially. 

The first stage is data allocation to storage levels depending on the metadata containing the type of files to be stored. 

Each storage level assumes a certain data storage time and frequency of access. The lower the level, the longer the 

storage time and the lower the frequency of data access. The type of files to be stored is purely subjective and is 

determined by the information owner or technician. 

In the second step, once the storage tier is determined, the horizontal distribution of files to the selected tier is 

performed based on the size of the data file. At the third stage, the data are migrated to the storage levels depending on 

the frequency of access. The frequency of access is determined on the basis of statistics for a certain period. Threshold 

values can be taken into account when overcoming which the data migrate to a more suitable storage level. Obviously, 
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the migration mechanism allows overcoming the disadvantages of subjective choice of the type of files to be saved when 

implementing the first stage (distribution of data to storage levels when writing). The aggregate of the above mechanisms 

allows management of the storage capacity and rational utilization of the media. It should be noted that the above 

mechanisms are based on the analysis of the metadata of the stored files. 

The architecture of the described model is presented in more detail in Figure 4. The presented tiered storage model 

differs from other open systems models by a stratified description that combines tiered storage organization, data storage 

technologies, and characteristics of physical storage and stored files. This allows storage designers to obtain solutions 

with specified properties across a variety of storage options.  

 

Figure 4. Architecture of the proposed multi-layered data storage model 

As already noted in this research, the strata of a multi-layered data storage model act as levels characterized by 

vertical decomposition and describe a specific sequence of data storage organization. The functions of the sublevels are 

described in more detail below. There are three levels of data storage in the proposed model. The first of them – physical, 

is shown in Table 3. 

Table 3. Functions of the physical layer of the multi-layered data storage model 

Physical layer of the multi-layered data storage model 

Sublevels Functions Note 

File sublevel 
Defining specific addresses for bits and 

physical and logical blocks 

In fact, at this level, all available data bits are logically united into 

a file. 

Sublevel of the logical 

data block 
Forming a logical data block 

Physical data blocks undergo encapsulation and transformation into 

logical data blocks. 

Sublevel of the physical 

data block 

All minimum storage units are united, after 

which the data physical blocks are formed 

The main result of this layer is MSU transformation into physical 

data blocks by encapsulation. 

Sublevel of the minimum 

storage unit (MSU) 
Changing the minimum storage unit state 

Within the MSU sublevel, functions aimed at providing support for 

the stable storage of data units are implemented. All minimal units 

of data are capable of being in a steady state for a certain time. 

Furthermore, Figure 5 describes the essence of the layered structure of data storage in more detail, showing the 

structural level of the model. Data storage will have a matrix structure in mathematical form, where each cell of the 

matrix is a volume of the corresponding storage tier designed to store data with certain metric characteristics. 
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Figure 5. Layered structure of the data storage 

It is worth considering that each level of information storage will imply the use of specific storage technologies. 

Moreover, before the next recording of information within a particular level, data are analyzed to select the optimal file 

system for processing. The flowchart of the workflow is shown in Figure 6. If the management layer is considered in 

more detail, it contains a detailed description of the management processes on the capacity of physical data storage. A 

description of the specific functions of the three main sub-levels is given in Table 4. 

Table 4. Management-level functions 

Management level of the multi-layered data storage model 

Sublevels Functions Note 

Sublevel of the capacity 

building forecast 

Forming specific forecasts to 

increase storage matrix cells 

The general growth in the amount of data will lead to the need to increase the 

storage capacity within any system. It should also be considered that, in parallel, 

the intensity of the incoming data fairly significantly changes in the DSS. This 

necessitates the creation of forecasts to increase capacity. When forecasting, 

factors such as DSS use intensity, functional load, type of stored data, and 

maximum capacity of each specific cell are considered. 

Data migration sublevel 
Decision-making regarding the 

need for data migration 

Data migration by levels is carried out depending on the frequency of access to 

specific information; a dynamic allocation mechanism is used for migration. 

Data distribution 

sublevel 

Distribution of data among cells of 

the storage matrix 

The characteristics of the incoming data stream determine the features of the 

process of distributing information to different levels. Various mechanisms are 

used here, among which the mechanisms of vertical and horizontal placement 

can be distinguished; each mechanism is characterized by its own features. 

 

Figure 6. Flowchart of the methodology for forecasting capacity expansion. 
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4. Results and Discussion 

Based on the research results, the proposed multi-level data storage model with a stratified structure is discussed. 

This model makes it possible to successfully combine different levels of storage organization, media variations, and data 

characteristics. The process of this model functioning is described in more detail in Figure 7. In short, the essence is that 

at the primary stages, before recording to a physical medium, the file characteristics are analyzed, after which a specific 

decision is made to record the file to a certain level. After recording, data are constantly collected on the frequency of 

access to each file, which enables them to be migrated based on this indicator. 

 

Figure 7. Storage process in the framework of the proposed model 

A demonstration experiment using, for example, such a tool for solving the problem of placing objects in accordance 

with the required parameters, as the apparatus of the Kohonen neural network, showed that the model of resource 

management of data storage systems proposed in this research is operable (which is illustrated by one of the fragments 

of the obtained test results in Figure 8) and makes it possible to solve the problem of rational use of the DSS physical 

resources. 

 

Figure 8. An example of visualization of boundary values of file access frequency 

The demonstration of using the Kohonen neural network method to distribute a set of files into storage matrix cells 

after training the network and normalizing the initial metadata. The experiment considered an incoming stream of files 

Management level 

Sublevel of capacity building forecast 

Migration data sublevel 

Sublevel of data distribution 

Structural level 

Physical layer 

File sublevel 

Sublevel of the logical data block 

Sublevel of the physical data block 

Sublevel of the minimum storage unit 

S
to

ra
g

e 
ca

p
ac

it
y

 

m
an

ag
em

en
t 

S
to

ra
g

e 
st

at
u

s 
d

at
a 

an
d

 

st
at

is
ti

cs
 

F
il

e 
fo

rm
at

io
n

 



HighTech and Innovation Journal         Vol. 4, No. 4, December, 2023 

808 

 

with different characteristics, such as estimated storage time, size, and frequency of data access. The stream was 

generated on the basis of the analysis of files taken from the experimental file server. The composition of these files was 

assessed, and a sample was taken for the experiment, the composition of which corresponds in percentage to the 

composition of the files on the considered arbitrary file server. 

In this study, the performance of various models already in existence has been examined, such as SNIA, ANSI, MIC, 

and OSI-RM. These models have a unified concept, starting with working with binary data, realization of physical and 

logical addressing, establishment of communication between endpoints, and finishing with data representation and 

application operation. 

The peculiarity of the proposed multilevel data storage model is the mapping of storage organization levels, data 

carriers, and the characteristics of physical storage and stored files. The proposed model was developed considering the 

characteristics of the data and the organizational, technical, and technological features of the data storage process. The 

proposed model will unify the levels of organization of the storage process, reduce the number of physical resources, 

and improve the quality of telemedicine systems. 

The main difficulty in implementing this approach when solving the problem of placing objects in accordance with 

the required parameters is the choice of parameter classification and normalization. The dynamic distribution of files by 

levels of the storage matrix consists of analyzing data on the file access frequency and making a decision on the need 

for file migration. The boundary values for the access frequency, at which files are migrated by levels, must be defined 

by the storage system administrator. 

5. Conclusion 

The digital healthcare system implies the use of cutting-edge information technologies to support an increasingly 

efficient and cost-effective medical practice. There is a trend toward similar technological transformations worldwide. 

Its main tasks include a general increase in the availability, quality, and comfort of medical care for the population and 

the formation of the most accurate and in-depth results of medical diagnostics. This paper defines a specific research 

task that is reduced to the implementation of specific DSS resource management models aimed at providing a solution 

to the problem of forecasting the consumption of these resources. The DSS management system, whose main purpose is 

to ensure the fullest use of storage capacity and its timely expansion, was considered in detail. The potential benefits of 

applying the model presented in this paper are its application to federated storage resource management, given the 

relationship between storage tiers, characteristics of stored data, and write technologies. A multilevel model of data 

storage is proposed that combines the levels of organization of the storage process, the technologies that implement this 

process, and the corresponding data characteristics. The functions of the levels and sub-levels of the proposed version 

of the multilevel data storage model and the operation of the multilevel model are described. The problems of realizing 

the data storage process at each level of the proposed model, which consist of saving physical resources and timely 

increasing the storage capacity, are considered. This development will improve the quality and credibility of complex 

telemedicine systems. 
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