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#### Abstract

For a positive integer $c$, a graph $G$ is said to be $c$-closed if every pair of non-adjacent vertices in $G$ have at most $c-1$ neighbours in common. The closure of a graph $G$, denoted by $c l(G)$, is the least positive integer $c$ for which $G$ is $c$-closed. The class of $c$-closed graphs was introduced by Fox et al. [ICALP '18 and SICOMP '20]. Koana et al. [ESA '20 and SIDMA '22] started the study of using $\operatorname{cl}(G)$ as an additional structural parameter to design kernels for problems that are W -hard under standard parameterizations. In particular, they studied problems such as Independent Set, Induced Matching, Irredundant Set and (Threshold) Dominating Set, and showed that each of these problems admits a polynomial kernel, when parameterized either by $k+c$ or by $k$ for each fixed value of $c$. Here, $k$ is the solution size and $c=c l(G)$. The work of Koana et al. left several questions open, one of which was whether the Perfect Code problem admits a fixed-parameter tractable (FPT) algorithm and a polynomial kernel on $c$-closed graphs. In this paper, among other results, we answer this question in the affirmative. Inspired by the FPT algorithm for Perfect Code, we further explore two more domination problems on the graphs of bounded closure. The other problems that we study are Connected Dominating Set and Partial Dominating Set. We show that Perfect Code and Connected Dominating Set are fixed-parameter tractable when parameterized by $k+c l(G)$, whereas Partial Dominating Set, parameterized by $k$ is $\mathrm{W}[1]$-hard even when $c l(G)=2$. We also show that for each fixed $c$, Perfect Code admits a polynomial kernel on the class of $c$-closed graphs. And we observe that Connected Dominating Set has no polynomial kernel even on 2-closed graphs, unless NP $\subseteq$ co-NP/poly.
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## 1 Introduction

For a positive integer $c$, a graph $G$ is said to be $c$-closed if every pair of non-adjacent vertices in $G$ have at most $c-1$ neighbours in common. That is, for distinct vertices $u$ and $v$ of $G,|N(u) \cap N(v)| \leq c-1$ if $u v \notin E(G)$. In this paper, we study the parameterized complexity of domination problems on the class of $c$-closed graphs. The problems that we study are Perfect Code, Connected Dominating Set and Partial Dominating Set. All these problems, when parameterized by the solution size, are $\mathrm{W}[1]$-hard on general graphs [13, 20, 21], and their complexities on various restricted graph classes have been studied extensively $[4,17,24,31,32,33,36,47,50]$.

Fox et al. [27, 28] introduced the class of $c$-closed graphs in 2018 as a "distribution-free" model of social networks. While the literature abounds with models that attempt to capture the structure of social networks, they are all probabilistic models. (See, for instance, the survey by Chakrabarti and Faloutsos [14].) And in an attempt to capture the spirit of "social-network-like" graphs without relying on probabilistic models, Fox et al. [28] "turn[ed] to one of the most agreed upon properties of social networks - triadic closure, the property that when two members of a social network have a friend in common, they are likely to be friends themselves." It is easy to see that the definition of $c$-closed graphs is a reasonable approximation of this property. In a $c$-closed graph, every pair of vertices with at least $c$ common neighbours are adjacent to each other. Fox et al. [28, Table A.1], and later Koana et al. [43, Table 1], showed that several social networks and biological networks are indeed $c$-closed for rather small values of $c$.

Fox et al. [28] showed that an $n$-vertex $c$-closed graph contains at most $3^{c / 3} \cdot n^{2}$ maximal cliques. ${ }^{1}$ This bound, when coupled with an algorithm for enumerating all maximal cliques in a graph, yields a $2^{\mathcal{O}(c)} \cdot \operatorname{poly}(n)$ time algorithm that enumerates all maximal cliques in $c$-closed graphs. Observe that an algorithm that enumerates all maximal cliques in a graph can be used to determine if a graph contains a clique of a given size as well. Thus, the CliQue problem, which, given a graph $G$ and an integer $k$ as input, asks if $G$ contains a clique of size $k$, is fixed-parameter tractable when parameterized by $c$. Notice that Clique, when parameterized by $k$, is W [1]-complete on general graphs [20].

In light of this result, we could very well ask: How do other problems that are W -hard on general graphs fare on the class of $c$-closed graphs? In particular, is Independent Set, another canonical W[1]-complete problem [20], fixed-parameter tractable on $c$-closed graphs? Koana et al. [43, 45] showed that Independent Set, which takes a graph $G$ and an integer $k$ as input, and asks if $G$ contains an independent set of size $k$, is indeed fixed-parameter tractable when parameterized by $k+c$. In fact, by applying a "Buss-like" reduction rule [10], they showed that the problem admits a kernel with $c k^{2}$ vertices. Motivated by this example, they studied the (kernelization) complexity of three more problems-Induced Matching, Irredundant Set and Threshold Dominating Set (TDS) -and showed that these problems admit polynomial kernels (when parameterized by either $k+c$ or $k$ for each fixed $c$.) TDS is a variant of Dominating Set in which each vertex needs to be dominated at least $r$ times for a given integer $r$. The kernels for the first two of these problems have size poly $(c, k)$ whereas the kernel for TDS has size $k^{\mathcal{O}(c r)}$. They also designed an algorithm for TDS that

[^0]runs in time $(c k)^{\mathcal{O}(r k)} n^{\mathcal{O}(1)}$. A key ingredient in all these results was a polynomial bound for the Ramsey number on $c$-closed graphs. Koana et al. [43] proved that every $c$-closed graph with $\mathcal{O}\left(c b^{2}+a b\right)$ vertices contains either a clique of size $a$ or an independent set of size $b$, and predicted that this bound could be useful in settling the parameterized complexity of other problems as well. In this paper, we use this bound, and show that two variants of Dominating Set are fixed-parameter tractable on $c$-closed graphs. In particular, we show that Perfect Code is FPT on $c$-closed graphs, and thus settle a question left open by Koana et al. [43].

Closure of a graph. Recall that a graph $G$ is said to be $c$-closed if every pair of nonadjacent vertices have at most $c-1$ neighbours in common. The closure ${ }^{2}$ of a graph $G$, denoted by $c l(G)$, is the least positive integer $c$ for which $G$ is $c$-closed. Notice that $c l(G)=1+\max \{0,|N(u) \cap N(v)| \mid u, v \in V(G), u v \notin E(G)\}$, and therefore $c l(G)$ can be computed in polynomial time. In this paper, we study the parameterized complexity of some of the widely studied problems on graphs of bounded closure, and thus attempt to present a more comprehensive answer to the following questions. How good a structural parameter is $c l(G)$ when it comes to the tractability of domination problems? And in this regard, how does $c l(G)$ differ from some of the other widely-studied structural parameters such as maximum degree, degeneracy and treewidth? Observe that if the maximum degree of graph $G$ is $\Delta(G)$, then $\operatorname{cl}(G) \leq \Delta(G)+1$. But the comparability ends there. As noted by Koana et al. [43], an $n$-vertex clique is 1 -closed, but has degeneracy and treewidth $n-1$. On the other hand, the complete bipartite graph $K_{2, n-2}$ has treewidth and degeneracy 2, but $\operatorname{cl}\left(K_{2, n-2}\right)=n-1$. Thus closure is incomparable with degeneracy and treewidth. We also note that when parameterized by $\operatorname{cl}(G)$ alone, most of the widely studied problems, with the exception of Clique, would be para-NP-hard. This applies to problems such as Vertex Cover, Independent Set, Dominating Set, Connected Dominating Set and Perfect Code, as all these problems are NP-hard on graphs of maximum degree 4 [23, 29], and therefore NP-hard on 5-closed graphs. So this parameter alone is too small to yield tractability results, and therefore, has to be used in combination with some other parameter, for example, the solution size. But this is often the case with other structural parameters such as degeneracy and maximum degree as well; they are often combined with the solution size $[3,55]$.

Our results and methods. Let us first define the concept of domination in graphs. Consider a graph $G$. We say that a vertex in $G$ dominates itself and all its neighbours. That is, a vertex $v$ dominates $N[v]$. And for a set $V^{\prime} \subseteq V(G), V^{\prime}$ dominates $N\left[V^{\prime}\right]$. A dominating set of a graph is a set of vertices $D \subseteq V(G)$ that dominates the entire vertex set, i.e., $N[D]=V(G)$. Or equivalently, $D \subseteq V(G)$ is a dominating set of $G$ if $|D \cap N[v]| \geq 1$ for every vertex $v \in V(G)$. A dominating set $D \subseteq V(G)$ is said to be a connected dominating set of $G$ if $G[D]$ is a connected subgraph of $G$. A perfect code of $G$ is a dominating set of $G$ that dominates every vertex exactly once. That is, $D \subseteq V(G)$ is a perfect code of $G$ if $|D \cap N[v]|=1$ for every vertex $v \in V(G)$. For a non-negative integer $t$, a set of vertices $V^{\prime} \subseteq V(G)$ is said to be a $t$-partial dominating set of $G$ if $V^{\prime}$ dominates at least $t$ vertices of $G$, i.e., if $\left|N\left[V^{\prime}\right]\right| \geq t$.

[^1]In the Perfect Code (resp. Connected Dominating Set (CDS)) problem, the input consists of an $n$-vertex graph $G$ and a non-negative integer $k$, and the question is to decide if $G$ contains a perfect code (resp. connected dominating set) of size at most $k$. In the Partial Dominating Set (PDS) problem, the input consists of an $n$-vertex graph $G$ and two non-negative integers $k$ and $t$, and the question is to decide if $G$ contains a $t$-partial dominating set of size at most $k$. We show that Perfect Code and CDS, when parameterized by $k+c l(G)$, are fixed-parameter tractable, whereas PDS, when parameterized by $k$, is W [1]-hard, even for $\operatorname{cl}(G)=2$. Specifically, we prove the following results. (Here, $n=|V(G)|$ and $c=c l(G)$.

1. Perfect Code admits an algorithm that runs in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$. Moreover, for each fixed $c \geq 1$, Perfect Code admits a kernel with $\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right)$ vertices on the family of $c$-closed graphs.
2. CDS admits an algorithm that runs in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$. But CDS does not admit a polynomial kernel when parameterized by $k$ even when $\operatorname{cl}(G)=2$, unless NP $\subseteq$ coNP/poly. (The kernelization lower bound follows from a result due to Misra et al. [50].) 3. PDS , when parameterized by $k$, is $\mathrm{W}[1]$-hard on 2-closed graphs.

Note that a perfect code and a connected dominating set are both dominating sets. Naturally, our algorithms for Perfect Code and CDS rely on three crucial properties of dominating sets and $c$-closed graphs. Consider a $c$-closed graph $G$, and a dominating set $D$ of $G$ of size $k$. (P1) If $G$ contains an independent set $I$ of size $k+1$, then by the pigeonhole principle, there exists a vertex $v \in D$ that dominates at least two vertices of $I$. That is, $v \in N(u) \cap N\left(u^{\prime}\right)$ for a pair of vertices $u, u^{\prime} \in I$ (Lemma 12). (P2) The dominating set $D$ must intersect every "large" maximal clique (Corollary 8). This follows from the fact that any vertex outside a maximal clique can dominate at most $c-1$ vertices of the clique (Lemma 6). Thus, if $G$ contains a maximal clique of size $(c-1) k+1$, say $Q$, then we must have $D \cap V(Q) \neq \emptyset$. (P3) If $G$ contains $\ell$ distinct "large" maximal cliques, then $G$ contains an independent set of size $\ell$ as well (Lemma 9). This again is a consequence of the property that any vertex outside a maximal clique has at most $c-1$ neighbours in the clique. Here, depending on each problem, we will define an appropriate lower bound on the size of a clique for it to be large. But in both the problems, this bound will be poly $(c, k)$. Finally, we use the following two results due to Koana et al. [43]. (R1) Every $c$-closed graph with $\mathcal{O}\left(c b^{2}+a b\right)$ vertices contains either a clique of size $a$ or an independent set of size $b$ (Lemma 1). (R2) We can find a $(k+1)$-sized independent set of an $n$-vertex $c$-closed graph, if it exists, or correctly conclude that no such set exists, in time $2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)}$ (Corollary 4).

We now briefly outline how our algorithms exploit these properties. In light of (P1), we first find an independent set $I$ of size $k+1$ using (R2), and branch on the vertices in $\bigcup_{u, u^{\prime} \in I} N(u) \cap N\left(u^{\prime}\right)$. Note that since $|I|=k+1$, we have $\binom{k+1}{2}=\mathcal{O}\left(k^{2}\right)$ choices for the pair $\left\{u, u^{\prime}\right\}$. And for each pair $u, u^{\prime} \in I$, we have $\left|N(u) \cap N\left(u^{\prime}\right)\right| \leq c-1$ as $G$ is $c$-closed. Once this branching step is exhaustively applied, every independent set in $G$ has size at most $k$. But then (P3) will imply that $G$ contains at most $k$ "large" maximal cliques. Now we partition the vertex set of $G$ into two parts, $L$ and $M$, where $L$ is the set of vertices that belong to at least one large maximal clique and $M$ the set of remaining vertices. Thus, $L$ is the union (not necessarily disjoint) of at most $k$ large cliques, and the subgraph $G[M]$ contains no large clique or no independent set of size $k+1$. Therefore, by (R1), we will have $|M|=\operatorname{poly}(c, k)$. So we can guess the set of vertices from $M$ that belongs to the "dominating set" that we are looking for, in case $(G, k)$ is indeed a yes-instance. And corresponding to each such guess, we then use the property that $L$ is a union of cliques to solve the problem
appropriately. For example, in the case of Perfect Code, we show that once we guess the subset of $M$ that belongs to the solution, the problem then reduces to solving an instance of the $d$-Exact Hitting Set problem (a variant of Hitting Set in which every set has size at most $d$ and needs to be hit exactly once) for an appropriate choice of $d$, which can then be solved in time $d^{k} n^{\mathcal{O}(1)}$. In the case of CDS, we reduce the final step to $2^{\text {poly }(c, k)}$ many instances of the (edge-weighted) Steiner Tree problem, a common technique used in algorithms that seek connected solutions [34,50,51,52]; and we will have the guarantee that our original CDS instance is a yes-instance if and only if at least one of the Steiner Tree instances is a yes-instance. We prove the W -hardness of PDS by designing a parameterized reduction from the Independent Set problem on regular graphs, which is known to be W[1]-complete [11]. The inadmissibility of a polynomial kernel for CDS follows from a result due to Misra et al. [50], which says that CDS admits no polynomial kernel on graphs of girth 5, and the fact that graphs of girth 5 are 2-closed.

To design our kernel for Perfect Code, we bound the size of independent sets and cliques in the input graph by $k^{\mathcal{O}\left(2^{c}\right)}$, and then invoke (R1). The main ingredient in bounding the independent set size is a reduction rule, by which we find a sufficiently large independent set with sufficiently many common neighbours, and delete an arbitrary vertex from that independent set. To find this independent set, we design an algorithm that works as follows: Given a $c$-closed graph $G$ and an integer $k$, the algorithm will either output an independent set of size $k$ or correctly report that every independent set in $G$ has size poly $(c, k)$ (Lemma 11). After an exhaustive application of this reduction rule, every independent set in the input graph will have bounded size, and by (P3), the graph will contain only a bounded number of large cliques. Then, we bound the size of each clique as well, which, by (R1), will result in the kernel.

We must point out that properties (P1) and (P2) have been used by Koana et al. [43] in their algorithm and kernel for the TDS problem. But these properties alone are inadequate for Perfect Code and CDS. Hence we introduce (P3), which bounds the number of large maximal cliques in terms of the maximum size of an independent set. We also note that while properties (P1) and (P2) are specific to domination problems, (P3) is a general-purpose bound. Our strategy of partitioning the vertices into $L$ and $R$ (vertices of large cliques and the remaining vertices) is also not specific to domination problems, and could be applicable to other problems as well. So is Lemma 11, which, as mentioned above, gives an algorithm that either outputs an independent set of size $k$ or guarantees an upper bound of poly $(c, k)$ on the independent set size. We use Lemma 11 to fashion a reduction rule (Reduction Rule 44), which we use to bound the size of independent sets while designing our kernel for Perfect Code. The idea behind Reduction Rule 44 is as follows. To bound the size of any independent in the graph, it is sufficient to bound the size of independent sets within the induced subgraph $G[N(v)]$ for every $v \in V(G)$. Then, to bound the size of independent sets in $G[N(v)]$, it is sufficient to bound the size of independent sets in $G[N(v) \cap N(u)]$ for every $u \in V(G) \backslash\{v\}$. And to bound the size of independent sets in $G[N(v) \cap N(u)]$, it is sufficient to bound the size of independent sets in $G[N(v) \cap N(u) \cap N(w)]$ for every $w \in V(G) \backslash\{v, u\}$ and so on. This strategy of successively bounding the independent sets in stages could be applicable to other problems on $c$-closed graphs as well. Since $G$ is $c$-closed, we only need to continue for $c-1$ stages. That is, we only need to bound the size of independent sets in $G\left[\cap_{x \in Y} N(x)\right]$ for all $Y \subseteq V(G)$ with $|Y|=c-1$.

Related work on domination problems. Domination problems have long been the subject of extensive research in algorithmic graph theory. All the domination problems discussed
above are W -hard on general graphs, when parameterized by the solution size. Therefore, a great deal of effort has gone into studying the complexity of these problems on various graph classes. In particular, the classic Dominating Set problem is known to be W [2]complete [21] on general graphs, and $\mathrm{W}[2]$-hard even on bipartite graphs (and hence on triangle-free graphs) [56], but it is fixed-parameter tractable on graphs of girth at least 5 [56], planar graphs [1, 2, 26, 38], graphs of bounded genus [22], map graphs [18], $H$-minor free graphs [19] and graphs of bounded degeneracy [3]. The CDS problem is also known to be W[2]-hard on general graphs [21], but admits a polynomial kernel on planar graphs, and more generally, on apex-minor-free graphs [24, 32, 47]. The problem is FPT on graphs of bounded degeneracy [31]. Cygan et al. [16] showed that CDS has no polynomial kernel even on 2-degenerate graphs unless NP $\subseteq$ co-NP/poly. Misra et al. [50] studied the effect of the girth of the input graph on the complexity of CDS, and showed that CDS remains $\mathrm{W}[1]$-hard on graphs of girth 3 and 4, admits a fixed-parameter tractable algorithm but no polynomial kernel (unless NP $\subseteq$ co-NP/poly) on graphs of girth 5 and 6 , and admits a polynomial kernel on graphs of girth at least 7. Fomin et al. [25] showed that both Dominating Set and CDS admit linear kernels on graphs with excluded topological minors. We refer the reader to [25] for a historical overview of the literature on these problems.

The Perfect Code problem, also called Efficient Domination or Perfect DominaTION, is known to be W [1]-complete [13, 20], and remains $\mathrm{W}[1]$-hard even on bipartite graphs of girth 4 [36], but admits a polynomial kernel on planar graphs [33] and graphs of girth at least 5 [36]. Dawar and Kreutzer [17] showed that Perfect Code is fixed-parameter tractable on effectively nowhere dense graphs. For a summary of results on the (classical) complexity of Perfect Code on various graph classes, see [49].

The Partial Vertex Cover (PVC) problem, the "partial variant" of the Vertex Cover problem, asks if $t$ edges of a graph can be covered using $k$ vertices. Both PVC and PDS have been studied under the two natural parameterizations: by $k$ and by $t$. When parameterized by $k$, unlike the widely-studied Vertex Cover, PVC is W[1]-hard on general graphs [34], and remains NP-hard even on bipartite graphs [5]. But Amini et al. [4], using a nuanced branching strategy called implicit branching, showed that PVC is fixed-parameter tractable on graph classes with "large independent sets." In particular, they showed that PVC (parameterized by $k$ ) is FPT on bipartite graphs, triangle-free graphs, and $H$-minor free graphs, and thus, in particular, on planar graphs and graphs of bounded genus. Recently, Koana et al. [41] showed that PVC admits a kernel of size $k^{\mathcal{O}(c)}$ on $c$-closed graphs. As for PDS, note that a PDS instance with $t=n$ is precisely the Dominating Set problem, and therefore, the $W[2]$-hardness of Dominating SEt (parameterized by $k$ ) extends to PDS as well. In contrast to Dominating Set, PDS remains W[1]-hard even on graphs of bounded degeneracy [31]. But Amini et al. [4] showed that PDS is FPT on planar graphs, graphs of bounded genus and graphs of bounded maximum degree; these results, in fact, hold for a more general problem called Weighted Partial- $(k, r, t)$-Center. When parameterized by $t$, both PVC and PDS are FPT on general graphs [7, 12, 39, 40].

Related work on $c$-closed graphs. As mentioned earlier, Fox et al. [28] showed that every $n$-vertex $c$-closed graph contains at most $3^{c / 3} \cdot n^{2}$ maximal cliques, and that all maximal cliques can be enumerated in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. In a preprint announced in 2020, Husic and Roughgarden [35] showed that instead of cliques, other "dense subgraphs" can be enumerated in time $f(c) \cdot \operatorname{poly}(n)$ as well. In particular, they showed that the problems of finding and enumerating subgraphs of bounded co-degree, bounded co-degeneracy and bounded co-treewidth in a $c$-closed graph admit algorithms that run in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. See the
paper by Behera et al. [6] for an updated version of these results. This was soon followed by the work of Koana and Nichterlein [46], who investigated the complexity of enumerating all copies of a (small) fixed graph $H$ in a given $c$-closed graph. Note that for each fixed graph $H$, by brute-force, we can detect and enumerate all copies of $H$ in a given $n$-vertex graph in time $n^{\mathcal{O}(|V(H)|)}$. Nonetheless, Koana and Nichterlein [46] designed significantly better combinatorial algorithms for such problems. They showed that for small graphs (i.e., graphs on 3 or 4 vertices) $H$, the $H$-detection and enumeration problems admit "FPT in P " algorithms [30] when parameterized by $c$, i.e., algorithms with runtime $\mathcal{O}\left(c^{\ell} n^{i} m^{j}\right)$ or $\mathcal{O}\left(c^{\ell} n^{i}+m^{j}\right)$, where $m$ and $n$ respectively are the number of edges and vertices of the input graph $G, c=c l(G)$, and $\ell, i$ and $j$ are small constants independent of $c$ and $H$. In particular, they designed such algorithms for 11 out of the 15 graphs on 3 or 4 vertices.

Related work on weakly $\gamma$-closed graphs. Along with $c$-closed graphs, Fox et al. [28] had also introduced a larger class of graphs called weakly $\gamma$-closed graphs. For a positive integer $\gamma$, a graph $G$ is weakly $\gamma$-closed if every induced subgraph $G^{\prime}$ of $G$ has a vertex $v$ such that $\left|N_{G^{\prime}}(v) \cap N_{G^{\prime}}(u)\right|<\gamma$ for each $u \in V\left(G^{\prime}\right)$ with $u \neq v$ and $u v \notin E\left(G^{\prime}\right)$. Note that if a graph $G$ is $c$-closed, then $G$ is weakly $c$-closed as well. In a subsequent work, Koana et al. [42] extended their result for Independent Set in [43] to weakly $\gamma$-closed graphs. They showed that Independent Set admits a polynomial kernel on weakly $\gamma$-closed graphs as well. In fact, they showed that a similar result holds for the $\mathcal{G}$-Subgraph problem, for every family $\mathcal{G}$ of graphs that is closed under subgraphs; in the $\mathcal{G}$-SUBGRAPH problem, the goal is to check if a given graph $G$ contains an induced subgraph on at least $k$ vertices that belongs to $\mathcal{G}$. Notice that Independent Set is a special case of $\mathcal{G}$-Subgraph with $\mathcal{G}$ being the family of all edgeless graphs. Koana et al. [42] also showed that two variants of Dominating Set, namely, Independent Dominating Set and Dominating Clique, are FPT on weakly $\gamma$-closed graphs. But they left open the complexity of Dominating SET on weakly $\gamma$-closed graphs, which was recently shown to be FPT by Lokshtanov and Surianarayanan [48]. Koana et al. [42] also gave bounds and enumeration algorithms for various choices of "dense subgraphs" in weakly $\gamma$-closed subgraphs. See [42, Table 1] for an overview of their results. In a companion work, Koana et al. [44] studied Capacitated Vertex Cover, Connected Vertex Cover, and Induced Matching and obtained kernels of size $k^{\mathcal{O}(\gamma)}, k^{\mathcal{O}(\gamma)}$, and $(\gamma k)^{\mathcal{O}(\gamma)}$, respectively. They showed a kernel with $O\left(c k^{2}\right)$ vertices for Connected Vertex Cover, and showed lower bounds for the kernelization of Capacitated Vertex Cover, Independent Set, and Dominating Set.

## 2 Preliminaries

This section is divided into three parts. In Section 2.1, we introduce some notation and terminology that we will be using throughout the paper. We use Section 2.1 only to collect the frequently used notation and terms in one place. We will recap the definitions introduced here when we use them later on in the paper. In Section 2.2, we summarise the results due to Fox et al. [28] and Koana et al. [43] that we will be using. In Section 2.3, we prove a few preliminary lemmas that we will be relying on to prove our main results.

### 2.1 Notation and Terminology

Sets and functions. For a positive integer $\ell$, we denote the set $\{1, \ldots, \ell\}$ by $[\ell]$. Let $X, Y$ be two sets. By $X \backslash Y$ we denote the set $\{x \in X \mid x \notin Y\}$. We define the functions $\alpha, \beta: \mathbb{N} \rightarrow \mathbb{N}$ as follows: $\alpha(a, b)=(a-1) b+1$ and $\beta(a, b)=2[(a-1)(b-1)+1]$ for every $a, b \in \mathbb{N}$.

Graphs. All graphs in this paper are simple and undirected. For a graph $G, V(G)$ and $E(G)$ respectively denote the vertex set and edge set of $G$. For a vertex $v \in V(G), N_{G}(v)$ and $N_{G}[v]$ respectively denote the open neighbourhood and closed neighbourhood of $G$. Also, $d_{G}(v)$ denotes the degree of $v$ in $G$, i.e., $d_{G}(v)=\left|N_{G}(v)\right|$. For a set $V^{\prime} \subseteq V(G)$, $N_{G}\left(V^{\prime}\right)$ and $N_{G}\left[V^{\prime}\right]$ respectively denote the open neighbourhood and closed neighbourhood of $V^{\prime}$, i.e., $N\left(V^{\prime}\right)=\left(\bigcup_{v \in V^{\prime}} N_{G}(v)\right) \backslash V^{\prime}$ and $N_{G}\left[V^{\prime}\right]=\bigcup_{v \in V^{\prime}} N_{G}[v]$. And $C N_{G}\left(V^{\prime}\right)$ denotes the common neighbours of the vertices in $V^{\prime}$, i.e., $C N_{G}\left(V^{\prime}\right)=\bigcap_{v \in V^{\prime}} N_{G}(v)$. Note that $C N_{G}\left(V^{\prime}\right) \subseteq V(G) \backslash V^{\prime}$, because for every $v \in V^{\prime}$, we have $v \notin N_{G}\left(V^{\prime}\right)$, and therefore, $v \notin$ $C N_{G}(v)$. Also, for $V^{\prime} \subseteq V(G)$ with $\left|V^{\prime}\right| \geq 2$, by $N_{G}^{[2]}\left(V^{\prime}\right)$, we denote the union of the sets of common neighbours of every pair of vertices in $V^{\prime}$, i.e., $N_{G}^{[2]}\left(V^{\prime}\right)=\left(\bigcup_{\substack{u, v \in V^{\prime} \\ u \neq v}} C N_{G}(\{u, v\})\right) \backslash V^{\prime}$. For a pair of vertices $x, y \in V(G), \operatorname{dist}_{G}(x, y)$ denotes the length of a shortest path between $x$ and $y$ in $G$. We may omit the subscript when the graph $G$ is clear from the context.

Consider a graph $G$. A clique in $G$ is a complete subgraph of $G$. An independent set in $G$ is a set of pairwise non-adjacent vertices. By a maximal clique (resp. maximal independent set) in $G$, we mean an inclusion-wise vertex maximal clique (resp. independent set) in $G$. That is, a clique $Q$ (resp. an independent set $I$ ) in $G$ is a maximal clique (resp. a maximal independent set) if $G[V(Q) \cup\{v\}]$ is not a clique (resp. $I \cup\{v\}$ is not an independent set) for any $v \in V(G) \backslash V(Q)$ (resp. $v \in V(G) \backslash I)$. We say that an independent set $I$ in $G$ is 2-maximal if $I$ is a maximal independent set and $(I \backslash\{v\}) \cup\left\{u, u^{\prime}\right\}$ is not an independent set for every $v \in I$ and $u, u^{\prime} \in V(G)$. That is, $I$ is 2-maximal if $I$ is maximal and no vertex in $I$ can be replaced by 2 vertices from $V(G) \backslash I$.

We use $\mathcal{Q}(G)$ to denote the family of all maximal cliques in $G$. For $\ell>0$, we denote by $\mathcal{Q}^{\ell}(G)$, the family of all maximal cliques in $G$ of size at least $\ell$. We also define two vertex subsets as follows: $L^{\ell}(G)=\bigcup_{Q \in \mathcal{Q}^{\ell}(G)} V(Q)$, and $M^{\ell}(G)=V(G) \backslash L^{\ell}(G)$. That is, $L^{\ell}(G)$ is the set of all vertices in $G$ that belong to at least one maximal clique of size at least $\ell$, and $M^{\ell}(G)$ contains the remaining vertices. Notice that $\left\{L^{\ell}(G), M^{\ell}(G)\right\}$ is a partition of $V(G)$ (with one of the parts possibly being empty).

Let $G$ be a graph and $\mathcal{H}$ a family of subgraphs of $G$. By $I^{2}(\mathcal{H})$, we denote the set of vertices in $G$ that belong to at least two graphs in $\mathcal{H}$, i.e., $I^{2}(\mathcal{H})=\bigcup_{\substack{H_{1}, H_{2} \in \mathcal{H} \\ H_{1} \neq H_{2}}}\left(V\left(H_{1}\right) \cap V\left(H_{2}\right)\right)$. With a slight abuse of terminology, we say that the family $\mathcal{H}$ is disjoint if the graphs in $\mathcal{H}$ are pairwise vertex-disjoint, i.e., if $I^{2}(\mathcal{H})=\emptyset$.

We assume a basic familiarity with concepts in parameterized complexity such as fixedparameter tractability, kernelization and $\mathrm{W}[1]$-hardness. We do not define these terms here, and refer the reader to the book by Cygan et al. [15] for an introduction to parameterized complexity.

### 2.2 Summary of Results from [28] and [43]

In this section, we briefly summarise the results due to Fox et al. [28] and Koana et al. [43] that we will be using throughout this paper. Following the notation of Koana et al. [43], for positive integers $a, b$ and $c$, we let $R_{c}(a, b)=(c-1)\binom{b-1}{2}+(a-1)(b-1)+1$.

- Lemma 1 ([43]). For positive integers $a, b$ and $c$, every c-closed graph with at least $R_{c}(a, b)$ vertices contains either a clique of size $a$ or an independent set of size $b$.

Remark 2. The proof of the above lemma [43, Proof of Lemma 3.1], in fact, shows that if $G$ is a $c$-closed graph on at least $R_{c}(a, b)$ vertices such that $G$ contains no clique of size $a$, then any 2-maximal independent set in $G$ has size at least $b$.

Recall that the Independent Set problem takes a graph $G$ and a non-negative integer $k$ as input, and the task is to decide if $G$ has an independent set of size at least $k$. Koana et al. [43] also showed that the Independent Set problem on $c$-closed graphs admits a kernel with $c k^{2}$ vertices. Specifically, they proved the following.

- Lemma 3 ([43]). There is an algorithm that, given a graph $G$ and a non-negative integer $k$ as input, runs in polynomial time, and outputs a graph $G^{\prime}$ such that (i) $G^{\prime}$ is an induced subgraph of $G$, (ii) $G$ has an independent set of size $k$ if and only if $G^{\prime}$ has an independent set of size $k$, and (iii) if $\left|V\left(G^{\prime}\right)\right|>c k^{2}$ then any maximal independent set in $G^{\prime}$ has size at least $k$.

Note that Lemma 3 immediately leads to an algorithm to solve the Independent Set problem on $c$-closed graphs in time $2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)}$.

- Corollary 4. There is an algorithm that, given an n-vertex c-closed graph $G$ and a nonnegative integer $k$ as input, runs in time $2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)}$, and either returns a $k$-sized independent set of $G$ if one exists, or correctly reports that no such set exists.

Proof. Given $G$ and $k$, we first run the polynomial time algorithm in Lemma 3 and compute $G^{\prime}$, as described in Lemma 3. If $\left|V\left(G^{\prime}\right)\right|>c k^{2}$, then we return any maximal independent set in $G^{\prime}$, which can be found in polynomial time. Otherwise $\left|V\left(G^{\prime}\right)\right| \leq c k^{2}$, and we do as follows. We go over all $k$-sized subsets of $V\left(G^{\prime}\right)$, and check if any of them is an independent set; and if there exists an independent set $I \subseteq V\left(G^{\prime}\right)$ with $|I|=k$, then we return $I$, and otherwise we return that $G$ has no independent set of size $k$. Note that since $G^{\prime}$ has at most $c k^{2}$ vertices, the last step only takes time $\binom{c k^{2}}{k} \cdot\left(c k^{2}\right)^{\mathcal{O}(1)}=c^{k} \cdot k^{2 k} \cdot\left(c k^{2}\right)^{\mathcal{O}(1)}=$ $2^{k \log c} \cdot 2^{2 k \log k} \cdot\left(c k^{2}\right)^{\mathcal{O}(1)}=2^{\mathcal{O}(k \log (c k))}\left(c k^{2}\right)^{\mathcal{O}(1)}$. Thus the total runtime of the procedure is bounded by $n^{\mathcal{O}(1)}+2^{\mathcal{O}(k \log (c k))}\left(c k^{2}\right)^{\mathcal{O}(1)} \leq 2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)}$.

The correctness of the procedure follows from property (ii) in the statement of Lemma 3, and the fact that since $G^{\prime}$ is an induced subgraph of $G$, any independent set in $G^{\prime}$ is also an independent set in $G$ and vice versa.

Fox et al. [28] showed that the number of maximal cliques in an $n$-vertex $c$-closed graph is bounded by $2^{\mathcal{O}(c)} n^{2}$. Specifically, they proved the following.

Lemma 5 ([28]). Let $G$ be a c-closed graph on $n$ vertices. Then $G$ contains at most $3^{(c-1) / 3} n^{2}$ maximal cliques. Moreover, there is an algorithm that, given $G$ as input, runs in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$, and enumerates all maximal cliques in $G$.

### 2.3 Some Preliminary Lemmas

We now prove a few lemmas that we will be using throughout this paper.

- Lemma 6. Let $G$ be a c-closed graph, and $Q$ a maximal clique in $G$. Then, for any $v \in V(G) \backslash V(Q), v$ has at most $c-1$ neighbours in $V(Q)$, i.e., $|N(v) \cap V(Q)| \leq c-1$.

Proof. If $v \in V(G) \backslash V(Q)$ has at least $c$ neighbours in $V(Q)$, then for any $u \in V(Q) \backslash N(v)$, $u$ and $v$ have at least $c$ common neighbours. This implies that $u$ and $v$ must be adjacent for every $u \in V(Q)$, which contradicts the maximality of $Q$.

Lemma 6 immediately implies that two maximal cliques in a $c$-closed graph can intersect in at most $c-1$ vertices.

- Corollary 7. Let $G$ be a c-closed graph, and let $Q_{1}$ and $Q_{2}$ be two distinct maximal cliques in $G$. Then, $\left|V\left(Q_{1}\right) \cap V\left(Q_{2}\right)\right| \leq c-1$.

Proof. Since $Q_{1}$ and $Q_{2}$ are distinct maximal cliques, there exists a vertex $v \in V\left(Q_{1}\right) \backslash V\left(Q_{2}\right)$. Now, if $\left|V\left(Q_{1}\right) \cap V\left(Q_{2}\right)\right| \geq c$, it would imply that $\left|N(v) \cap V\left(Q_{2}\right)\right| \geq c$, which by Lemma 6 is not possible.

Another immediate consequence of Lemma 6 is that in a $c$-closed graph $G$, every "small" dominating set of $G$ must intersect every "large" clique in $G$. We formally prove this below.

- Corollary 8. Let $G$ be a c-closed graph and $k$ a non-negative integer. Let $D$ be a dominating set of $G$ of size at most $k$, and $C$ a maximal clique in $G$ of size at least $(c-1) k+1$. Then, $D \cap V(C) \neq \emptyset$.

Proof. Since $D$ is a dominating set of $G, D$ dominates every vertex of $G$. In particular, $D$ dominates $V(C)$. By Lemma 6, every vertex $v \in D \backslash V(C)$ can dominate at most $c-1$ vertices of $C$. Since $|D \backslash V(C)| \leq|D| \leq k, D \backslash V(C)$ dominates at most $(c-1) k$ vertices of $C$. And since $|V(C)| \geq(c-1) k+1$, we must have $D \cap V(C) \neq \emptyset$.

We now show that if a $c$-closed graph $G$ contains sufficiently many large maximal cliques, then $G$ contains a sufficiently large independent set as well. Recall that for $\ell>0, \mathcal{Q}^{\ell}(G)$ denotes the set of all maximal cliques of size at least $\ell$ in $G$; and for integers $a$ and $b$, we defined $\beta(a, b)=2[(a-1)(b-1)+1]$.

- Lemma 9. Let $\ell$ be a positive integer, and $G$ be a c-closed graph such that $\left|\mathcal{Q}^{\beta(c, \ell)}(G)\right| \geq \ell$. Then, $G$ has an independent set of size $\ell$. Moreover, there is a polynomial time algorithm that, given a c-closed graph $G$ and distinct $Q_{1}, Q_{2}, \ldots, Q_{\ell} \in \mathcal{Q}^{\beta(c, \ell)}(G)$ as input, returns an $\ell$-sized independent set in $G$.

Proof. Let $Q_{1}, Q_{2}, \ldots, Q_{\ell} \in \mathcal{Q}^{\beta(c, \ell)}(G)$ be distinct. For each $j \in[\ell]$, let $X_{j}=\{v \in$ $V\left(Q_{j}\right) \mid v \in V\left(Q_{i}\right)$ for some $\left.i \in[\ell] \backslash\{j\}\right\}$. That is, $X_{j}=\bigcup_{i \in[\ell] \backslash j}\left(V\left(Q_{i}\right) \cap V\left(Q_{j}\right)\right)$. Note that by Corollary 7 , we have $\left|X_{j}\right| \leq(c-1)(\ell-1)$.

We construct an $\ell$-sized independent set $I$ as follows. Pick an arbitrary vertex $v_{1}$ from $V\left(Q_{1}\right) \backslash X_{1}$ into $I$. For $j=2,3, \ldots, \ell$, pick a vertex $v_{j}$ from $V\left(Q_{j}\right) \backslash\left(X_{j} \cup \bigcup_{i<j} N\left(v_{i}\right)\right)$. Note that for each $j$, we have $\left|X_{j}\right| \leq(c-1)(\ell-1)$, and for each $i<j$, by Lemma 6 , $\left|N\left(v_{i}\right) \cap V\left(Q_{j}\right)\right| \leq c-1$, and therefore, $\left|\left(\bigcup_{i<j} N\left(v_{i}\right)\right) \cap V\left(Q_{j}\right)\right| \leq(c-1)(i-1) \leq(c-1)(\ell-1)$. Thus, $\mid X_{j} \cup \bigcup_{i<j}\left(N\left(v_{i}\right) \cap V\left(Q_{j}\right) \mid \leq 2(c-1)(\ell-1)\right.$. We thus have $V\left(Q_{j}\right) \backslash\left(X_{j} \cup \bigcup_{i<j} N\left(v_{i}\right)\right) \neq$ $\emptyset$, as $\left|V\left(Q_{j}\right)\right| \geq \beta(c, \ell)>2(c-1)(\ell-1)$, and therefore, we can always pick a $v_{j}$ as required. Moreover, by definition, $v_{j} \notin N\left(v_{i}\right)$ for $i<j$, and thus the set $I=\left\{v_{1}, v_{2}, \ldots, v_{\ell}\right\}$ we constructed is indeed an independent set.

Finally, observe that the procedure described above to construct $I$ can be executed in polynomial time, when $G$ and the cliques $Q_{1}, Q_{2}, \ldots, Q_{\ell}$ are given as input, which leads to the algorithm required by the statement of the lemma. (The fact that $G$ contains an independent set of size $\ell$ implies that $\ell \leq|V(G)|$, and therefore the dependence of the runtime on $\ell$ is also bounded by a polynomial function of $|V(G)|$.)

- Lemma 10. Let $\ell$ be a positive integer. Let $G$ be a graph and $V_{1}, V_{2}, \ldots, V_{\ell} \subseteq V(G)$ be such that $\bigcup_{i \in[\ell]} V_{i}=V(G)$, and $G\left[V_{i}\right]$ is a clique for every $i \in[\ell]$. Then, every independent set in $G$ has size at most $\ell$.

Proof. Let $I \subseteq V(G)$ be an independent set in $G$. Note that for every $i \in[\ell]$, we have $\left|I \cap V_{i}\right| \leq 1$, as $V_{i}$ induces a clique, and $I$ is an independent set. Then, as $V(G)=\bigcup_{i \in[\ell]} V_{i}$, we get $I=\bigcup_{i \in[\ell]}\left(I \cap V_{i}\right)$, which implies that $|I| \leq \ell$.

The following lemma says that given a $c$-closed graph $G$ and an integer $\ell$, in polynomial time, we can either find an independent set of size $\ell$ or conclude that every independent set has size $\mathcal{O}\left(c \cdot \ell^{2}\right)$. Recall that we defined $\beta(c, \ell)=2[(c-1)(\ell-1)+1] ; \mathcal{Q}^{\beta(c, \ell)}(G)$ to be the set of all maximal cliques of size at least $\beta(c, \ell)$ in $G ; L^{\beta(c, \ell)}(G)$ to be the set of all vertices in $G$ that belong to at least one maximal clique of size at least $\beta(c, \ell)$, i.e., $L^{\beta(c, \ell)}(G)=\bigcup_{Q \in \mathcal{Q}^{\beta(c, \ell)}(G)} V(Q) ;$ and $M^{\beta(c, \ell)}(G)=V(G) \backslash L^{\beta(c, \ell)}(G)$.

- Lemma 11. There is an algorithm that, given an n-vertex c-closed graph $G$ and $a$ positive integer $\ell$ as input, runs in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$, and either returns an independent set of size at least $\ell$, or correctly reports that every independent set in $G$ has size at most $(\ell-1)+R_{c}(\beta(c, \ell), \ell)-1=\mathcal{O}\left(c \cdot \ell^{2}\right)$.

Proof. Given $G$ and $\ell$ as input, our algorithm works as follows. We first use the algorithm in Lemma 5 to construct $\mathcal{Q}^{\beta(c, \ell)}(G)$ in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. If $\left|\mathcal{Q}^{\beta(c, \ell)}(G)\right| \geq \ell$, then we return an $\ell$-sized independent set constructed using the algorithm in Lemma 9.

Otherwise we construct the sets $L^{\beta(c, \ell)}(G)$ and $M^{\beta(c, \ell)}(G)$. By the definition of the sets $L^{\beta(c, \ell)}(G)$ and $M^{\beta(c, \ell)}(G)$, the induced subgraph $G^{\prime}=G\left[M^{\beta(c, \ell)}(G)\right]$ contains no clique of size $\beta(c, \ell)$. And $G^{\prime}$, being an induced subgraph of $G$, is $c$-closed. So, if $\left|V\left(G^{\prime}\right)\right| \geq R_{c}(\beta(c, \ell), \ell)$, then by Lemma $1, G^{\prime}$ contains an independent set of size $\ell$. Thus, if $\left|V\left(G^{\prime}\right)\right| \geq R_{c}(\beta(c, \ell), \ell)$, then we return a 2 -maximal independent set in $G^{\prime}$, which can be computed in polynomial time, and which, by Remark 2, has size at least $\ell$.

Otherwise, if $\left|\mathcal{Q}^{\beta(c, \ell)}(G)\right| \leq \ell-1$ and $\left|V\left(G^{\prime}\right)\right|=\left|M^{\beta(c, \ell)}(G)\right| \leq R_{c}(\beta(c, \ell), \ell)-1$, then we return that every independent set in $G$ has size at most $(\ell-1)+R_{c}(\beta(c, \ell), \ell)-1$.

To see the correctness of the last step, assume that $\left|\mathcal{Q}^{\beta(c, \ell)}(G)\right| \leq \ell-1$ and $\left|V\left(G^{\prime}\right)\right|=$ $\left|M^{\beta(c, \ell)}(G)\right| \leq R_{c}(\beta(c, \ell), \ell)-1$. Note that by definition, $L^{\beta(c, \ell)}(G)=\bigcup_{Q \in \mathcal{Q}^{\beta(c, \ell)}(G)} V(Q)$, i.e., a union of cliques. Therefore, by Lemma 10, any independent set in $G\left[L^{\beta(c, \ell)}(G)\right]$ has size at most $\left|\mathcal{Q}^{\beta(c, \ell)}(G)\right| \leq \ell-1$. Finally, as $\left\{L^{\beta(c, \ell)}(G), M^{\beta(c, \ell)}(G)\right\}$ is a partition of $V(G)$, for any independent set $I \subseteq V(G)$, we have $|I|=\left|I \cap L^{\beta(c, \ell)}(G)\right|+\left|I \cap M^{\beta(c, \ell)}(G)\right| \leq$ $(\ell-1)+\left|M^{\beta(c, \ell)}(G)\right| \leq(\ell-1)+R_{c}(\beta(c, \ell), \ell)-1$.

Note that the only time consuming step in this algorithm is the construction of the family $\mathcal{Q}^{\beta(c, \ell)}(G)$ in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. The rest of the steps run in polynomial time. Hence, the lemma follows.

Recall that for $V^{\prime} \subseteq V(G)$, we defined $C N\left(V^{\prime}\right)$ to be the set of common neighbours of the vertices in $V^{\prime}$, i.e., $C N\left(V^{\prime}\right)=\bigcap_{v \in V^{\prime}} N(v)$. Also, for $V^{\prime} \subseteq V(G)$ with $\left|V^{\prime}\right| \geq 2$, we defined $N^{[2]}\left(V^{\prime}\right)$ to be the union of the sets of common neighbours of every pair of vertices in $V^{\prime}$, i.e., $N_{G}^{[2]}\left(V^{\prime}\right)=\left(\bigcup_{\substack{u, v \in V^{\prime} \\ u \neq v}} C N(\{u, v\})\right) \backslash V^{\prime}$. The next lemma says that if $D$ is a dominating set of size at most $k$ and $I$ is an independent set of size $k+1$, then there exists a vertex in $D$ that dominates at least two vertices of $I$. In other words, $D$ must intersect $N^{[2]}(I)$.

- Lemma 12. Let $G$ be a graph and $k$ a non-negative integer. Let $I$ be an independent set in $G$ of size $k+1$. For a dominating set $D$ of $G$, if $|D| \leq k$, then $D \cap N^{[2]}(I) \neq \emptyset$. Moreover, if $G$ is $c$-closed, then $\left|N^{[2]}(I)\right| \leq(c-1)\binom{k+1}{2}$.

Proof. Assume that $D$ is a dominating set of size at most $k$. Then, since $|I|=k+1$, by the pigeonhole principle, there exists a vertex $v \in D$ and a pair of distinct vertices $u, u^{\prime} \in I$ such that $v$ dominates both $u$ and $u^{\prime}$, i.e., $v \in N[u] \cap N\left[u^{\prime}\right]$. Note that since $u u^{\prime} \notin E(G)$ as $I$ is an independent set, it follows that $v \neq u$ and $v \neq u^{\prime}$. And thus, $v \in N(u) \cap N\left(u^{\prime}\right)$, which implies that $v \in N^{[2]}(I)$. Now, if $G$ is $c$-closed, then by the
definition of $c$-closed graphs, we have $\left|N(u) \cap N\left(u^{\prime}\right)\right| \leq c-1$, as $u u^{\prime} \notin E(G)$. This implies that $\left|N^{[2]}(I)\right| \leq\left|\bigcup_{\substack{u, u^{\prime} \in I \\ u \neq u^{\prime}}} N(u) \cap N\left(u^{\prime}\right)\right| \leq(c-1)\binom{k+1}{2}$.

We conclude this section with the following lemma, which says that for a $c$-closed graph $G$ and $Y \subseteq V(G)$ of size at most $c-1$, the common neighbours of $Y$ induces a $(c-|Y|)$-closed graph.

- Lemma 13. Let $G$ be a $c$-closed graph, and $Y \subseteq V(G)$ be such that $|Y| \leq c-1$. Then, the graph $G[C N(Y)]$ is $(c-|Y|)$-closed.

Proof. Let $G^{\prime}=G[C N(Y)]$. Consider a pair of distinct vertices $u, v \in V\left(G^{\prime}\right)$. Since $G^{\prime}$ is a subgraph of $G$, we have $N_{G}(u) \supseteq N_{G^{\prime}}(u)$ and $N_{G}(v) \supseteq N_{G^{\prime}}(v)$, and thus $C N_{G}(\{u, v\}) \supseteq$ $C N_{G^{\prime}}(\{u, v\})$. Also, since $u, v \in C N_{G}(Y)$, we have $C N_{G}(\{u, v\}) \supseteq Y$. Thus, $C N_{G}(\{u, v\}) \supseteq$ $C N_{G^{\prime}}(\{u, v\}) \cup Y$. Also, note that since $V\left(G^{\prime}\right) \cap Y=\emptyset$, we have $C N_{G^{\prime}}(\{u, v\}) \cap Y=\emptyset$, and therefore, $\left|C N_{G^{\prime}}(\{u, v\}) \cup Y\right|=\left|C N_{G^{\prime}}(\{u, v\})\right|+|Y|$.

Now, assume that $\left|C N_{G^{\prime}}(\{u, v\})\right| \geq c-|Y|$. Then, from the previous observations, we get that $\left|C N_{G}(\{u, v\})\right| \geq\left|C N_{G^{\prime}}(\{u, v\}) \cup Y\right| \geq c-|Y|+|Y|=c$. Then, as $G$ is $c$-closed, we have $u v \in E(G)$, which implies that $u v \in E\left(G^{\prime}\right)$ as well.

## 3 Perfect Code on c-Closed Graphs

A perfect code of a graph $G$ is a dominating set of $G$ that dominates every vertex of $G$ exactly once. That is, $D \subseteq V(G)$ is a perfect code if $|N[v] \cap D|=1$, for every $v \in V(G)$. Note that the definition immediately implies that for a perfect code $D$, and for every pair of distinct vertices $x, y \in D$, we have $\operatorname{dist}_{G}(x, y) \geq 3$. If $x y \in E(G)$, then $x, y \in N[x] \cap D$, and if $G$ contains a path $x v y$ then $x, y \in N[v] \cap D$, neither of which is possible. The Perfect Code problem, which we formally define below, asks if a given graph contains a perfect code of a certain size.
Perfect Code Parameter: $k+c l(G)$

Input: An undirected graph $G$ and a non-negative integer $k$.
Question: Does $G$ have a perfect code of size at most $k$ ?
In this section, we show that Perfect Code admits an algorithm on $c$-closed graphs that runs in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$. Moreover, we show that for each fixed positive integer $c$, the Perfect Code problem on $c$-closed graphs admits a kernel with $\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right)$ vertices.

To design our algorithm and kernel, we consider a slightly more general version of the problem, which we call BW-Perfect Code. A bw-graph is a graph $G$ along with a partition of $V(G)$ into two parts, $B$ and $W$. We do not require that both $B$ and $W$ be non-empty. We call the elements of $B$ black vertices and the elements of $W$ white vertices, and for convenience we write that $(G, B, W)$ is a bw-graph. A bw-perfect code of $(G, B, W)$ is a set of vertices $D \subseteq B$ such that $|N[v] \cap D|=1$ for every $v \in V(G)$. That is, a bw-perfect code is a set of black vertices that dominates every vertex of $G$ exactly once. We formally define the BW-Perfect Code problem below.

## BW-Perfect Code

Parameter: $k+\operatorname{cl}(G)$
Input: A bw-graph $(G, B, W)$ and a non-negative integer $k$.
Question: Does $(G, B, W)$ have a bw-perfect code of size at most $k$ ?
It is not difficult to see that an instance $(G, k)$ of Perfect Code can be reduced to an equivalent instance $((G, B, W), k)$ of BW-Perfect Code by taking $B=V(G)$ and $W=\emptyset$.

For future reference, we record below the following observation that will be used throughout this section.

- Observation 14. Let $(G, B, W)$ be a bw-graph, and $D \subseteq B$ a bw-perfect code of $G$. Then, (i) $D$ is a dominating set of $G$, and (ii) $\operatorname{dist}_{G}(x, y) \geq 3$ for every pair of distinct vertices $x, y \in D$.

We first develop some preparatory results that will be useful for both our algorithm and kernel. We begin by introducing a reduction rule, which says that if two vertices have the same closed neighbourhood and have the same colour, then we can safely delete one of them.

- Reduction Rule 15. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. Let $x, y \in V(G)$ be distinct vertices such that $N_{G}[x]=N_{G}[y]$. If $x, y \in B$ or $x, y \in W$, then delete $x$.
- Lemma 16. Reduction Rule 15 is safe.

Proof. Informally, the reduction rule is safe because $N_{G}[x]=N_{G}[y]$, and therefore, a vertex $v \in V(G)$ dominates $x$ if and only if $v$ dominates $y$. We now prove this formally. Let $x, y \in V(G)$ be such that $x \neq y$ and $N_{G}[x]=N_{G}[y]$. Let $x, y \in B$ or $x, y \in W$, and the graph $G^{\prime}=G-x$ be obtained by a single application of Reduction Rule 15. We prove the safeness of the rule by showing that $((G, B, W), k)$ is a yes-instance of BW-Perfect Code if and only if $\left(\left(G^{\prime}, B \backslash\{x\}, W \backslash\{x\}\right), k\right)$ is a yes-instance of BW-Perfect Code.

Assume that $((G, B, W), k)$ is a yes-instance of BW-Perfect Code, and let $D$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. If $x \notin D$, then clearly $D$ is a perfect code of $G^{\prime}$ as well. So assume that $x \in D$. This means that $x \in B$, and therefore, by assumption, $y \in B$. Observe that since $N_{G}[x]=N_{G}[y]$, we have $x y \in E(G)$. Then, by Observation 14, we have $y \notin D$. We claim that $D^{\prime}=(D \backslash\{x\}) \cup\{y\}$ is a bw-perfect code of $G^{\prime}$. Note that for every $v \in V\left(G^{\prime}\right) \backslash N_{G^{\prime}}[y]$, we have $N_{G}[v]=N_{G^{\prime}}[v]$. Therefore, $D^{\prime} \cap N_{G^{\prime}}[v]=((D \backslash\{x\}) \cup y) \cap N_{G}[v]=D \cap N_{G}[v]$. Now, since $D$ is a bw-perfect code of $G$, we have $\left|N_{G}[v] \cap D\right|=1$, which implies that $\left|N_{G^{\prime}}[v] \cap D^{\prime}\right|=1$. Now, for every $v \in N_{G^{\prime}}[y]$, note that $D \cap N_{G}[v]=\{x\}$, and therefore, $(D \backslash\{x\}) \cap N_{G^{\prime}}[v]=\emptyset$. Thus, $\left|D^{\prime} \cap N_{G^{\prime}}[v]\right|=|\{y\}|=1$, which proves that $D^{\prime}$ is a bw-perfect code of $G^{\prime}$ of size at most $k$.

Conversely, assume that $\left(\left(G^{\prime}, B \backslash\{x\}, W \backslash\{x\}\right), k\right)$ is a yes-instance of BW-PERFECT Code, and let $D^{\prime \prime}$ be a bw-perfect code of $G^{\prime}$ of size at most $k$. We claim that $D^{\prime \prime}$ is a perfect code of $G$ as well. Note that for every vertex $v \in V(G) \backslash\{x\}$, we have $N_{G^{\prime}}[v]=N_{G}[v] \backslash\{x\}$, and therefore, $\left|D^{\prime \prime} \cap N_{G}[v]\right|=\left|D^{\prime \prime} \cap N_{G^{\prime}}[v]\right|=1$. Now, by the definition of a perfect code, there exists a unique $w \in N_{G^{\prime}}[y]$ such that $D^{\prime \prime} \cap N_{G^{\prime}}[y]=\{w\}$. And note that since $N_{G}[x]=N_{G}[y]$, we have $w \in N_{G}[x]$. Thus, $\left|D^{\prime \prime} \cap N_{G}[x]\right|=|\{w\}|=1$. This proves that $D^{\prime \prime}$ is a bw-perfect code of $G$ as well.

- Remark 17. Note that Reduction Rule 15 can be applied in polynomial time, and will be applied to an instance $((G, B, W), k)$ at most $|V(G)|-1$ times. So, from now on, whenever considering an instance of $((G, B, W), k)$ of BW-Perfect Code, we assume that Reduction Rule 15 has been applied exhaustively to $((G, B, W), k)$.

The following lemma says that (when Reduction Rule 15 is no longer applicable), any maximal clique $Q$ in $G$ can contain at most two vertices that do not have neighbours in $V(G) \backslash V(Q)$.

- Lemma 18. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. For any maximal clique $Q$ in $G$, we have $\left|V(Q) \backslash \bigcup_{v \in V(G) \backslash V(Q)} N(v)\right| \leq 2$.

Proof. By Remark 17, Reduction Rule 15 has been applied exhaustively to $((G, B, W), k)$. Now, assume that the lemma is not true. Let $Q$ be a maximal clique in $G$ such that $\left|V(Q) \backslash \bigcup_{v \in V(G) \backslash V(Q)} N(v)\right| \geq 3$. That is, there exist three distinct vertices, say $x_{1}, x_{2}, x_{3} \in$ $V(Q)$, such that $N\left[x_{i}\right]=V(Q)$ for $i \in[3]$. Note that $N\left[x_{i}\right]=N\left[x_{j}\right]$ for every $\{i, j\} \subseteq[3]$. And at least two of $x_{1}, x_{2}$ and $x_{3}$ must be black or at least two of them must be white. But this is not possible as Reduction Rule 15 has been applied exhaustively to $((G, B, W), k)$.

We now focus specifically on $c$-closed graphs. In the rest of this section, whenever we consider an instance of $((G, B, W), k)$ of BW-Perfect Code, we assume that $G$ is a $c$-closed graph.

Recall that for integers $a$ and $b$, we defined $\alpha(a, b)=(a-1) b+1$. In the next three lemmas, we explore how a bw-perfect code of size at most $k$ interacts with "large" maximal cliques. In this section, by a large clique, we mean a clique of size at least $\alpha(c, k)$. We have already shown in Corollary 8 that every dominating set of size at most $k$ must intersect every large maximal clique. The next lemma shows that every bw-perfect code of size at most $k$ must intersect every large maximal clique in exactly one vertex. Recall that $\mathcal{Q}^{\alpha(c, k)}(G)$ denotes the set of all maximal cliques of size at least $\alpha(c, k)$ in $G$.

- Lemma 19. Let $((G, B, W), k)$ be an instance of BW-Perfect Code, and $D \subseteq B a$ bw-perfect code of $(G, B, W)$ of size at most $k$. Then, for every $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$, we have $|V(Q) \cap D|=1$.

Proof. Since $D$ is a bw-perfect code of $G$, by Observation $14, D$ is a dominating set of $G$. Then, by Corollary $8,|V(Q) \cap D| \geq 1$. But again by Observation $14, D$ must be an independent set, and since $Q$ is a clique, $D$ can intersect $Q$ in at most 1 vertex. And the lemma follows.

As an immediate consequence of Lemma 19, we derive the following corollary, which says that if two distinct large maximal cliques intersect, then exactly one vertex from their intersection must belong to every bw-perfect code of size at most $k$.

- Corollary 20. Let $((G, B, W), k)$ be an instance of BW-Perfect Code, and $D \subseteq B$ a bw-perfect code of $(G, B, W)$ of size at most $k$. Let $Q_{1}, Q_{2} \in \mathcal{Q}^{\alpha(c, k)}(G)$ be distinct and $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \neq \emptyset$. Then there exists $v \in V\left(Q_{1}\right) \cap V\left(Q_{2}\right)$ such that $V\left(Q_{1}\right) \cap D=$ $V\left(Q_{2}\right) \cap D=\{v\}$.

Proof. Lemma 19 implies that $\left|V\left(Q_{i}\right) \cap D\right|=1$ for $i \in[2]$. Let $\left\{v_{i}\right\}=V\left(Q_{i}\right) \cap D$, for $i \in[2]$. We claim that $v_{1}=v_{2}$. Suppose not. Note that $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \neq \emptyset$. Then for every $w \in V\left(Q_{1}\right) \cap V\left(Q_{2}\right)$, we have $v_{1}, v_{2} \in N[w] \cap D$, which, by the definition of a perfect code, is not possible.

The following lemma says that every perfect code of size at most $k$ must necessarily exclude vertices that are endpoints of edges between different large maximal cliques. It is essentially a consequence of property (ii) in Observation 14.

- Lemma 21. Let $((G, B, W), k)$ be an instance of BW-Perfect Code, and let $D$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Let $Q_{1}, Q_{2} \in \mathcal{Q}^{\alpha(c, k)}(G)$. Then, for any $x \in V\left(Q_{1}\right) \backslash V\left(Q_{2}\right)$ and $y \in V\left(Q_{2}\right) \backslash V\left(Q_{1}\right)$ such that $x y \in E(G)$, we have $D \cap\{x, y\}=\emptyset$.

Proof. Since $Q_{1}, Q_{2} \in \mathcal{Q}^{\alpha(c, k)}(G)$, we have $\left|V\left(Q_{i}\right)\right| \geq(c-1) k+1$, for $i \in[2]$. Then, since $D$ is a bw-perfect code of size at most $k$, Lemma 19 implies that $\left|V\left(Q_{i}\right) \cap D\right|=1$ for $i \in[2]$. Let $\left\{v_{i}\right\}=V\left(Q_{i}\right) \cap D$ for $i \in[2]$. Note that to prove the lemma, it is sufficient to prove
that $v_{1} \neq x$ and $v_{2} \neq y$. Assume for a contradiction that $v_{1}=x$. Note that $v_{1}=x \neq y$, as $v_{1}=x \in V\left(Q_{1}\right) \backslash V\left(Q_{2}\right)$. Then, $v_{1} y v_{2}$ is path of length 2 if $v_{2} \neq y$, and $(x=) v_{1} v_{2}(=y)$ is a path of length 1 if $y=v_{2}$. In either case, we have $\operatorname{dist}\left(v_{1}, v_{2}\right) \leq 2$, which, by Observation 14, is not possible. By reversing the roles of $Q_{1}$ and $Q_{2}$, we can conclude that $y \notin D$ as well.

Notation. Consider a bw-graph $(G, B, W)$ and a vertex $v \in V(G)$. By $\left(G_{v}, B_{v}, W_{v}\right)$, we denote the bw-graph obtained by deleting $N_{G}[v]$ from $G$, and by colouring all neighbours of $N_{G}(v)$ white. That is, $G_{v}=G-N_{G}[v], W_{v}=\left(W \backslash N_{G}[v]\right) \cup N_{G}\left(N_{G}(v)\right)$, and $B_{v}=V\left(G_{v}\right) \backslash W_{v}$. Recall that $L^{\alpha(c, k)}(G)=\bigcup_{Q \in \mathcal{Q}^{\alpha(c, k)}(G)} V(Q)$ and $M^{\alpha(c, k)}(G)=V(G) \backslash L^{\alpha(c, k)}(G)$. That is, $L^{\alpha(c, k)}(G)$ contains all the vertices in $G$ that belong to at least one maximal clique of size at least $\alpha(c, k)$, and $M^{\alpha(c, k)}(G)$ contains the remaining vertices. Now, for each $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$, we define $Z(Q)$ to be the set of vertices in $V(Q)$ that have neighbours in some other maximal clique of size at least $\alpha(c, k)$, i.e., $Z(Q)=\{u \in V(Q) \mid u v \in E(G)$ for some $v \in$ $V\left(Q^{\prime}\right)$, where $Q^{\prime} \in \mathcal{Q}^{\alpha(c, k)}(G)$ and $\left.u \notin V\left(Q^{\prime}\right)\right\}$; and $Z(G)=\bigcup_{Q \in \mathcal{Q}^{\alpha(c, k)}(G)} Z(Q)$. Notice that in the definition of $Z(Q)$, the condition $u \notin V\left(Q^{\prime}\right)$, in fact, implies that $Q \neq Q^{\prime}$. For $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$ and a set $S \subseteq M^{\alpha(c, k)}(G)$ such that $N_{G}[S] \subseteq M^{\alpha(c, k)}(G)$, let $Y(Q, S) \subseteq V(Q)$ be the set of vertices $u$ in $Q$ such that $u$ has a common neighbour with some vertex in $S$, i.e., $Y(Q, S)=\{u \in V(Q) \mid$ there exist $v \in V(G)$ and $w \in S$ such that $u v, v w \in E(G)\}$; and $Y(G, S)=\bigcup_{Q \in \mathcal{Q}^{\alpha(c, k)}(G)} Y(Q, S)$. We may think of the vertices of $Z(G)$ and $Y(G, S)$ as forbidden vertices-the vertices that cannot belong to a bw-perfect code (that contains $S$ ); we will prove this formally. The following corollary follows immediately from Lemma 21 and the definition of $Z(G)$.

- Corollary 22. Let $((G, B, W), k)$ be an instance of BW-Perfect Code, and let $D$ be $a$ bw-perfect code of $(G, B, W)$ of size at most $k$. Then $Z(G) \cap D=\emptyset$.


### 3.1 FPT Algorithm for Perfect Code on c-Closed Graphs

In this subsection, we focus exclusively on designing our algorithm for Perfect Code. We continue with proving structural results that explore the properties of a bw-perfect code. The first of these results says that if $D$ is a bw-perfect code of size at most $k$, then the intersection of $D$ with $M^{\alpha(c, k)}(G)$ does not dominate any vertex of $L^{\alpha(c, k)}(G)$.

- Lemma 23. Let $D$ be a bw-perfect code of $(G, B, W)$ of size at most $k$, and let $S=$ $D \cap M^{\alpha(c, k)}(G)$. Then, $N_{G}[S] \subseteq M^{\alpha(c, k)}(G)$.

Proof. Suppose not. Then $N_{G}[S] \cap L^{\alpha(c, k)}(G) \neq \emptyset$. That is, there exists a maximal clique $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$ such that $N_{G}[S] \cap V(Q) \neq \emptyset$. Let $v \in N_{G}[S] \cap V(Q)$. Since $v \in N_{G}[S] \cap L^{\alpha(c, k)}(G)$, we have $v \notin S$, as $S \subseteq M^{\alpha(c, k)}(G)$. Then, since $v \in N_{G}[S]$, there exists $u \in S$ such that $u v \in E(G)$. Now, by Lemma $19,|V(Q) \cap D|=1$. Let $\{w\}=V(Q) \cap D$. Then, $u, w \in N_{G}[v] \cap D$, which is not possible.

Recall that for a large maximal clique $Q$ and $S \subseteq M^{\alpha(c, k)}(G)$ with $N_{G}[S] \subseteq M^{\alpha(c, k)}(G)$, we defined $Y(Q, S)$ to be the set of vertices $u \in V(Q)$ such that $u$ has a common neighbour with some vertex in $S$. The next lemma says that no vertex from $Y(Q, S)$ can belong to a bw-perfect code of size at most $k$.

Lemma 24. Let $((G, B, W), k)$ be an instance of BW-Perfect Code, and let $D$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Let $S=D \cap M^{\alpha(c, k)}(G)$. Then for every $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$, we have $D \cap Y(Q, S)=\emptyset$.

Proof. Observe first that by Lemma $23, N_{G}[S] \subseteq M^{\alpha(c, k)}(G)$, and therefore $Y(Q, S)$ is welldefined for every $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. Assume that the lemma is not true, and let $u \in D \cap Y(Q, S)$ for some $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. Then there exist vertices $v, w$ such that $w \in S$ and $u v, v w \in E(G)$. Notice that $u \neq w$ as $u \in V(Q) \subseteq L^{\alpha(c, k)}(G)$ and $w \in S \subseteq M^{\alpha(c, k)}(G)$. We thus have two distinct vertices $u, w \in N_{G}[v] \cap D$, which contradicts the assumption that $D$ is a bw-perfect code.

Recall that for a vertex $v \in V(G)$, we defined $\left(G_{v}, B_{v}, W_{v}\right)$ to be the bw-graph obtained from $(G, B, W)$ by deleting $N_{G}[v]$ and by colouring $N_{G}\left(N_{G}(v)\right)$ white. We will use the following lemma to prove the correctness of our algorithm.

- Lemma 25. Let $(G, B, W)$ be a bw-graph, and let $D \subseteq B$. Then, $D$ is a bw-perfect code of $(G, B, W)$ if and only if $D \backslash\{v\}$ is a bw-perfect code of $\left(G_{v}, B_{v}, W_{v}\right)$ for every $v \in D$.

Proof. Fix $v \in D$. Assume first that $D$ is a bw-perfect code of $(G, B, W)$. To prove that $D \backslash\{v\}$ is a bw-perfect code of $\left(G_{v}, B_{v}, W_{v}\right)$, we need to prove that $D \backslash\{v\} \subseteq B_{v}$ and that $D \backslash\{v\}$ dominates every vertex of $G_{v}$ exactly once, i.e., $\left|N_{G_{v}}[w] \cap(D \backslash\{v\})\right|=1$ for every $w \in V\left(G_{v}\right)$. Consider $u \in D \backslash\{v\}$. Then $u \in B$, which means that $u \notin W$. And by Observation 14, we have $\operatorname{dist}_{G}(u, v) \geq 3$, which implies that $u \notin N_{G}[v] \cup N_{G}\left(N_{G}(v)\right)$. Therefore $u \notin W_{v}$, which implies that $u \in B_{v}$. Thus, $D \backslash\{v\} \subseteq B_{v}$. Now, consider $w \in V\left(G_{v}\right)$. Then, since $D$ is a bw-perfect code of $(G, B, W)$, there exists a unique vertex $x \in D$ such that $x$ dominates $w$, i.e., $N_{G}[w] \cap D=\{x\}$. Notice that $x \neq v$, as $w \in V\left(G_{v}\right)=V(G) \backslash N_{G}[v] ;$ and hence $x \in D \backslash\{v\}$. In fact, $x \notin N_{G}[v]$, for otherwise, we would have $x, v \in N_{G}[v] \cap D$, which, by the definition of a bw-perfect code, is not possible. Thus $x \in N_{G_{v}}[w]$; that is, $x$ dominates $w$ in the graph $G_{v}$ as well. Since $G_{v}$ is a subgraph of $G$, we have $N_{G_{v}}[w] \subseteq N_{G}[w]$. We thus have $N_{G_{v}}[w] \cap(D \backslash\{v\})=\{x\}$. As $w$ is an arbitrary element of $V\left(G_{w}\right)$, we can conclude that $D \backslash\{v\}$ is a perfect code of $\left(G_{v}, B_{v}, W_{v}\right)$.

Conversely, assume that $D \backslash\{v\}$ is a bw-perfect code of $\left(G_{v}, B_{v}, W_{v}\right)$. By assumption, $D \subseteq B$. Therefore, to prove that $D$ is a perfect code of $(G, B, W)$, we only need to prove that $D$ dominates every vertex of $G$ exactly once. So consider $w^{\prime} \in V(G)$. We will prove that $\left|N_{G}\left[w^{\prime}\right] \cap D\right|=1$. Suppose first that $w^{\prime} \notin N_{G}[v]$. Then $w^{\prime} \in V\left(G_{v}\right)$, and there exists a unique vertex $y \in D \backslash\{v\}$ that dominates $w^{\prime}$. That is, $N_{G_{v}}\left[w^{\prime}\right] \cap(D \backslash\{v\})=\{y\}$. If $N_{G}\left[w^{\prime}\right]=N_{G_{v}}[w]$, then since $w^{\prime} \notin N_{G}[v]$, we can immediately conclude that $N_{G}\left[w^{\prime}\right] \cap D=\{y\}$. So suppose that there exists $y^{\prime} \in N_{G}\left[w^{\prime}\right] \backslash N_{G_{v}}\left[w^{\prime}\right]$. We claim that $y^{\prime} \notin D$, which will imply that $N_{G}\left[w^{\prime}\right] \cap D=\{y\}$. By the definitions of $G_{v}$ and $y^{\prime}$, we have $y^{\prime} \in N_{G}[v]$. Then $y^{\prime} \notin D \backslash\{v\}$ as $D \backslash\{v\} \subseteq B_{v} \subseteq V\left(G_{v}\right)=V(G) \backslash N_{G}[v]$. Since $w^{\prime} \notin N_{G}[v]$, we can conclude that $y^{\prime} \neq v$, which implies that $y^{\prime} \notin D$. We thus have $N_{G}\left[w^{\prime}\right] \cap D=\{y\}$. Now, suppose that $w^{\prime} \in N_{G}[v]$. We will show that $v$ is the only vertex in $D$ that dominates $w^{\prime}$. First, since $D \backslash\{v\}$ is a bw-perfect code of $\left(G_{v}, B_{v}, W_{v}\right)$, we have $D \backslash\{v\} \subseteq B_{v}$, and by the definition of $B_{v}$, we have $B_{v} \cap N_{G}[v]=\emptyset$. Therefore, $w^{\prime} \notin D \backslash\{v\}$. Now, consider $w^{\prime \prime} \in N_{G}\left(w^{\prime}\right)$. If $w^{\prime \prime} \in N_{G}[v]$, then again, we have $w^{\prime \prime} \notin D \backslash\{v\}$. So suppose that $w^{\prime \prime} \in N_{G}\left(w^{\prime}\right) \backslash N_{G}[v]$. Then, $w^{\prime \prime} \in N_{G}\left(N_{G}(v)\right)$, which implies that $w^{\prime \prime} \in W_{v}$, and therefore, $w^{\prime \prime} \notin D \backslash\{v\}$. Therefore, $N_{G}\left[w^{\prime}\right] \cap(D \backslash\{v\})=\emptyset$ and hence $\left|N_{G}\left[w^{\prime}\right] \cap D\right|=|\{v\}|=1$.

We now prove the following lemma, which says that if $I$ is an independent set of size $k+1$ in $G$, then every bw-perfect code of $(G, B, W)$ must contain a vertex that dominates at least 2 vertices of $I$. Recall that for $V^{\prime} \subseteq V(G)$ with $\left|V^{\prime}\right| \geq 2$, by $N_{G}^{[2]}\left(V^{\prime}\right)$, we denote the union of the sets of common neighbours of every pair of vertices in $V^{\prime}$, i.e., $N_{G}^{[2]}\left(V^{\prime}\right)=$ $\left(\bigcup_{\substack{u, v \in V^{\prime} \\ u \neq v}}\left(N_{G}(u) \cap N_{G}(v)\right) \backslash V^{\prime}\right.$.

- Lemma 26. Let $((G, B, W), k)$ be an instance of BW-Perfect Code, and let $I$ be an independent set of size $k+1$ in $G$. Then, $((G, B, W), k)$ is a yes-instance of BW-Perfect CODE if and only if $\left(\left(G_{v}, B_{v}, W_{v}\right), k-1\right)$ is a yes-instance for some $v \in N^{[2]}(I) \cap B$.

Proof. Assume that $((G, B, W), k)$ is a yes-instance of BW-Perfect Code, and let $D \subseteq B$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Then, by Observation $14, D$ is a dominating set of $G$, and therefore, by Lemma $12, D \cap N^{[2]}(I) \neq \emptyset$. Let $v \in D \cap N^{[2]}(I)$. Then, $|D \backslash\{v\}| \leq k-1$, and by Lemma $25, D \backslash\{v\}$ is bw-perfect code of $\left(G_{v}, B_{v}, W_{v}\right)$, which proves that $\left(\left(G_{v}, B_{v}, W_{v}\right), k-1\right)$ is a yes-instance.

Conversely, assume that $\left(\left(G_{v}, B_{v}, W_{v}\right), k-1\right)$ is a yes-instance of BW-Perfect Code for some $v \in N^{[2]}(I)$, and let $D^{\prime} \subseteq B_{v}$ be a bw-perfect code of $\left(G_{v}, B_{v}, W_{v}\right)$ of size at most $k-1$. Then again, by Lemma $25, D^{\prime} \cup\{v\}$ is a bw-perfect code of $(G, B, W)$ of size at most $k$, which proves that $((G, B, W), k)$ is a yes-instance.

The following lemma says that if $Q_{1}, Q_{2}$ are two distinct large maximal cliques that intersect each other, then every bw-perfect code of $G$ must contain a vertex from the intersection of $Q_{1}$ and $Q_{2}$.

- Lemma 27. Let $((G, B, W), k)$ be an instance of BW-Perfect Code, and let $\left\{Q_{1}, Q_{2}\right\} \subseteq$ $\mathcal{Q}^{\alpha(c, k)}(G)$ such that $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \neq \emptyset$. Then, $((G, B, W), k)$ is a yes-instance of BW Perfect Code if and only if $\left(\left(G_{v}, B_{v}, W_{v}\right), k-1\right)$ is a yes-instance for some $v \in V\left(Q_{1}\right) \cap$ $V\left(Q_{2}\right) \cap B$.

Proof. Assume that $((G, B, W), k)$ is a yes-instance of BW-Perfect Code, and let $D \subseteq B$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Then, by Corollary 20, there exists $v \in V\left(Q_{1}\right) \cap V\left(Q_{2}\right)$ such that $V\left(Q_{1}\right) \cap D=V\left(Q_{2}\right) \cap D=\{v\}$. Then, $|D \backslash\{v\}| \leq k-1$, and by Lemma $25, D \backslash\{v\}$ is a bw-perfect code of $\left(G_{v}, B_{v}, W_{v}\right)$, which proves that $\left(\left(G_{v}, B_{v}, W_{v}\right), k-1\right)$ is a yes-instance.

Conversely, assume that $\left(\left(G_{v}, B_{v}, W_{v}\right), k-1\right)$ is a yes-instance of BW-PERFECT Code for some $v \in V\left(Q_{1}\right) \cap V\left(Q_{2}\right)$, and let $D^{\prime} \subseteq B_{v}$ be a bw-perfect code of $\left(G_{v}, B_{v}, W_{v}\right)$ of size at most $k-1$. Then again, by Lemma $25, D^{\prime} \cup\{v\}$ is a bw-perfect code of $(G, B, W)$ of size at most $k$, which proves that $((G, B, W), k)$ is a yes-instance.

Definitions of good and bad instances. We say that an instance $((G, B, W), k)$ is bad if any of the following three conditions hold.
(i) There exist three distinct cliques $Q_{1}, Q_{2}, Q_{3} \in \mathcal{Q}^{\alpha(c, k)}(G)$ such that $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \neq \emptyset$, $V\left(Q_{2}\right) \cap V\left(Q_{3}\right) \neq \emptyset$, but $V\left(Q_{1}\right) \cap V\left(Q_{3}\right)=\emptyset$.
(ii) There exist distinct cliques $Q_{1}, Q_{2} \in \mathcal{Q}^{\alpha(c, k)}(G)$ such that $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \neq \emptyset$, but $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \subseteq W$.
(iii) There exists $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$ such that $(V(Q) \backslash Z(Q)) \subseteq W$.

If none of these three conditions occur, then we say that $((G, B, W), k)$ is a good instance. We will show that a bad instance is necessarily a no-instance of BW-Perfect Code. It follows from Lemma 27 that $((G, B, W), k)$ is a no-instance if conditions (i) or (ii) hold; similarly, Corollary 22 implies that $((G, B, W), k)$ is a no-instance if condition (iii) holds.

- Lemma 28. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. If $((G, B, W), k)$ is a bad instance, then it is a no-instance of BW-Perfect Code.

Proof. Let $((G, B, W), k)$ be a bad instance. Assume for a contradiction that $((G, B, W), k)$ is a yes-instance, and let $D$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Since $((G, B, W), k)$ is a bad instance, at least one of the three conditions in the definition of
a bad instance must hold. We show that each of the three conditions will lead to a contradiction. Suppose that there exist three distinct cliques $Q_{1}, Q_{2}, Q_{3} \in \mathcal{Q}^{\alpha(c, k)}(G)$ such that $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \neq \emptyset, V\left(Q_{2}\right) \cap V\left(Q_{3}\right) \neq \emptyset$, but $V\left(Q_{1}\right) \cap V\left(Q_{3}\right)=\emptyset$. By Corollary 20, there exist $v_{12} \in V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \cap D$ and $v_{23} \in V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \cap D$. Note that $v_{12} \neq v_{23}$, as $v_{12} \in$ $V\left(Q_{1}\right)$ and $v_{23} \in V\left(Q_{3}\right)$, and $V\left(Q_{1}\right) \cap V\left(Q_{3}\right)=\emptyset$. But then $v_{12}, v_{23} \in V\left(Q_{2}\right) \cap D$, which by Lemma 19 is not possible. Now, suppose that there exist distinct cliques $Q_{1}, Q_{2} \in \mathcal{Q}^{\alpha(c, k)}(G)$ such that $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \neq \emptyset$, but $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \subseteq W$. By assumption, $D \subseteq B$. And by Corollary 20, there exists $v \in V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \cap D$, which implies that $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \cap B \neq \emptyset$. This contradicts the assumption that $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \subseteq W$. Finally, suppose that there exists $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$ such that $V(Q) \backslash Z(Q) \subseteq W$. By Lemma 19 , there exists $w \in V(Q) \cap D$. By Corollary $22, D \cap Z(Q)=\emptyset$, which implies that $w \in V(Q) \backslash Z(Q)$. But since $D \subseteq B$, we get that $(V(Q) \backslash Z(Q)) \cap B \neq \emptyset$, which contradicts the assumption that $V(Q) \backslash Z(Q) \subseteq W$.

Definition of a feasible set. Consider an instance $((G, B, W), k)$ of BW-Perfect Code such that $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint. Let $k_{\mathcal{Q}}=\left|\mathcal{Q}^{\alpha(c, k)}(G)\right|$. We say that a set $S \subseteq M^{\alpha(c, k)}(G) \cap B$ is feasible if
(a) $|S| \leq k-k_{\mathcal{Q}}$,
(b) $N_{G}[S] \subseteq M^{\alpha(c, k)}(G)$,
(c) $S$ is a bw-perfect code for the bw-graph $\left(N_{G}[S], B \cap N_{G}[S], W \cap N_{G}[S]\right)$,
(d) $(V(Q) \cap B) \backslash(Z(Q) \cup Y(Q, S)) \neq \emptyset$ for every $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$, and
(e) $\left(N(v) \cap L^{\alpha(c, k)}(G) \cap B\right) \backslash(Z(G) \cup Y(G, S)) \neq \emptyset$ for every $v \in M^{\alpha(c, k)}(G) \backslash N_{G}[S]$.

Informally, a set $S \subseteq M^{\alpha(c, k)}(G)$ is feasible if we can potentially extend $S$ to a bw-perfect code of $G$ by adding $k_{Q}$ vertices from $L^{\alpha(c, k)}(G)$. Since by Corollary 22 and Lemma 24, $Z(Q)$ and $Y(Q, S)$ cannot intersect a bw-perfect code that contains $S$, condition (d) says that in every large clique $Q$ contains a vertex that can potentially belong to a bw-perfect code (that contains $S$ ). Similarly, condition (e) says that for every vertex $v \in M^{\alpha(c, k)}(G)$ that is not dominated by $S$, there exists a vertex that can potentially belong to a bw-perfect code (that contains $S$ ) and dominate $v$. The next two lemmas prove properties of a feasible set. Recall that we say the family $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint if the elements of $\mathcal{Q}^{\alpha(c, k)}(G)$ are pairwise vertex-disjoint.

- Lemma 29. Let $((G, B, W), k)$ be an instance of BW-Perfect Code such that $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, and let $D$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Let $S=D \cap$ $M^{\alpha(c, k)}(G)$. Then (i) $|D \backslash S|=k_{\mathcal{Q}}$ and (ii) $|S| \leq k-k_{\mathcal{Q}}$, where $k_{\mathcal{Q}}=\left|\mathcal{Q}^{\alpha(c, k)}(G)\right|$.

Proof. First, since $D$ is a bw-perfect code of $G$ of size at most $k$, by Lemma 19, we have $|D \cap V(Q)|=1$ for every $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. Second, since $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, the cliques in $\mathcal{Q}^{\alpha(c, k)}(G)$ are pairwise vertex-disjoint. Thus $\left\{V(Q) \mid Q \in \mathcal{Q}^{\alpha(c, k)}(G)\right\}$ is a partition of $L^{\alpha(c, k)}(G)$. Therefore, $\left|D \cap L^{\alpha(c, k)}(G)\right|=\sum_{Q \in \mathcal{Q}^{\alpha(c, k)}(G)}|D \cap V(Q)|=\left|\mathcal{Q}^{\alpha(c, k)}(G)\right|=k_{\mathcal{Q}}$. Now, since $S=D \cap M^{\alpha(c, k)}(G)$ and $\left\{L^{\alpha(c, k)}(G), M^{\alpha(c, k)}(G)\right\}$ is a partition of $V(G)$, we have $D \backslash S=D \cap L^{\alpha(c, k)}(G)$. Thus, $|D \backslash S|=\left|D \cap L^{\alpha(c, k)}(G)\right|=k_{\mathcal{Q}}$.

For proving assertion (ii) of the lemma, note that since $\left\{L^{\alpha(c, k)}(G), M^{\alpha(c, k)}(G)\right\}$ is a partition of $V(G)$, we have $\left.|D|=\mid D \cap L^{\alpha(c, k)}(G)\right)\left|+\left|D \cap M^{\alpha(c, k)}(G)\right|=|D \backslash S|+|S|\right.$. Since $|D| \leq k$ and since $|D \backslash S|=k_{Q}$, we can conclude that $|S| \leq k-k_{\mathcal{Q}}$.

- Lemma 30. Let $((G, B, W), k)$ be an instance of BW-Perfect Code such that $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, and let $D$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Then $S=$ $D \cap M^{\alpha(c, k)}(G)$ is a feasible set.

Proof. Let $D$ and $S$ be as defined in the lemma. To show that $S$ is a feasible set, we show that $S$ satisfies each of the five conditions in the definition of a feasible set.

First, by Lemma 29, $|S| \leq k-k_{\mathcal{Q}}$, where $k_{\mathcal{Q}}=\left|\mathcal{Q}^{\alpha(c, k)}(G)\right|$. Thus condition (a) holds. Next, by Lemma 23, we get $N_{G}[S] \subseteq M^{\alpha(c, k)}(G)$, and thus condition (b) holds.

Since $S \subseteq D$ and $D$ is a bw-perfect code of $(G, B, W)$, we get that $S \subseteq B$, and for each $v \in N_{G}[S],\left|N_{G}[v] \cap S\right|=1$. Hence, $S$ is a bw-perfect code for the bw-graph ( $N_{G}[S], B \cap N_{G}[S], W \cap N_{G}[S]$ ), and thus condition (c) holds.

Next, to prove that condition (d) holds, consider $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. Then, by Lemma 19, we have $|D \cap V(Q)|=1$. Let $u$ be the unique vertex of $D \cap V(Q)$. Since $D \subseteq B$, we have $u \in V(Q) \cap B$. By Corollary 22, $D$ does not intersect $Z(G)$, and therefore, in particular, $D$ does not intersect $Z(Q$. Thus $u \notin Z(Q)$. Similarly, by Lemma 24, D does not intersect $Y(Q, S)$. Thus $u \notin Y(Q, S)$. We thus have $u \in(V(Q) \cap B) \backslash(Z(Q) \cup Y(Q, S))$, which shows that condition (d) holds.

Finally, to prove that condition (e) holds, consider $v \in M^{\alpha(c, k)}(G) \backslash N_{G}[S]$. Since $D$ is a bw-perfect code of $(G, B, W)$, there exists a vertex $w \in D$ that dominates $v$. Thus $w \in N_{G}[v]$. Notice that $w \notin S$, because $v \notin N_{G}[S]$. As $S=D \cap M^{\alpha(c, k)}(G)$, we can conclude that $w \in L^{\alpha(c, k)}(G)$, which also implies that $w \neq v$, and thus $w \in N(v)$. We thus have $w \in N(v) \cap L^{\alpha(c, k)}(G)$. Now, by Corollary $22, D$ does not intersect $Z(G)$ and thus $w \notin Z(G)$. Similarly, by Lemma 24, D does not intersect $Y(G, S)$, and thus $w \notin Y(G, S)$. We thus have $w \in\left(N(v) \cap L^{\alpha(c, k)}(G)\right) \backslash(Z(G) \cup Y(G, S))$, which shows that condition (e) holds.

With respect to each feasible set $S$, we now construct an instance of the Exact Hitting SET problem. We will have the guarantee that $(G, B, W)$ has a bw-perfect code $D$ of size at most $k$ with $D \cap M^{\alpha(c, k)}(G)=S$ if and only if $D \backslash S$ is a solution for the Exact Hitting SET instance corresponding to $S$.

- Construction 31 (Construction of an Exact Hitting Set instance). In the Exact Hitting Set problem, given a universe $U$, a family $\mathcal{A}$ of subsets of $U$, and a non-negative integer $\ell$, we ask if there exists a set $X \subseteq U$ of size at most $\ell$ such that $|A \cap X|=1$ for every $A \in \mathcal{A}$; we call such a set $X$ a solution for the Exact Hitting Set instance $(U, \mathcal{A}, \ell)$. With respect to each feasible set $S \subseteq M^{\alpha(c, k)}(G) \cap B$, we construct an instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$ of the Exact Hitting Set problem as follows. We take $U_{S}=\left(L^{\alpha(c, k)}(G) \cap B\right) \backslash(Z(G) \cup Y(G, S))$, $\mathcal{F}_{S}=\mathcal{F}_{S}^{1} \cup \mathcal{F}_{S}^{2}$, where $\mathcal{F}_{S}^{1}=\left\{(V(Q) \cap B) \backslash(Z(Q) \cup Y(Q, S)) \mid Q \in \mathcal{Q}^{\alpha(c, k)}(G)\right\}$ and $\mathcal{F}_{S}^{2}=$ $\left\{\left(N(v) \cap\left(L^{\alpha(c, k)}(G) \cap B\right) \backslash(Z(G) \cup Y(G, S)) \mid v \in M^{\alpha(c, k)}(G) \backslash N_{G}[S]\right\}\right.$, and $k_{\mathcal{Q}}=\left|\mathcal{Q}^{\alpha(c, k)}(G)\right|$.

The next lemma says that to solve the instance $((G, B, W), k)$ of BW-Perfect Code, it is enough to solve the instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$ of Exact Hitting Set corresponding to each feasible set $S$.

- Lemma 32. Let $((G, B, W), k)$ be an instance of BW-PERFECT Code such that $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, and let $S \subseteq M^{\alpha(c, k)}(G)$ be a feasible set. Then, for $D \subseteq V(G)$ with $|D| \leq k, D$ is a bw-perfect code of $(G, B, W)$ with $D \cap M^{\alpha(c, k)}(G)=S$ if and only if $D \backslash S \subseteq U_{S}$ and $D \backslash S$ is a solution for the Exact Hitting Set instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$.
Proof. Let $D \subseteq V(G)$ be such that $|D| \leq k$ and $D \cap M^{\alpha(c, k)}(G)=S$. First, recall that since $\left\{L^{\alpha(c, k)}(G), M^{\alpha(c, k)}(G)\right\}$ is a partition of $V(G)$, we have $D=\left(D \cap L^{\alpha(c, k)}(G)\right) \cup(D \cap$ $\left.M^{\alpha(c, k)}(G)\right)$. And since $D \cap M^{\alpha(c, k)}(G)=S$, we have $D \cap L^{\alpha(c, k)}(G)=D \backslash S$.

Assume now that $D$ is a bw-perfect code of $(G, B, W)$. Observe that the following properties hold: (i) $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, (ii) $D$ is a bw-perfect code of $(G, B, W)$ of size at most $k$, and (iii) $D \cap M^{\alpha(c, k)}(G)=S$. Therefore, using Lemma 29, we can conclude that $|D \backslash S|=k_{\mathcal{Q}}$.

Now, we show that $D \backslash S \subseteq U_{S}$. Since $D$ is a bw-perfect code, $D \backslash S \subseteq B$. And by Corollary $22(D \backslash S) \cap Z(G)=\emptyset$, and by Lemma 24, $(D \backslash S) \cap Y(G, S)=\emptyset$. Therefore, $D \backslash S \subseteq\left(L^{\alpha(c, k)}(G) \cap B\right) \backslash(Z(G) \cup Y(G, S))=U_{S}$.

Finally, to see that $D \backslash S$ is a solution for the Exact Hitting Set instance $\left(\mathcal{U}_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$, consider $F \in \mathcal{F}_{S}$. We will show that $|F \cap(D \backslash S)|=1$.

Suppose that $F \in \mathcal{F}_{S}^{1}$. Then, $F=(V(Q) \cap B) \backslash(Z(Q) \cup Y(Q, S))$ for some maximal clique $Q \in \mathcal{Q}^{\alpha(c, k)}((G))$. Lemma 19 implies that $|V(Q) \cap D|=1$. Let $\{x\}=V(Q) \cap D$. Since $D \subseteq B$, we get that $x \in B$. By Corollary $22, D$ does not intersect $Z(Q)$, and by Lemma 24, D does not intersect $Y(Q, S)$, and therefore, $x \notin Z(Q) \cup Y(Q, S)$. We thus have $x \in(V(Q) \cap B) \backslash(Z(Q) \cup Y(Q, S))=F$. Since $x$ is the only element of $V(Q)$ that belongs to $D$, and since $F \subseteq V(Q)$, we can conclude that $F \cap D=\{x\}$. Since $F \subseteq V(Q) \subseteq L^{\alpha(c, k)}(G)$, $F$ does not intersect $S$, and therefore, we can conclude that $F \cap(D \backslash S)=\{x\}$.

Suppose now that $F \in \mathcal{F}_{S}^{2}$. Then $F=\left(N\left(v^{\prime}\right) \cap L^{\alpha(c, k)}(G) \cap B\right) \backslash(Z(G) \cup Y(G, S))$ for some $v^{\prime} \in M^{\alpha(c, k)}(G) \backslash N_{G}[S]$. Again, since $D$ is a bw-perfect code of $(G, B, W),\left|N_{G}\left[v^{\prime}\right] \cap D\right|=1$. Let $\left\{x^{\prime}\right\}=N_{G}\left[v^{\prime}\right] \cap D$. Since $D \subseteq B$, we have $x^{\prime} \in B$. But since $v^{\prime} \notin N_{G}[S]$, and $x^{\prime} v^{\prime} \in E(G)$, we have $x^{\prime} \notin S$. Then, $x^{\prime} \in D \backslash S$. Also, note that $x^{\prime} \neq v^{\prime}$, as $x^{\prime} \in D \backslash S \subseteq L^{\alpha(c, k)}(G)$, and $v^{\prime} \in M^{\alpha(c, k)}(G)$. We can thus conclude that $\left\{x^{\prime}\right\}=\left(N_{G}\left(v^{\prime}\right) \cap L^{\alpha(c, k)}(G) \cap B\right) \cap(D \backslash S)$. Since $D \backslash S \subseteq U_{S}$, we get that $x^{\prime} \notin Z(G) \cup Y(G, S)$. Thus, $\left\{x^{\prime}\right\} \subseteq F \cap(D \backslash S) \subseteq N_{G}\left[v^{\prime}\right] \cap D=\left\{x^{\prime}\right\}$, which proves that $|F \cap(D \backslash S)|=\left|\left\{x^{\prime}\right\}\right|=1$.

Thus, $D \backslash S$ is a solution for the Exact Hitting Set instance $\left(U_{S}, \mathcal{F}_{S}, k_{Q}\right)$. We have thus proved that if $D$ is a bw-perfect code of $(G, B, W)$, then $D \backslash S \subseteq U_{S}$, and $D \backslash S$ is a solution for $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$.

Conversely, assume that $D \backslash S \subseteq U_{S}$, and that $D \backslash S$ is a solution for the Exact Hitting Set instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$. To see that $D$ is a perfect code of $(G, B, W)$, consider a vertex $v \in V(G)$. We will show that $\left|N_{G}[v] \cap D\right|=1$. Note first that $N_{G}[v] \cap D=$ $\left(N_{G}[v] \cap S\right) \cup\left(N_{G}[v] \cap(D \backslash S)\right)$.

Suppose that $v \in L^{\alpha(c, k)}(G)$. Since $S$ is feasible, $N_{G}[S] \subseteq M^{\alpha(c, k)}(G)$, and therefore $v \notin N_{G}[S]$. That is, $S$ does not dominate $v$. We now show that $\left|N_{G}[v] \cap(D \backslash S)\right|=1$. Note that since $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, $v \in V(Q)$ for exactly one clique $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. Since $S$ is feasible, $F^{\prime}=(V(Q) \cap B) \backslash(Z(Q) \cup Y(Q, S)) \in \mathcal{F}_{S}^{1}$. And since $D \backslash S$ is a solution for the Exact Hitting Set instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$, we have $\left|F^{\prime} \cap(D \backslash S)\right|=1$. But note that $F^{\prime} \subseteq V(Q) \subseteq N_{G}[v]$, and thus $\left|N_{G}[v] \cap(D \backslash S)\right| \geq\left|F^{\prime} \cap(D \backslash S)\right|=1$. Now, to show that $\left|N_{G}[v] \cap(D \backslash S)\right|=1$, we will show that $N_{G}[v] \backslash F^{\prime}$ does not intersect $D \backslash S$. Let $u \in N_{G}[v]$. We claim that if $u \notin F^{\prime}$, then $u \notin D \backslash S$, which will imply that $\left|N_{G}[v] \cap(D \backslash S)\right|=1$. So assume that $u \notin F^{\prime}$. There are three possible cases: (a) $u \in V(Q)$, (b) $u \in L^{\alpha(c, k)}(G) \backslash V(Q)$ and (c) $u \in M^{\alpha(c, k)}(G)$. In each case, we will show that $u \notin D \backslash S$. First, if $u \in V(Q)$, then we must have $u \in W$ or $u \in Z(Q)$ or $u \in Y(Q, S)$, for otherwise we would have $u \in F^{\prime}$. But $U_{S}$ does not intersect $W, Z(G) \supseteq Z(Q)$ or $Y(G, S) \supseteq Y(Q, S)$. Thus $u \notin U_{S}$, and therefore, $u \notin D \backslash S$, as $D \backslash S \subseteq U_{S}$. If $u \in L^{\alpha(c, k)}(G) \backslash V(Q)$, then $u \in Z(G)$, as $v \in V(Q)$ and $u v \in E(G)$. In this case also, $u \notin U_{S}$, and therefore $u \notin D \backslash S$. Now, if $u \in M^{\alpha(c, k)}(G)$, then clearly, $u \notin D \backslash S$, as $D \backslash S \subseteq L^{\alpha(c, k)}(G)$. These arguments prove that $\left|N_{G}[v] \cap D\right|=1$.

Now, suppose that $v \in M^{\alpha(c, k)}(G)$. First, we consider the case when $v \in N_{G}[S]$. Then, since $S$ is a bw-perfect code for $\left(N_{G}[S], B \cap N_{G}[S], W \cap N_{G}[S]\right)$, we have $\left|\left(N_{G}[v] \cap N_{G}[S]\right) \cap S\right|=$ 1, i.e., $\left|N_{G}[v] \cap S\right|=1$. Observe that to prove that $\left|N_{G}[v] \cap D\right|=1$, it is now sufficient to prove that $u \notin D$ for every $u \in N_{G}[v] \backslash N_{G}[S]$. Consider such a vertex $u \in N_{G}[v] \backslash N_{G}[S]$. Then, $u \neq v$, as $v \in N_{G}[S]$. Therefore $u \in N_{G}(v) \backslash N_{G}[S]$. Note first that if $u \in M^{\alpha(c, k)}(G)$, then $u \notin D$, as $D \cap M^{\alpha(c, k)}(G)=S$, and $u \notin S$. On the other hand, if $u \in L^{\alpha(c, k)}(G)$, then $u \in Y(G, S)$ as $u v \in E(G), v \in N[S]$, and $N[S] \subseteq M^{\alpha(c, k)}(G)$ (as $S$ is feasible). Therefore,
$u \notin U_{S}$, which implies that $u \notin D \backslash S$. These observations prove that $u \notin D$.
Now, consider the case when $v \in M^{\alpha(c, k)}(G) \backslash N_{G}[S]$. Then, $N_{G}[v] \cap S=\emptyset$. We will now show that $\left|N_{G}[v] \cap(D \backslash S)\right|=1$. Note that $v \notin D$, as $v \notin S$, and $v \notin L^{\alpha(c, k)}(G)(\supseteq(D \backslash S))$. Since $S$ is feasible, $\left(N(v) \cap L^{\alpha(c, k)}(G) \cap B\right) \backslash(Z(G) \cup Y(G, S)) \neq \emptyset$; and by Construction 31, there exists $F^{\prime \prime} \in \mathcal{F}_{S}^{2}$ such that $F^{\prime \prime}=\left(N(v) \cap L^{\alpha(c, k)}(G) \cap B\right) \backslash(Z(G) \cup Y(G, S))$. And since $D \backslash S$ is a solution for the Exact Hitting Set instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$, we have $\left|F^{\prime \prime} \cap(D \backslash S)\right|=1$, which implies that $\left|N_{G}[v] \cap(D \backslash S)\right| \geq \mid F^{\prime \prime} \cap(D \backslash S \mid=1$. Now, to complete the proof, it is sufficient to prove that $w \notin D \backslash S$ for every $w \in N_{G}[v] \backslash F^{\prime \prime}$. Consider $w \in N_{G}[v] \backslash F^{\prime \prime}$. Suppose $w \in L^{\alpha(c, k)}(G)$. Then $w \in W$ or $w \in Z(G)$ or $w \in Y(G, S)$ for otherwise, we would have $w \in F^{\prime \prime}$ as $w \in N(v)$. Hence $w \notin U_{S}$, and hence $w \notin D \backslash S$. Suppose now that $w \in M^{\alpha(c, k)}(G)$. Then clearly $w \notin D \backslash S \subseteq L^{\alpha(c, k)}(G)$. These arguments prove that $\left|N_{G}[v] \cap D\right|=1$.

In the next lemma we prove some size bounds based on the definition of a feasible set and by using the construction of the Exact Hitting Set instance.

- Lemma 33. Let $((G, B, W), k)$ be an instance of BW-Perfect Code such that $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, and $G$ has no independent set of size $k+1$. Then the following statements are true.
(i) $\left|M^{\alpha(c, k)}(G)\right| \leq R_{c}(\alpha(c, k), k+1)-1 \leq 2(c-1) k^{2}$.
(ii) $G$ contains at most $\left(2(c-1) k^{2}\right)^{k}$ feasible sets.
(iii) For every $Q \in \mathcal{Q}^{\alpha(c, k)}(G),|V(Q) \backslash Z(Q)| \leq 2(c-1)^{2} k^{2}+2$.
(iv) If $((G, B, W), k)$ is a yes-instance, then $\left|N(v) \cap L^{\alpha(c, k)}(G)\right| \leq(c-1) k$ for every $v \in$ $M^{\alpha(c, k)}(G)$.
(v) If $((G, B, W), k)$ is a yes-instance, then for any feasible set $S,|F| \leq 2(c-1)^{2} k^{2}+2$, for every $F \in \mathcal{F}_{S}$.

Proof. (i) By the definition of $M^{\alpha(c, k)}(G)$, the subgraph $G\left[M^{\alpha(c, k)}(G)\right]$ contains no clique of size $\alpha(c, k)$. By assumption, $G$ contains no independent set of size $k+1$; in particular, $G\left[M^{\alpha(c, k)}(G)\right]$ contains no independent set of size $k+1$. Thus, by Lemma 1, $\left|M^{\alpha(c, k)}(G)\right| \leq R_{c}(\alpha(c, k), k+1)-1=(c-1)\binom{k}{2}+(\alpha(c, k)-1) k \leq(c-1) k^{2}+((c-$ 1) $k-1+1) k=2(c-1) k^{2}$.
(ii) By definition, a feasible set has size at most $k$, and is contained in $M^{\alpha(c, k)}(G)$. Therefore, by assertion (i), we get that the number of feasible sets is at most $\binom{\left|M^{\alpha(c, k)}(G)\right|}{k} \leq$ $\left(2(c-1) k^{2}\right)^{k}$.
(iii) Consider $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. Note that every vertex in $V(Q)$ has a neighbour in $L^{\alpha(c, k)}(G) \backslash$ $V(Q)$ or has a neighbour in $M^{\alpha(c, k)}(G)$ or has no neighbour in $V(G) \backslash V(Q)$. Let $A_{1}$ be the set of vertices in $Q$ that have a neighbour in $L^{\alpha(c, k)}(G) \backslash V(Q), A_{2}$ be the set of vertices in $Q$ that have a neighbour in $M^{\alpha(c, k)}(G)$ and $A_{3}$ be the set of vertices in $Q$ that have no neighbour in $V(G) \backslash V(Q)$. That is, $V(Q)=A_{1} \cup A_{2} \cup A_{3}$. But notice that $A_{1}=Z(Q)$. So to bound $|V(Q) \backslash Z(Q)|$, we only need to bound $\left|A_{2}\right|$ and $\left|A_{3}\right|$, as $V(Q) \backslash Z(Q)=V(Q) \backslash A_{1} \subseteq A_{2} \cup A_{3}$.
To bound $\left|A_{2}\right|$, notice that $A_{2}=\bigcup_{v \in M^{\alpha(c, k)}(G)} N(v) \cap V(Q)$. By Lemma 6 , we have $|N(v) \cap V(Q)| \leq c-1$ for every $v \in M^{\alpha(c, k)}(G)$. And by assertion (i), $\left|M^{\alpha(c, k)}(G)\right| \leq$ $2(c-1) k^{2}$. Thus $\left|A_{2}\right| \leq(c-1)\left(2(c-1) k^{2}\right)$.
To bound $\left|A_{3}\right|$, notice that $A_{3}=V(Q) \backslash \bigcup_{v \in V(G) \backslash V(Q)} N(v)$; and by Lemma 18, we have $\left|V(Q) \backslash \bigcup_{v \in V(G) \backslash V(Q)} N(v)\right| \leq 2$.
We thus have $|V(Q) \backslash Z(Q)| \leq\left|A_{2}\right|+\left|A_{3}\right| \leq 2(c-1)^{2} k^{2}+2$.
(iv) Assume that $((G, B, W), k)$ is a yes-instance, and let $D$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Then, by Lemma 19 , we have $|V(Q) \cap D|=1$ for every $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. And since $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, we have $\left|\mathcal{Q}^{\alpha(c, k)}(G)\right| \leq|D| \leq k$. Also, note that since $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, $L^{\alpha(c, k)}(G)$ is a disjoint union of the cliques in $\mathcal{Q}^{\alpha(c, k)}(G)$. Now, consider $v \in M^{\alpha(c, k)}(G)$. Then, by the definition of $M^{\alpha(c, k)}(G)$, $v \notin V(Q)$ for any $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. Therefore, by Lemma $6,|N(v) \cap V(Q)| \leq c-1$. Thus, $\left|N(v) \cap L^{\alpha(c, k)}(G)\right|=\left|\biguplus_{Q \in \mathcal{Q}^{\alpha(c, k)}(G)} N(v) \cap V(Q)\right| \leq(c-1)\left|\mathcal{Q}^{\alpha(c, k)}(G)\right| \leq(c-1) k$.
(v) Assume that $((G, B, W), k)$ is a yes-instance, and let $S \subseteq M^{\alpha(c, k)}(G)$ be a feasible set. Consider $F \in \mathcal{F}_{S}$. If $F \in \mathcal{F}_{S}^{1}$, then, $F \subseteq V(Q) \backslash Z(Q)$ for some $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$, and therefore, by assertion (iii), we have $|F| \leq 2(c-1)^{2} k^{2}+2$. If $F \in \mathcal{F}_{S}^{2}$, then, $F \subseteq N(v) \cap L^{\alpha(c, k)}(G)$ for some $v \in M^{\alpha(c, k)}(G)$, and therefore, by assertion (iv), we have $|F| \leq(c-1) k \leq 2(c-1)^{2} k^{2}+2$.

For future reference, we now state the following observation, which follows immediately from the definitions of a good instance and a feasible set.

- Observation 34. Let $((G, B, W), k)$ be an instance of BW-Perfect Code.
(i) Using the algorithm in Lemma 5, we can construct $\mathcal{Q}^{\alpha(c, k)}(G)$ in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. And once $\mathcal{Q}^{\alpha(c, k)}(G)$ is constructed, by brute force, we can check whether or not $((G, B, W), k)$ is a good instance, and whether or not $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, in time $\left({ }_{3}^{\left|\mathcal{Q}^{\alpha(c, k)}(G)\right|}\right) n^{\mathcal{O}(1)}=2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$.
(ii) For a set $S \subseteq M^{\alpha(c, k)}(G)$, we can check in polynomial time whether $S$ is feasible or not.
(iii) For a feasible set $S \subseteq M^{\alpha(c, k)}(G)$, we can construct the Exact Hitting Set instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$ in polynomial time.

Finally, before we start describing the algorithm, we state the following result about Exact Hitting Set.

- Lemma 35 (folklore). There is an algorithm that, given an instance ( $U, \mathcal{F}, \ell$ ) of Exact Hitting SET as input, runs in time $d^{\ell} \cdot|U|^{\mathcal{O}(1)}$, where $d=\max _{F \in \mathcal{F}}|F|$, and correctly decides whether $(U, \mathcal{F}, \ell)$ is a yes-instance or a no-instance of Exact Hitting Set.

We are now ready to describe our algorithm. We first informally discuss the idea behind the three main steps of the algorithm. The algorithm consists of two branching procedures followed by a brute-force procedure. We are given an instance $((G, B, W), k)$. In the first stage, we find an independent set $I$ of size $k+1$ (if it exists), and branch on the common black neighbours of $I$. Once there is no independent set of size $k+1$, in the second step, we enumerate all maximal cliques, and branch on the black vertices in the intersection of two large maximal cliques. And once this step is also fully executed, (i) $M^{\alpha(c, k)}(G)$ has no independent set of size $k+1$ and no clique of size $\alpha(c, k)$, and therefore will have size at $\operatorname{most} R_{c}(\alpha(c, k), k+1)-1$, and (ii) large cliques are pairwise vertex disjoint. In the third step, we guess which subset of $M^{\alpha(c, k)}(G)$ will go into the solution, and also guess one vertex each from the large maximal cliques that will go into the solution; and check if the guessed vertices make a bw-perfect code of size at most $k$. The third step can be executed by creating an Exact Hitting Set instance corresponding to each subset of $M^{\alpha(c, k)}(G)$.

Description of our algorithm: Algorithm 1. We are given an instance $((G, B, W), k)$ of BW-Perfect Code as input.

Step 1. First, if $k \geq 0$ and $V(G)=\emptyset$, then we return that $((G, B, W), k)$ is a yes-instance, and terminate. Otherwise, if $k>0$, then we do as follows. We use the algorithm in Corollary 4 to check if $G$ has an independent set of size $k+1$. If the algorithm in Corollary 4 returns that $G$ has no such independent set, then we proceed to Step 1.1. On the other hand if algorithm in Corollary 4 returns a $(k+1)$-sized independent set $I$, then we branch into $\left|N^{[2]}(I) \cap B\right|$ many smaller instances of BW-Perfect Code. For each $v \in N^{[2]}(I) \cap B$, we create the instance $\left(\left(G_{v}, B_{v}, W_{v}\right), k-1\right)$ and recursively call Step 1 on this instance. On any branch, at any point if the algorithm in Corollary 4 returns a $(k+1)$-sized independent set $I$ with $N^{[2]}(I) \cap B=\emptyset$, then we discard that branch. On all other branches, we recurse only until $k=0$ or $V(G)=\emptyset$ or Corollary 4 does not return a $(k+1)$-sized independent set, whichever happens first.
Step 1.1. If $k \geq 0$ and $V(G)=\emptyset$, then we return that $((G, B, W), k)$ is a yes-instance, and terminate. Otherwise, if $k>0$, we proceed as follows. We use the algorithm in Lemma 5 to construct $\mathcal{Q}^{\alpha(c, k)}(G)$. Then, using the algorithm in Observation 34-(i), we check if the instance $((G, B, W), k)$ is good and if $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint. If the instance is good and $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, then we proceed to Step 1.1.1. If the instance is good and $\mathcal{Q}^{\alpha(c, k)}(G)$ is not disjoint, then we choose two cliques $Q_{1}, Q_{2} \in \mathcal{Q}^{\alpha(c, k)}(G)$ such that $V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \neq \emptyset$, and branch into $\left|V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \cap B\right|$ many smaller instances of BW-Perfect Code as follows. For each $v \in V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \cap B$, we create the instance $\left(\left(G_{v}, B_{v}, W_{v}\right), k-1\right)$, and recursively call Step 1.1 on this instance. On any branch, at any point, if we find that $\mathcal{Q}^{\alpha(c, k)}(G)$ is bad, then we discard that branch. On all other branches, we recurse only until $k=0$ or $V(G)=\emptyset$ or $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint, whichever happens first.
Step 1.1.1. If $k \geq 0$ and $V(G)=\emptyset$, then we return that $((G, B, W), k)$ is a yes-instance, and terminate. Otherwise, if $k>0$ and $k_{\mathcal{Q}}>k$, then we discard this branch. Otherwise, if $k>0$ and if $k_{\mathcal{Q}}=\left|\mathcal{Q}^{\alpha(c, k)}(G)\right| \leq k$, then we do as follows. For each set $S \subseteq M^{\alpha(c, k)}(G)$ such that $S$ is feasible, we construct the instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$ of Exact Hitting Set. If $|F| \leq 2(c-1)^{2} k^{2}+2$ for every $F \in \mathcal{F}_{S}$, then we solve the Exact Hitting Set instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$ using the algorithm in Lemma 35. If $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$ is a yes-instance, then we return that $((G, B, W), k)$ is a yes-instance of BW-Perfect Code, and terminate.
Step 2. We return that $(G, B, W, k)$ is a no-instance, and terminate.
This completes the description of the algorithm. The correctness of Step 1 follows from Lemma 26. The correctness of Step 1.1 follows from Lemmas 27 and 28. Note that on any branch, when the algorithm enters Step 1.1.1, the instance $G$ contains no independent set of $k+1$, and $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint. The correctness of considering feasible sets in Step 1.1.1 follows from Lemma 30. The correctness of proceeding only if $|F| \leq 2(c-1)^{2} k^{2}+2$ for every $F \in \mathcal{F}_{S}$ follows from Lemma 33-(v). The correctness of returning yes if ( $U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}$ ) is a yes-instance of Exact Hitting Set follows from Lemma 32. Note that the algorithm enters Step 2 only if we have not already returned that the input instance is a yes-instance. And Lemmas 26 27, 28, 30, 33-(v) and 32 together imply that if $((G, B, W), k)$ is indeed a yes-instance, then we correctly return yes (in Steps $1,1.1$ or 1.1.1). Hence Step 2 is also correct. These observations show that Algorithm 1 is correct. We now analyse its runtime in the following lemma.

- Lemma 36. Algorithm 1 runs in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$.

Proof. Let us start with analysing the time taken for one execution of Step 1.1.1. For any set $S \subseteq M^{\alpha(c, k)}(G)$, by Observation 34-(ii), checking whether $S$ is feasible or not can be done
in polynomial time. Also, by Observation 34-(iii), we can construct the Exact Hitting SET instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$ in polynomial time.

For each feasible set $S$, we have $\left|U_{S}\right| \leq|V(G)|=n$. Therefore, by Lemma 35, solving Exact Hitting Set on the instance $\left(U_{S}, \mathcal{F}_{S}, k_{\mathcal{Q}}\right)$ takes time $\left(2(c-1)^{2} k^{2}+2\right)^{k_{\mathcal{Q}}} n^{\mathcal{O}(1)} \leq$ $\left(2 c^{2} k^{2}\right)^{k} n^{\mathcal{O}(1)}$. Finally, by Lemma 33-(ii), there are at most $\left(2(c-1) k^{2}\right)^{k} \leq\left(2 c k^{2}\right)^{k}$ many feasible sets. Therefore, one execution of Step 1.1.1 takes time $\left(2 c k^{2}\right)^{k} \cdot\left(2 c^{2} k^{2}\right)^{k} n^{\mathcal{O}(1)}=$ $(c k)^{\mathcal{O}(k)} n^{\mathcal{O}(1)}=2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)}$.

Now, consider Step 1.1. By Lemma 5, we can construct in $\mathcal{Q}(G)$ and $\mathcal{Q}^{\alpha(c, k)}(G)$ in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. By Observation 34-(i), we can check, again in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$, whether or not $((G, B, W), k)$ is good and $\mathcal{Q}^{\alpha(c, k)}(G)$ is disjoint. Also, note that in one execution of Step 1.1, at most $\left|V\left(Q_{1}\right) \cap V\left(Q_{2}\right) \cap B\right| \leq c-1$ many recursive calls are being made. So the total number of recursive calls made to Step 1.1 is at most $(c-1)^{k}$.

Finally, consider Step 1. By Corollary 4, finding a $(k+1)$-sized independent set $I$ takes time $2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)}$. Now, in one execution of Step 1, at most $\left|N^{[2]}(I)\right|$ recursive calls to Step 1 are being made. And by Lemma $12,\left|N^{[2]}(I)\right| \leq(c-1)\binom{k+1}{2}$. So the total number of recursive calls made to Step 1 is at most $\left((c-1)\binom{k+1}{2}\right)^{k}$.

Therefore, the total runtime of the algorithm is bounded by

$$
\begin{aligned}
\left((c-1)\binom{k+1}{2}\right)^{k} & 2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)} \cdot(c-1)^{k} 2^{\mathcal{O}(c)} n^{\mathcal{O}(1)} \cdot 2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)} \\
& =c^{\mathcal{O}(k)} k^{\mathcal{O}(k)} 2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)} \cdot c^{\mathcal{O}(k)} 2^{\mathcal{O}(c)} n^{\mathcal{O}(1)} \cdot 2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)} \\
& =2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)} \cdot 2^{\mathcal{O}(c+k \log c)} n^{\mathcal{O}(1)} \cdot 2^{\mathcal{O}(k \log (c k))} n^{\mathcal{O}(1)} \\
& =2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)} .
\end{aligned}
$$

We have thus proved the following theorem.

- Theorem 37. BW-Perfect Code on c-closed graphs admits an algorithm running in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$.

Since we can reduce an instance ( $G, k$ ) of Perfect Code into an equivalent instance $((G, B, W), k)$ in polynomial time, Theorem 37 implies the following result.

- Theorem 38. Perfect Code on c-closed graphs admits an algorithm that runs in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$.


### 3.2 A Polynomial Kernel for Perfect Code on c-Closed Graphs

We now move on to designing a kernel for Perfect Code on $c$-closed graphs. We first prove that for each fixed positive integer $c$, the BW-Perfect Code problem on $c$-closed graphs admits a kernel with $\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right)$ vertices. Then we argue that in polynomial time, we can reduce an instance of BW-Perfect Code to an equivalent instance of Perfect Code, which will give us the required kernel. Specifically, we prove the following theorem.

- Theorem 39. Let c be a fixed positive integer. There is an algorithm that, when given an instance $((G, B, W), k)$ of BW-Perfect Code as input, where $G$ is an $n$-vertex $c$-closed graph, runs in polynomial time, and returns an equivalent instance $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k^{\prime}\right)$ of the BW-Perfect Code problem such that $G^{\prime}$ is a c-closed graph and $\left|V\left(G^{\prime}\right)\right|+k^{\prime}=\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right)$.

In addition to Theorem 39, we also need the following two intermediate lemmas to prove that Perfect Code admits a kernel. The first of these lemmas deals with the Perfect Code problem on 1-closed graphs, and the second one presents a polynomial time reduction from BW-Perfect Code to Perfect Code.

- Lemma 40. Perfect Code is polynomial time solvable on 1-closed graphs.
- Lemma 41. Let $c>1$ be a fixed integer. There is an algorithm that given an instance $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k^{\prime}\right)$ of BW-PERFECT Code, runs in polynomial time, and returns an equivalent instance $\left(G^{\prime \prime}, k^{\prime \prime}\right)$ of Perfect Code such that (i) $G^{\prime \prime}$ is $c$-closed if $G^{\prime}$ is c-closed, (ii) $\left|V\left(G^{\prime \prime}\right)\right|=\mathcal{O}\left(\left|V\left(G^{\prime}\right)\right|\right)$, and (ii) $k^{\prime \prime} \leq k^{\prime}+1$.

Finally, as a consequence of Theorem 39, Lemmas 40 and 41, we derive the following result.

- Theorem 42. Let c be a fixed positive integer. Perfect Code on c-closed graphs admits a kernel with $\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right)$ vertices.

Proof. Let $(G, k)$ be an instance of Perfect Code, where $G$ is a $c$-closed graph. Our kernelization algorithm returns an equivalent instance ( $G^{\prime \prime}, k^{\prime \prime}$ ) of Perfect Code as follows. If $c=1$, then we use the algorithm in Lemma 40 to solve the Perfect Code problem on $(G, k)$. If $(G, k)$ is a yes-instance, we take $\left(G^{\prime \prime}, k^{\prime \prime}\right)$ to be a trivial yes-instance of Perfect Code with $\left|V\left(G^{\prime \prime}\right)\right|+k^{\prime \prime}=\mathcal{O}(k)$, and otherwise we take ( $\left.G^{\prime \prime}, k^{\prime \prime}\right)$ to be a trivial no-instance of Perfect Code with $\left|V\left(G^{\prime \prime}\right)\right|+k^{\prime \prime}=\mathcal{O}(k)$, and return $\left(G^{\prime \prime}, k^{\prime \prime}\right)$.

If $c>1$, then we create from $(G, k)$, an equivalent instance $((G, B, W), k)$ of BW Perfect Code by taking $B=V(G)$ and $W=\emptyset$. And then apply the algorithm in Theorem 39, to obtain an equivalent instance $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k^{\prime}\right)$ of BW-Perfect Code, where $\left|V\left(G^{\prime}\right)\right|+k^{\prime}=\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right)$. Finally, we apply the algorithm in Lemma 41 to obtain from $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k^{\prime}\right)$ an equivalent instance $\left(G^{\prime \prime}, k^{\prime \prime}\right)$ of Perfect Code. Note that as the algorithms in Lemma 40, Theorem 39 and Lemma 41, run in polynomial time, our kernelization algorithm returns $\left(G^{\prime \prime}, k^{\prime \prime}\right)$ in polynomial time. Since Lemma 41 guarantees that $\left|V\left(G^{\prime \prime}\right)\right|=\mathcal{O}\left(\left|V\left(G^{\prime}\right)\right|\right)$, and $k^{\prime \prime} \leq k^{\prime}+1$, we have $\left|V\left(G^{\prime \prime}\right)\right|+k^{\prime \prime}=\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right)$, and the theorem follows.

So now we only need to prove Theorem 39 and Lemmas 40 and 41. We prove the two lemmas first.

Proof of Lemma 40. Let $(G, k)$ be an instance of Perfect Code, where $G$ is a 1-closed graph. Observe first that every connected component of $G$ is a clique. To see this, consider a connected component $C$ of $G$, and let $x, y \in V(C)$. We claim that $x y \in E(G)$. Suppose not. Let $P=x v_{1} v_{2} \ldots v_{r} y$ be a shortest $x-y$ path in $G$. Then, note that $\left|N(x) \cap N\left(v_{2}\right)\right| \geq 1$ as $v_{1} \in N(x) \cap N\left(v_{2}\right)$. Since $G$ is 1-closed, we must have $x v_{2} \in E(G)$, which contradicts the assumption that $P$ is a shortest path between $x$ and $y$.

Since each connected component of $G$ is a clique, any perfect code of $G$ must contain exactly one vertex from each of the connected components. So, if $G$ has more than $k$ connected components, then $(G, k)$ is a no-instance of Perfect Code, and otherwise, $(G, k)$ is a yes-instance of Perfect Code. Thus, to check if $G$ has a perfect code of size at most $k$, we only need to enumerate the connected components of $G$, which can be done in polynomial time. Hence the lemma follows.

Proof of Lemma 41. Consider an instance $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k^{\prime}\right)$ of BW-Perfect Code. If $W^{\prime}=\emptyset$, then we take $G^{\prime \prime}=G^{\prime}$ and $k^{\prime \prime}=k^{\prime}$. Note that this choice of $G^{\prime \prime}$ and $k^{\prime \prime}$ satisfies all


Figure 1 Polynomial time reduction from BW-Perfect Code to Perfect Code
the properties stated in the lemma. So, assume that $W^{\prime} \neq \emptyset$. Let $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, and without loss of generality let $W^{\prime}=\left\{v_{1}, v_{2}, \ldots, v_{r}\right\}$ for some $r \leq n$. We now define the graph $G^{\prime \prime}$. We take $G^{\prime \prime}$ to be the supergraph of $G$ obtained by adding $k^{\prime}+3+r$ new vertices $z, z_{1}, z_{2}, \ldots, z_{k^{\prime}+2}, y_{1}, y_{2}, \ldots, y_{r}$. We also add the following new edges to $G^{\prime \prime}$. We make $z$ adjacent to $z_{i}$ and $y_{j}$ for every $i \in\left[k^{\prime}+2\right]$ and $j \in[r]$; also, for every $j \in[r]$, we make $y_{j}$ adjacent to $v_{j}$. Thus $V\left(G^{\prime \prime}\right)=V\left(G^{\prime}\right) \cup Y \cup Z$, where $Y=\left\{y_{1}, y_{2}, \ldots, y_{r}\right\}$ and $Z=\left\{z, z_{1}, z_{2}, \ldots, z_{k^{\prime}+2}\right\} ;$ and $E\left(G^{\prime \prime}\right)=E\left(G^{\prime}\right) \cup E_{1} \cup E_{2} \cup E_{3}$, where $E_{1}=\left\{v_{i} y_{i} \mid i \in[r]\right\}$, $E_{2}=\left\{y_{i} z \mid i \in[r]\right\}$ and $E_{3}=\left\{z z_{i} \mid i \in\left[k^{\prime}+2\right]\right\}$. And we set $k^{\prime \prime}=k^{\prime}+1$. Notice that $G^{\prime}$ is subgraph of $G^{\prime}$. Notice also that the set $Y$ is another copy of $W^{\prime}$. Thus, $\left\{v_{1}, v_{2}, \ldots, v_{r}\right\}$ and $Y$ are two copies of $W^{\prime}$, and the set $E_{1}$ is a matching in $G^{\prime \prime}$ between the two copies. See Figure 1.

First, $\left|V\left(G^{\prime \prime}\right)\right|=\left|V\left(G^{\prime}\right)\right|+|Y|+|Z|=\left|V\left(G^{\prime}\right)\right|+\left|W^{\prime}\right|+\left(k^{\prime}+3\right)=\mathcal{O}\left(\left|V\left(G^{\prime}\right)\right|\right)$.
Second, we show that $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k^{\prime}\right)$ is a yes-instance of BW-Perfect Code if and only if $\left(G^{\prime \prime}, k^{\prime \prime}\right)$ is a yes-instance of Perfect Code. Assume that $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k^{\prime}\right)$ is a yes-instance of BW-Perfect Code, and let $D^{\prime} \subseteq B^{\prime}$ be a bw-perfect code of ( $G^{\prime}, B^{\prime}, W^{\prime}$ ) of size at most $k^{\prime}$. Let $D^{\prime \prime}=D^{\prime} \cup\{z\}$. Notice that $z$ dominates $N_{G^{\prime \prime}}[z]=Z \cup Y$, and does not dominate vertex $v_{i}$ for any $i \in[n]$; and no vertex of $D$ dominates $Z \cup Y$ as $\left(D \subseteq B^{\prime}\right.$ and hence) no vertex of $D$ is adjacent to any vertex in $Z \cup Y$. Thus $D^{\prime \prime}$ is a perfect code of $G^{\prime \prime}$ of size $\left|D^{\prime}\right|+1 \leq k^{\prime}+1=k^{\prime \prime}$. Conversely, assume that $\left(G^{\prime \prime}, k^{\prime \prime}\right)$ is a yes-instance of Perfect Code, and let $D \subseteq V\left(G^{\prime \prime}\right)$ be a perfect code of $G^{\prime \prime}$ of size at most $k^{\prime \prime}$. We first claim that $z \in D$. If not, then, since $N_{G^{\prime \prime}}\left[z_{i}\right]=\left\{z, z_{i}\right\}$, we must have $z_{i} \in D$ for every $i \in\left[k^{\prime}+2\right]$, which contradicts the assumption that $|D| \leq k^{\prime \prime}=k^{\prime}+1$. But then as $z$ dominates $Y \cup(Z \backslash\{z\})=N_{G^{\prime \prime}}(z)$, we have $Y \cup(Z \backslash\{z\}) \cap(D \backslash\{z\})=\emptyset$. Therefore $D \backslash\{z\} \subseteq V\left(G^{\prime}\right)$. Now, for every $j \in[r]$, since $\operatorname{dist}_{G^{\prime \prime}}\left(z, v_{j}\right)=2$, we can conclude that $v_{r} \notin D$; i.e., $D \cap W^{\prime}=\emptyset$. Thus $D \backslash\{z\} \subseteq B^{\prime}$. Since $z$ does not dominate any vertex in $V\left(G^{\prime}\right) \subseteq V\left(G^{\prime \prime}\right)$, we can conclude that $D \backslash\{z\}$ dominates every vertex in $V\left(G^{\prime}\right)$ exactly once. And we have $|D \backslash\{z\}|=|D|-1 \leq k^{\prime \prime}-1=k^{\prime}$. We have thus shown that $D \subseteq B^{\prime}$, $D$ dominates every vertex of $G^{\prime}$ exactly once, and $D$ has size at most $k$; that is, $D$ is a bw-perfect code of $G^{\prime}$ of size at most $k^{\prime}$.

Finally, to conclude the proof, we only need to show that if $G^{\prime}$ is a $c$-closed graph, then so is $G^{\prime \prime}$. As it is straightforward to verify this, we omit its proof.

The rest of this section is dedicated to proving Theorem 39. Towards that end, we first define two functions $\gamma, \mu: \mathbb{N} \rightarrow \mathbb{N}$ as follows. Recall that $\beta(a, b)=2[(a-1)(b-1)+1]$ and
$R_{c}(a, b)=(c-1)\binom{b-1}{2}+(a-1)(b-1)+1$. For $a, b \in \mathbb{N}$, we define $\gamma(\mathbf{1}, \boldsymbol{b})=\boldsymbol{b}+\mathbf{1}$, and $\gamma(a, b)=b \mu(a-1, b)+1$; and $\mu(a, b)=\gamma(a, b)+R_{a}(\beta(a, \gamma(a, b)+1), \gamma(a, b)+1)-1$. These functions $\gamma$ and $\mu$ will be used to bound the size of independent sets in $G$ when $((G, B, W), k)$ is a yes-instance.

- Observation 43. Observe that for every fixed $a, i \in \mathbb{N}$, and for $b \in \mathbb{N}$, we have $R_{i}(a, b)=$ $\mathcal{O}\left(b^{2}\right)$ and $\beta(a, b)=\mathcal{O}(b)$. Therefore, we have

$$
\begin{array}{ll}
\gamma(1, b)=\mathcal{O}(b) & \mu(1, b)=\mathcal{O}(b)+R_{1}(\mathcal{O}(b), \mathcal{O}(b))=\mathcal{O}\left(b^{2}\right) \\
\gamma(2, b)=b \mu(1, b)+1=\mathcal{O}\left(b^{3}\right) & \mu(2, b)=\mathcal{O}\left(b^{3}\right)+R_{2}\left(\mathcal{O}\left(b^{3}\right), \mathcal{O}\left(b^{3}\right)\right)=\mathcal{O}\left(b^{6}\right) \\
\gamma(3, b)=b \mu(2, b)+1=\mathcal{O}\left(b^{7}\right) & \mu(3, b)=\mathcal{O}\left(b^{7}\right)+R_{3}\left(\mathcal{O}\left(b^{7}\right), \mathcal{O}\left(b^{7}\right)\right)=\mathcal{O}\left(b^{14}\right) \\
\ldots & \cdots \\
\gamma(a, b)=\mathcal{O}\left(b^{2^{a}-1}\right) & \mu(a, b)=\mathcal{O}\left(b^{2\left(2^{a}-1\right)}\right) .
\end{array}
$$

Outline of the kernel. Our kernel for BW-Perfect Code has two parts. In the first part, we bound the size of independent sets in $(G, B, W)$ using Reduction Rule 44, and in the second part, we bound the size of cliques in $(G, B, W)$ using Reduction Rules 52 and 56 (and Reduction Rule 15). Once the size of cliques and independent sets are bounded, we apply Lemma 1 to derive the kernel. Recall that for a set $Y \subseteq V(G), C N(Y)$ denotes the set of common neighbours of the vertices in $Y$, i.e., $C N(Y)=\bigcap_{v \in Y} N(v)$.

To bound the size of independent sets in case $((G, B, W), k)$ is a yes-instance, observe the following fact. Consider an independent set $I$ in $G$ and a bw-perfect code $D \subseteq B$ of size at most $k$. Then, we can partition $I$ into at most $k$ parts, say, $I_{1}, I_{2}, \ldots, I_{k}$ such that for each $j \in[k]$, there exists a unique vertex $v_{j} \in D$ that dominates $I_{j}$, i.e., $I_{j} \subseteq N\left(v_{j}\right)$. Thus, to bound $|I|$, we only need to bound $\left|I_{j}\right|$ for every $j \in[k]$. More generally, we only need to bound the size of independent sets contained in $N(v)$ for every $v \in V(G)$. To do this, suppose that for every $Y \subseteq V(G)$ with $|Y|=2$ we have already managed to bound the size of independent sets contained in $C N(Y)$ by some function of $c$ and $k$, say, $f(c, k)$. That is, every independent set with at least 2 common neighbours has size at most $f(c, k)$. Now, consider $v \in V(G)$. And let $I^{\prime}$ be an independent set of size at least $k \cdot f(c, k)+1$ contained in $N(v)$ and $D$ a bw-perfect code of size at most $k$. Then, we must have $v \in D$. If not, there exists $u \in D$ that dominates at least $\left|I^{\prime}\right| / k$ vertices of $I$. That is, there exist $u \in D$ and $I^{\prime \prime} \subseteq I^{\prime}$ such that $\left|I^{\prime \prime}\right| \geq\left|I^{\prime}\right| / k>f(c, k)$ and $I^{\prime \prime} \subseteq N(u)$. But note that $I^{\prime \prime} \subseteq I^{\prime} \subseteq N(v)$. Thus, $I^{\prime \prime} \subseteq C N(\{u, v\})$ and $\left|I^{\prime \prime}\right|>f(c, k)$, which we have already ruled out to be impossible. By repeating these arguments, we can show that, to obtain the bound of $f(c, k)$ for independent sets with 2 common neighbours, we only need to bound the size of independent sets with 3 common neighbours. This train of arguments only needs to continue until we reach independent sets with $c-1$ common neighbours. Thus, we start with sets $Y$ of size $c-1$ and bound the size of independent sets contained in $C N(Y)$. Then proceed to sets $Y$ of size $c-2$ and so on. This idea is formalised in Reduction Rule 44. But the difficulty is in checking if $C N(Y)$ contains an independent set of the required size, which cannot be done in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. To overcome this, we use the weaker result of Lemma 11, which causes the bound on the independent set size to increase exponentially in each successive stage. Thus, after $c-1$ stages, we only manage to obtain a bound of $\mu(c-1, k)=k^{\mathcal{O}\left(2^{c}\right)}$ for the size of independent sets contained in $N(v)$ for every $v \in V(G)$. And this bound is where the kernel size comes from.

In the second part, bounding the clique size is fairly straightforward. This involves removing twin vertices (which we already did in Reduction Rule 15), and identifying irrelevant vertices (vertices that cannot belong to any bw-perfect code of size at most $k$ ) and colouring them white or removing them (Reduction Rules 52 and 56).

We now formally introduce the following reduction rule.

- Reduction Rule 44. For each $i \in[c-1]$, we introduce Reduction Rule 44.i as follows. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. For each fixed set $Y \subseteq V(G)$ with $|Y|=c-i$, we run the algorithm in Lemma 11 on the graph $G[C N(Y)]$ with $\ell=\gamma(i, k)+1$. If the algorithm returns an independent set $I$ of size $\ell$, then delete a vertex $v \in I$ from $G$, and colour $N_{G}(v) \backslash Y$ white. That is, we create a new instance $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k\right)$ as follows: $G^{\prime}=G-v, B^{\prime}=B \backslash\left(N_{G}[v] \backslash Y\right)$ and $W^{\prime}=V\left(G^{\prime}\right) \backslash B^{\prime}=W \cup\left(N_{G}[v] \backslash Y\right)$. We keep repeating this procedure until the algorithm in Lemma 11 returns that every independent set in $G[C N(Y)]$ has size at most $(\ell-1)+R_{c}(\beta(c, \ell), \ell)-1$. Also, we apply Reduction Rule $44 . i$ in the increasing order of $i$. That is, we first apply Reduction Rule 44.1 exhaustively, and for each $i \in[c-1] \backslash\{1\}$, we apply Reduction Rule 44.i only if Reduction Rule 44. $(i-1)$ is no longer applicable.

We now observe the following fact, which will be useful in establishing the correctness of Reduction Rule 44.

- Observation 45. Fix $i \in[c-1]$. For any $Y \subseteq V(G)$ with $|Y|=c-i$, by Lemma 13, the subgraph $G[C N(Y)]$ is $i$-closed. Therefore, after an exhaustive application of Reduction Rule 44.i, by Lemma 11, every independent set in $G[C N(Y)]$ has size at most $\gamma(i, k)+$ $R_{i}(\beta(i, \gamma(i, k)+1), \gamma(i, k)+1)-1=\mu(i, k)$. In particular, when $i=c-1$, we get that after an exhaustive application of Reduction Rule 44. $(c-1)$, for every $v \in V(G)$, every independent set in $G[N(v)]$ has size at most $\mu(c-1, k)$.
- Lemma 46. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. Let $Y \subseteq V(G)$ be such that $|Y|=c-1$, and $I \subseteq C N(Y)$ be an independent set with $|I| \geq \gamma(1, k)$. Then, for any bw-perfect code $D \subseteq B$ of $(G, B, W)$ with $|D| \leq k$, we have $|D \cap Y|=1$.

Proof. Let $D \subseteq B$ be a bw-perfect code of $(G, B, W)$ with $|D| \leq k$. We first claim that $D \cap Y \neq \emptyset$. Assume for a contradiction that $D \cap Y=\emptyset$. Now, since $|I| \geq \gamma(1, k)=k+1$ and $|D| \leq k$, by the pigeonhole principle, there exists a vertex $u \in D$ that dominates at least two vertices of $I$, say, $w_{1}, w_{2} \in I$. That is, $u \in N\left[w_{1}\right] \cap N\left[w_{2}\right]$. Since $I$ is an independent set, and $u w_{1}, u w_{2} \in E(G)$, we can conclude that $u \neq w_{1}$ and $u \neq w_{2}$. Thus, $u \in N\left(w_{1}\right) \cap N\left(w_{2}\right)$. But since $w_{1}, w_{2} \in I \subseteq C N(Y)$, we get that $Y \subseteq N\left(w_{1}\right) \cap N\left(w_{2}\right)$. Thus, $Y \cup\{u\} \subseteq N\left(w_{1}\right) \cap N\left(w_{2}\right)$. Because of our assumption that $D \cap Y=\emptyset$, we have $u \notin Y$, and thus $|Y \cup\{u\}|=c$. Thus, $w_{1}$ and $w_{2}$ have at least $c$ common neighbours, and therefore $w_{1} w_{2} \in E(G)$, which is not possible as $w_{1}$ and $w_{2}$ belong to the independent set $I$. Thus, $D \cap Y \neq \emptyset$. Now, if there exist $y_{1}, y_{2} \in D \cap Y$, where $y_{1} \neq y_{2}$, then for any $x \in I$, we have $y_{1}, y_{2} \in N[x] \cap D$, which, by the definition of a bw-perfect code, is not possible. Therefore, we conclude that $|D \cap Y|=1$.

- Lemma 47. Fix $i \in[c-1] \backslash\{1\}$. Let $((G, B, W), k)$ be an instance of BW-PERFECT Code to which Reduction Rule 44. $(i-1)$ has been applied exhaustively. Let $Y \subseteq V(G)$ be such that $|Y|=c-i$, and $I \subseteq C N(Y)$ be an independent set with $|I| \geq \gamma(i, k)$. Then, for any bw-perfect code $D \subseteq B$ of $(G, B, W)$ with $|D| \leq k$, we have $|D \cap Y|=1$.

Proof. Let $D \subseteq B$ be a bw-perfect code of $(G, B, W)$ with $|D| \leq k$. We first claim that $D \cap Y \neq \emptyset$. Assume for a contradiction that $D \cap Y=\emptyset$. Now, since $|I| \geq \gamma(i, k)=$ $k \mu(i-1, k)+1$ and $|D| \leq k$, by the pigeonhole principle, there exists a vertex $u \in D$ that dominates at least $\mu(i-1, k)+1$ vertices of $I$. Let $I^{\prime} \subseteq I$ be such that $\left|I^{\prime}\right| \geq \mu(i-1, k)+1$ and $u$ dominates $I^{\prime}$. That is, $I^{\prime} \subseteq N[u]$. Observe first that $u \notin I^{\prime}$. To see this, suppose that $u \in I^{\prime}$. Then, for every $w \in I^{\prime} \backslash\{u\}$, since $u$ dominates $w$, we must have $u w \in E(G)$, which contradicts
the fact that $I^{\prime}$ is an independent set. So, $u \notin I^{\prime}$, and therefore, $I^{\prime} \subseteq N(u)$. And we already have $I^{\prime} \subseteq I \subseteq C N(Y)$. We can conclude that $I^{\prime} \subseteq N(u) \cap C N(Y)=C N(Y \cup\{u\})$. Because of our assumption that $D \cap Y=\emptyset$, we have $u \notin Y$, and thus $|Y \cup\{u\}|=c-i+1=c-(i-1)$. That is, $Y \cup\{u\}$ is a set of size $c-(i-1)$, and $I^{\prime}$ is an independent set such that $I^{\prime} \subseteq C N(Y \cup\{u\})$, and $\left|I^{\prime}\right| \geq \mu(i-1, k)+1$. But this conclusion contradicts Observation 45 because of our assumption that Reduction Rule 44. $(i-1)$ has been applied exhaustively. Thus, $D \cap Y \neq \emptyset$. Now, if there exist $y_{1}, y_{2} \in D \cap Y$, where $y_{1} \neq y_{2}$, then for any $x \in I$, we have $y_{1}, y_{2} \in N[x] \cap D$, which, by the definition of a bw-perfect code, is not possible. Therefore, we conclude that $|D \cap Y|=1$.

- Lemma 48. For each $i \in[c-1]$, Reduction Rule 44.i is safe.

Proof. Fix $i \in[c-1]$. Let $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k\right)$ be the instance obtained from $((G, B, W), k)$ by a single application of Reduction Rule 44.i. Then there exists $Y \subseteq V(G)$ with $|Y|=c-i$, and an independent set $I \subseteq C N(Y)$ with $|I|=\gamma(i, k)+1$ and a vertex $v \in I$ such that $G^{\prime}=G-v, B^{\prime}=B \backslash\left(N_{G}[v] \backslash Y\right)$ and $W^{\prime}=V\left(G^{\prime}\right) \backslash B^{\prime}=W \cup\left(N_{G}[v] \backslash Y\right)$. We shall show that $((G, B, W), k)$ and $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k\right)$ are equivalent instances.

Assume that $((G, B, W), k)$ is a yes-instance of BW-Perfect Code, and let $D \subseteq B$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. We first claim that $|D \cap Y|=1$. Suppose $i=1$. Then $|Y|=c-1$ and $|I|=\gamma(1, k)+1$. By Lemma 46, $|D \cap Y|=1$. Now, suppose that $i>1$. First, by assumption, Reduction Rule $44 . j$ is not applicable to $((G, B, W), k)$ for any $j \in[i-1]$. And we have $|Y|=c-i$, and $|I|=\gamma(i, k)+1$. Then, by Lemma 47, we have $|D \cap Y|=1$. In either case, we have $|D \cap Y|=1$. Let $\{y\}=D \cap Y$. But then since $y \in D$ and $I \subseteq C N(Y) \subseteq N(y)$, we have $I \cap D=\emptyset$. In particular $v \notin D$. Also, for any $w \in N_{G}(v) \backslash Y$, we have $\operatorname{dist}_{G}(y, w) \leq 2$, and thus, by Observation 14, we have $w \notin D$. Thus, $D \cap\left(N_{G}[v] \backslash Y\right)=\emptyset$, and therefore, $D \subseteq B \backslash\left(N_{G}[v] \backslash Y\right)=B^{\prime}$. Thus, $D$ is a bw-perfect code of $\left(G^{\prime}, B^{\prime}, W^{\prime}\right)$ as well.

Conversely, assume that $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k\right)$ is a yes-instance, and let $D^{\prime} \subseteq B^{\prime}$ be a bw-perfect code of $\left(G^{\prime}, B^{\prime}, W^{\prime}\right)$ with $\left|D^{\prime}\right| \leq k$. We claim that $D^{\prime}$ is a bw-perfect code of $(G, B, W)$ as well. Note that for any $x \in V(G) \backslash\{v\}$, we have $N_{G^{\prime}}[x]=N_{G}[x] \backslash\{v\}$. Therefore, since $v \notin D^{\prime}$, we have $\left|D^{\prime} \cap N_{G}[x]\right|=\left|D^{\prime} \cap N_{G^{\prime}}[x]\right|=1$. So, now we only need to show that $\left|D^{\prime} \cap N_{G}[v]\right|=1$. Note that $N_{G}[v]=\left(N_{G}[v] \backslash Y\right) \cup\left(N_{G}[v] \cap Y\right)$. First, since $N_{G}[v] \backslash Y \subseteq W^{\prime}$, and $D^{\prime} \subseteq B^{\prime}$, we get that $D^{\prime} \cap\left(N_{G}[v] \backslash Y\right)=\emptyset$. So we only need to show that $\left|D^{\prime} \cap\left(N_{G}[v] \cap Y\right)\right|=1$. Now, observe that as $|I \backslash\{v\}|=\gamma(i, k)$, by Lemma 46 if $i=1$ and by Lemma 47 if $i>1$, we have $\left|D^{\prime} \cap Y\right|=1$. Let $\left\{y^{\prime}\right\}=D^{\prime} \cap Y$. Then, $y^{\prime} \in D^{\prime} \cap N_{G}[v]$, and in fact, $\left\{y^{\prime}\right\}=D^{\prime} \cap\left(N_{G}[v] \cap Y\right)$. This completes the proof.

- Remark 49. Observe that to apply the rule exhaustively, we need not go over all sets $Y \subseteq V(G)$ of size at most $c-1$. We only need to consider sets $Y \subseteq V(G)$ for which $C N(Y)$ contains at least two non-adjacent vertices, say $x$ and $y$. But then we would have $Y \subseteq C N(\{x, y\})$. Since $|C N(\{x, y\})| \leq c-1$, we only have at most $2^{c-1}$ choices for $Y$. And since there are only at most $\binom{n}{2}=\mathcal{O}\left(n^{2}\right)$ choices for $\{x, y\}$, we can conclude that we only need to go over $2^{c-1} n^{2}$ sets $Y$ to apply the rule exhaustively. Now, note that each application of Reduction Rule 44 can be executed in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$ as the algorithm in Lemma 11 takes time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. Also, for each set $Y \subseteq V(G)$ with $|Y| \leq c-1$, Reduction Rule 44 is applied only at most $|C N(Y)| \leq n$ times. Thus, we can exhaustively apply Reduction Rule 44 in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)} .{ }^{3}$ Recall that $c$ is a fixed constant, and therefore we can exhaustively apply

[^2]Reduction Rule 44 in polynomial time. So, from now on, we assume that Reduction Rule 44 has been applied exhaustively.

The following lemma bounds the size of an independent set in $G$ if $((G, B, W), k)$ is a yes-instance.

- Lemma 50. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. If $((G, B, W), k)$ is a yes-instance, then every independent set in $G$ has size at most $\gamma(c, k)-1$.

Proof. Assume that $((G, B, W), k)$ is a yes-instance of BW-Perfect Code, and let $D \subseteq B$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Let $I \subseteq V(G)$ be an independent set. Assume for a contradiction that $|I| \geq \gamma(c, k)=k \mu(c-1, k)+1$. Then, since $|D| \leq k$, by the pigeonhole principle, there exists $v \in D$ such that $v$ dominates at least $\mu(c-1, k)+1$ vertices of $I$. That is, there exists an independent set $I^{\prime}$ such that $I^{\prime} \subseteq N(v)$ and $\left|I^{\prime}\right| \geq \mu(c-1, k)+1$, which, by Observation 45, is not possible, as Reduction Rule 44, and in particular, Reduction Rule 44. $(c-1)$ has been applied exhaustively.

We have thus bounded the size of every independent set in $G$ for yes-instances. This immediately bounds the number of large cliques (by Lemma 9), as well as the number of vertices that do not belong to any large maximal clique (by Lemma 1).

- Lemma 51. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. If $((G, B, W), k)$ is a yes-instance, then

1. $\left|\mathcal{Q}^{\beta(c, \gamma(c, k))}(G)\right| \leq \gamma(c, k)-1$, and
2. $\left|M^{\beta(c, \gamma(c, k))}(G)\right| \leq R_{c}(\beta(c, \gamma(c, k)), \gamma(c, k))-1$.

Proof. Assume that $((G, B, W), k)$ is a yes-instance of BW-Perfect Code.

1. If $\left|\mathcal{Q}^{\beta(c, \gamma(c, k))}(G)\right| \geq \gamma(c, k)$, then by Lemma $9, G$ contains an independent set of size $\gamma(c, k)$, which contradicts Lemma 50.
2. By the definition of $M^{\beta(c, \gamma(c, k))}(G)$, the induced subgraph $G\left[M^{\beta(c, \gamma(c, k))}(G)\right]$ of $G$ contains no clique of size $\beta(c, \gamma(c, k))$. By Lemma 50 , the graph $G$, and hence the graph $G\left[M^{\beta(c, \gamma(c, k))}(G)\right]$, contains no independent set of size $\gamma(c, k)$. The bound then follows from Lemma 1.

In what follows, we show that the size of cliques in $G$ can be bounded as well, which, in turn, will help us bound $\left|L^{\beta(c, \gamma(c, k))}(G)\right|$. Recall that $\alpha(c, k)=(c-1) k+1$.

- Reduction Rule 52. Let $((G, B, W), k)$ be an instance of BW-Perfect Code, and let $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. Colour $N(V(Q))$ white. That is, we construct the instance $\left(\left(G, B^{\prime}, W^{\prime}\right), k\right)$ of BW-Perfect Code, where $W^{\prime}=W \cup N(V(Q))$, and $B^{\prime}=B \backslash N(V(Q))$.
- Lemma 53. Reduction Rule 52 is safe.

Proof. Let $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$, and let $\left(\left(G, B^{\prime}, W^{\prime}\right), k\right)$ be the instance obtained from $((G, B, W), k)$ by a single application of Reduction Rule 52 by colouring $N(V(Q))$ white.

Assume that $((G, B, W), k)$ is a yes-instance, and let $D \subseteq B$ be a bw-perfect code of $((G, B, W), k)$ of size at most $k$. Then, by Lemma $19,|D \cap V(Q)|=1$. Let $\{v\}=D \cap V(Q)$.

[^3]Note that as $Q$ is a clique, for any $u \in N(V(Q))$, we have $\operatorname{dist}_{G}(u, v) \leq 2$, which together with Observation 14, implies that $D \cap N(V(Q))=\emptyset$. Therefore, $D \subseteq B \backslash N(V(Q))=B^{\prime}$. Thus, $D$ is a bw-perfect code of $\left(G, B^{\prime}, W^{\prime}\right)$ as well.

For the other direction, note that as $B^{\prime} \subseteq B$, any bw-perfect code of ( $G, B^{\prime}, W^{\prime}$ ) is a bw-perfect code of $(G, B, W)$ as well.

- Remark 54. Observe that given an instance $((G, B, W), k)$ of BW-Perfect Code, using the algorithm in Lemma 5, we can construct $\mathcal{Q}^{\alpha(c, k)}(G)$ in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. Once $\mathcal{Q}^{\alpha(c, k)}(G)$ is constructed, we can apply Reduction Rule 52 exhaustively, in time $\left|\mathcal{Q}^{\alpha(c, k)}(G)\right| n^{\mathcal{O}(1)} \leq$ $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. So, from now on, we assume that Reduction Rule 52 has been applied exhaustively.
- Lemma 55. Let $(G, B, W)$ be a bw-graph, and $Q$ a clique (not necessarily maximal) in $G$ such that $N(Q) \subseteq W$. Then, for any bw-perfect code $D$ of $G$, we have $|D \cap V(Q)|=1$.

Proof. Let $D \subseteq B$ be a bw-perfect code of $(G, B, W)$. Since $N(Q) \subseteq W$, we have $D \cap N(Q)=$ $\emptyset$. And since $D$ dominates $V(Q)$, we must have $D \cap V(Q) \neq \emptyset$. But since $Q$ is a clique and $D$ an independent set, at most one vertex from $V(Q)$ can belong to $D$. We thus have $|D \cap V(Q)|=1$.

Recall that for each $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$, we defined $Z(Q)$ to be the set of vertices in $V(Q)$ that have neighbours in some other maximal clique of size at least $\alpha(c, k)$, i.e., $Z(Q)=\{u \in$ $V(Q) \mid u v \in E(G)$ for some $v \in V\left(Q^{\prime}\right)$, where $Q^{\prime} \in \mathcal{Q}^{\alpha(c, k)}(G), u \notin V\left(Q^{\prime}\right)$, and $\left.Q^{\prime} \neq Q\right\}$.

- Reduction Rule 56. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. If there exists $Q \in \mathcal{Q}^{\alpha(c, k)+1}(G)$ and $v \in Z(Q)$, then delete $v$. That is, we construct the instance $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k\right)$ of BW-Perfect Code, where $G^{\prime}=G-v, B^{\prime}=B \backslash\{v\}$, and $W^{\prime}=W \backslash\{v\}$
- Lemma 57. Reduction Rule 56 is safe.

Proof. Let $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k\right)$ be obtained from $((G, B, W), k)$ by a single application of Reduction Rule 56. Then there exists $Q \in \mathcal{Q}^{\alpha(c, k)+1}(G)$ and $v \in Z(Q)$ such that $G^{\prime}=G-v$, $B^{\prime}=B \backslash\{v\}$, and $W^{\prime}=W \backslash\{v\}$. Note first that as $\mathcal{Q}^{\alpha(c, k)+1}(G) \subseteq \mathcal{Q}^{\alpha(c, k)}(G)$, we have $Q \in \mathcal{Q}^{\alpha(c, k)}(G)$. By Remark 54, $N_{G}(V(Q)) \subseteq W$. In fact, as $v \in V(Q)$, we have $N_{G}(V(Q)) \subseteq W \backslash\{v\}=W^{\prime}$.

Assume that $((G, B, W), k)$ is a yes-instance of BW-Perfect Code, and let $D \subseteq B$ be a bw-perfect code of $(G, B, W)$ of size at most $k$. Then by Corollary 22, we have $v \notin D$, and therefore $D$ is a bw-perfect code of $\left(G^{\prime}, B^{\prime}, W^{\prime}\right)$ as well.

Conversely, assume that $\left(\left(G^{\prime}, B^{\prime}, W^{\prime}\right), k\right)$ is a yes-instance of BW-Perfect Code, and let $D^{\prime} \subseteq B^{\prime}$ be a bw-perfect code of $\left(G^{\prime}, B^{\prime}, W^{\prime}\right)$ of size at most $k$. We claim that $D^{\prime}$ is a bw-perfect code of $(G, B, W)$ as well. First, $D^{\prime} \subseteq B^{\prime} \subseteq B$. Also, note that for every vertex $u \in V(G) \backslash\{v\}$, we have $N_{G^{\prime}}[u]=N_{G}[u] \backslash v$. Since $v \notin D^{\prime}$, we get that $D^{\prime} \cap N_{G^{\prime}}[u]=D^{\prime} \cap N_{G}[u]$, and thus $\left|D^{\prime} \cap N_{G}[u]\right|=1$. To complete the proof, we now argue that $\left|D^{\prime} \cap N_{G}[v]\right|=1$. Since $Q-v$ is a clique (not necessarily maximal) in $G^{\prime}$, and $N_{G^{\prime}}(V(Q-v)) \subseteq N_{G}(V(Q)) \subseteq W^{\prime}$, by Lemma 55, we have $\left|D^{\prime} \cap V(Q-v)\right|=1$. Let $\{w\}=$ $D^{\prime} \cap V(Q-v)$. Thus $\{w\}=D^{\prime} \cap\left(N_{G}[v] \cap V(Q)\right)$. And as $N_{G}(v) \backslash V(Q) \subseteq N_{G}(V(Q)) \subseteq W^{\prime}$, we get that $\left.D^{\prime} \cap N_{G}[v] \backslash V(Q)\right)=\emptyset$. Thus, we conclude that $\left|D^{\prime} \cap N_{G}[v]\right|=|\{w\}|=1$.

- Remark 58. Just like Reduction Rule 52, observe that Reduction Rule 56 can be applied in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$ as well. So from now on, we assume that Reduction Rule 56 has been applied exhaustively.

Lemma 59. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. If $((G, B, W), k)$ is a yes-instance, then for every $Q \in \mathcal{Q}^{\beta(c, \gamma(c, k))}(G)$, we have

1. $Z(Q)=\emptyset$, and
2. $|V(Q)| \leq(c-1)\left[R_{c}(\beta(c, \gamma(c, k)), \gamma(c, k))-1\right]+2$.

Proof. Assume that $((G, B, W), k)$ is a yes-instance. Consider $Q \in \mathcal{Q}^{\beta(c, \gamma(c, k))}(G)$.

1. Observe that as $\gamma(c, k) \geq \gamma(1, k)$ for every $c \geq 1$, we have $\beta(c, \gamma(c, k)) \geq \beta(c, \gamma(1, k))=$ $2[(c-1)(\gamma(1, k)-1)+1]=2[(c-1) k+1] \geq(c-1) k+2=\alpha(c, k)+1$. Therefore, $Q \in \mathcal{Q}^{\alpha(c, k)+1}(G)$. Thus, if $Z(Q) \neq \emptyset$, then Reduction Rule 56 would apply, which contradicts Remark 58.
2. We classify the vertices of $V(Q)$ depending on their neighbours in $V(G) \backslash V(Q)$. For every vertex $v \in V(Q)$, there are three possibilities: (i) $v$ has no neighbour in $V(G) \backslash$ $V(Q)$; but by Lemma 18, the number of such vertices $v$ is at most 2. (ii) The vertex $v$ has a neighbour in $L^{\beta(c, \gamma(c, k))}(G) \backslash V(Q)$; but in this case $v \in Z(Q)$, which contradicts the previous assertion that $Z(Q)=\emptyset$. And (iii) $v$ has a neighbour in $M^{\beta(c, \gamma(c, k))}(G)$; the number of such vertices $v$ is at most $(c-1)\left|M^{\beta(c, \gamma(c, k))}(G)\right|$, because by Lemma 6 , every vertex in $M^{\beta(c, \gamma(c, k))}(G)$ has at most $c-1$ neighbours in $V(Q)$. Now, by Lemma 51, $\left|M^{\beta(c, \gamma(c, k))}(G)\right| \leq R_{c}(\beta(c, \gamma(c, k)), \gamma(c, k))-1$ and we thus have $|V(Q)| \leq(c-1)\left[R_{c}(\beta(c, \gamma(c, k)), \gamma(c, k))-1\right]+2$.

Finally, Lemma 51-(1) and Lemma 59-(2) together bound $\left|L^{\beta(c, \gamma(c, k))}(G)\right|$, which, in turn, bounds $|V(G)|$.

- Lemma 60. Let $((G, B, W), k)$ be an instance of BW-Perfect Code. If $((G, B, W), k)$ is a yes-instance, then $|V(G)|=\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right)$.

Proof. Assume that $((G, B, W), k)$ is a yes-instance. Then, by Lemma 51-(1), we have $\left|\mathcal{Q}^{\beta(c, \gamma(c, k))}(G)\right| \leq \gamma(c, k)-1=\mathcal{O}\left(k^{2^{c}-1}\right)$, and by Lemma 59-(2), we have $|V(Q)| \leq(c-$ 1) $\left[R_{c}(\beta(c, \gamma(c, k)), \gamma(c, k))-1\right]+2=\mathcal{O}\left((\gamma(c, k))^{2}\right)=\mathcal{O}\left(k^{2\left(2^{c}-1\right)}\right)$. Therefore, we have

$$
\begin{aligned}
\left|L^{\beta(c, \gamma(c, k))}(G)\right| & =\left|\bigcup_{Q \in \mathcal{Q}^{\beta(c, \gamma(c, k))}(G)} V(Q)\right| \\
& \leq(\gamma(c, k)-1) \cdot(c-1)\left[R_{c}(\beta(c, \gamma(c, k)), \gamma(c, k))-1\right]+2 \\
& =\mathcal{O}\left(k^{2^{c}-1}\right) \cdot \mathcal{O}\left(k^{2\left(2^{c}-1\right)}\right) \\
& =\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right) .
\end{aligned}
$$

Also, by Lemma 51-(2), we have $\left|M^{\beta(c, \gamma(c, k))}(G)\right| \leq R_{c}(\beta(c, \gamma(c, k)), \gamma(c, k))-1=$ $R_{c}\left(\mathcal{O}\left(k^{2^{c}-1}\right), \mathcal{O}\left(k^{2^{c}-1}\right)\right)=\mathcal{O}\left(k^{2\left(2^{c}-1\right)}\right)$. Finally, since $\left\{L^{\beta(c, \gamma(c, k))}(G), M^{\beta(c, \gamma(c, k))}(G)\right\}$ is a partition of $V(G)$, we conclude that $|V(G)|=\mathcal{O}\left(k^{3\left(2^{c}-1\right)}\right)$.

Each of our reduction rule is safe and by Remarks 49 and 58, all the reduction rules we introduced can be executed in polynomial time, and are applied only polynomially many times. We have thus proved Theorem 39.

## 4 Connected Dominating Set on c-Closed Graphs

Recall that for a graph $G$, a connected dominating set of $G$ is a dominating set $D \subseteq V(G)$ such that $G[D]$ is connected. The CDS problem, which we formally define below, asks if a given graph contains a connected dominating set of a certain size.

Connected Dominating Set (CDS) Parameter: $k+c l(G)$
Input: An undirected graph $G$ and a non-negative integer $k$.
Question: Does $G$ have a connected dominating set of size at most $k$ ?
In this section, we show that CDS admits an algorithm on $c$-closed graphs that runs in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$. We also argue that CDS has no polynomial kernel on $c$-closed graphs. We address the kernelization question first, for which invoke the following result due to Misra et al. [50].

- Lemma 61 ([50]). The CDS problem, parameterized by $k$, admits no polynomial kernel on the class of graphs with girth 5, unless NP $\subseteq$ co-NP/poly.

Observe now that if $G$ is a graph with girth 5 , then $G$ is 2 -closed. If not, then $G$ contains 2 non-adjacent vertices, say $x, y \in V(G)$ such that $x$ and $y$ have two common neighbours, say, $x^{\prime}$ and $y^{\prime}$. But then, note that $G\left[\left\{x, y, x^{\prime}, y^{\prime}\right\}\right]$ contains a 4 -cycle, which contradicts the assumption that $G$ has girth 5 . Lemma 61 thus implies the following result.

- Theorem 62. CDS admits no polynomial kernel on 2-closed graphs, unless NP $\subseteq$ coNP / poly.

The rest of this section is dedicated to designing an algorithm for CDS that runs in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$. To design the algorithm, we consider a slightly more general version of the problem, which we call CPY-Connected Dominating Set (CPY-CDS, for short). A cpy-graph is a graph $G$ along with a partition of $V(G)$ into three parts, $C, P$ and $Y$ (we allow empty parts) such that for each vertex $v \in P, N_{G}(v) \cap C \neq \emptyset$ and there does not exist an edge $u v \in E(G)$ such that $u \in C$ and $v \in Y$. For convenience we write that $(G, C, P, Y)$ is a cpy-graph. We think of the vertices in these three parts $C, P, Y$ as having colours: $C$ for cyan, $P$ for purple and $Y$ for yellow. So a cpy-graph is a graph in which each purple vertex is dominated by a cyan vertex, and no yellow vertex is dominated by a cyan vertex.

A cpy-connected dominating set of $(G, C, P, Y)$ is a connected dominating set $D$ of $G$ such that $C \subseteq D$. The CPY-CDS problem is formally defined below.

## CPY-Connected Dominating Set (CPY-CDS) Parameter: $k+c l(G)$ <br> Input: A cpy-graph $(G, C, P, Y)$ and a non-negative integer $k$. <br> Question: Does $(G, C, P, Y)$ have a cpy-connected dominating set of size at most $k$ ?

It is not difficult to see that an instance $(G, k)$ of CDS can be reduced to an equivalent instance $((G, C, P, Y), k)$ of CPY-CDS by taking $Y=V(G)$ and $C=P=\emptyset$. Informally, our algorithm runs in two steps. In the first step, it reduces the size of a maximum independent set in $G[Y]$ to $k$, by a branching procedure implied by Lemma 12. After the branching procedure, let $(G, C, P, Y)$ be the reduced instance such that $G[Y]$ does not contain any independent set of size $k+1$. Informally, in the next step, the algorithm constructs a solution ensuring connectivity as follows. (1) The set $C$ is contained in every solution, which dominates $P \cup C$. (2) The set $Y$ is divided into two parts. One part $Y_{1}$ is the set of vertices that are contained in some maximal clique of $G$ that contains at least $\beta(c, k+1)$ vertices of $Y$, (we call them "large" cliques), and the other part is $Y_{2}=Y \backslash Y_{1}$. (2a) To dominate $Y_{1}$, we take a vertex from each large clique into the solution. (2b) Guess the set $S \subseteq Y_{2}$ which is contained in the solution. Now, to dominate $Y_{2}^{\prime}=Y_{2} \backslash N[S]$, we guess a partition $J_{1}, J_{2}, \ldots, J_{\ell}$ of $Y_{2}^{\prime}$ such that all vertices in $X_{i}$ are dominated by the same vertex in the solution. For each $J_{i}$, we need to take a vertex from the set of common neighbours of $J_{i}$ into the solution, while ensuring that the solution is connected. To execute this step, the
algorithm generates $f(c, k)$ many instances of the Steiner Tree problem, and invokes a known algorithm for Steiner Tree. In the Steiner Tree problem, given an $n$-vertex graph $G^{*}$, a weight function $w: E\left(G^{*}\right) \rightarrow[\rho]$ for some $\rho \in \mathbb{N}$ and a set of vertices $T \subset V\left(G^{*}\right)$ as input, the objective is to find a minimum weight subgraph $H$ of $G$ such that $H$ is a connected subgraph of $G^{*}$ and $T \subseteq V(H)$. Here the vertices in $T$ are called terminals. Our algorithm uses the following result due to Nederlof [54] to solve the Steiner Tree instances.

- Lemma 63 ([54, Theorem 3]). There is an algorithm that, given an instance ( $G^{*}, w, T^{*}$ ) of Steiner Tree as input, runs in time $\mathcal{O}\left(2^{\left|T^{*}\right|} \cdot \rho \cdot n^{\mathcal{O}(1)}\right)$ and outputs a minimum weight connected subgraph $H$ of $G^{*}$ and $T^{*} \subseteq V(H)$. Here, $n$ is the number of vertices in $G^{*}$ and $\rho$ is the maximum weight assigned to any edge of $G$ by w.

Next, we state some observations that follow directly from Lemma 12 and Corollary 8. These observations are stated here for the sake of completeness. Recall that for $V^{\prime} \subseteq V(G)$ with $\left|V^{\prime}\right| \geq 2$, we defined $N^{[2]}\left(V^{\prime}\right)$ to be the union of the sets of common neighbours of every pair of vertices in $V^{\prime}$, i.e., $N_{G}^{[2]}\left(V^{\prime}\right)=\left(\bigcup_{\substack{u, v \in V^{\prime} \\ u \neq v}}(N(u) \cap N(v))\right) \backslash V^{\prime}$.

- Observation 64. Let $(G, C, P, Y)$ be a cpy-graph and $k$ a non-negative integer. Let $I \subseteq Y$ be an independent set in $G$ of size $k+1$. Then, for any cpy-connected dominating set $D$ of $G$ of size at most $k, D \cap N^{[2]}(I) \neq \emptyset$.

The proof of Observation 64 follows from Lemma 12.

- Observation 65. Let $(G, C, P, Y)$ be a c-closed cpy-graph and $k$ a non-negative integer. Let $D$ be a cpy-connected dominating set of $G$ of size at most $k$, and $Q$ a maximal clique in $G$ of size at least $(c-1) k+1$. Then, $D \cap V(Q) \neq \emptyset$.

The proof of Observation 65 follows from Corollary 8.
Notation. Consider a cpy-graph $(G, C, P, Y)$ and a vertex $v \in V(G) \backslash C$. By $\left(G, C_{v}, P_{v}, Y_{v}\right)$, we denote the cpy-graph obtained by adding $v$ to $C$, deleting $N_{G}[v] \cap Y$ from $Y$, and by adding $N_{G}(v) \cap Y$ to $P$. That is, $C_{v}=C \cup\{v\}, P_{v}=P \cup\left(N_{G}(v) \cap Y\right), Y_{v}=Y \backslash\left(N_{G}[v] \cap Y\right)$. Recall that we defined $\beta(a, b)=2[(a-1)(b-1)+1]$ for $a, b \in \mathbb{N}$. For $\ell \in \mathbb{N}$, we defined $\mathcal{Q}^{\beta(c, k+1)}(G)$ to be the set of all maximal cliques in $G$ of size at least $\ell$. Recall also that $L^{\beta(c, k+1)}(G)=\bigcup_{Q \in \mathcal{Q}^{\beta(c, k+1)}(G)} V(Q)$ and $M^{\beta(c, k+1)}(G)=V(G) \backslash L^{\beta(c, k+1)}(G)$. That is, $L^{\beta(c, k+1)}(G)$ contains all the vertices in $G$ that belong to at least one maximal clique of size at least $\beta(c, k+1)$, and $M^{\beta(c, k+1)}(G)$ contains the remaining vertices. We now define a subfamily of $\mathcal{Q}^{\beta(c, k+1)}(G)$ as follows. By $\mathcal{Q}_{Y}^{\beta(c, k+1)}(G)$ we denote the set of all cliques $Q \in \mathcal{Q}^{\beta(c, k+1)}(G)$ such that $|V(Q) \cap Y| \geq \beta(c, k+1)$; that is, $\mathcal{Q}_{Y}^{\beta(c, k+1)}(G)=\left\{Q \in \mathcal{Q}^{\beta(c, k+1)}(G)| | V(Q) \cap Y \mid \geq\right.$ $\beta(c, k+1)\}$. And we define $L_{Y}^{\beta(c, k+1)}(G)=\bigcup_{Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)} V(Q) \cap Y$ and $M_{Y}^{\beta(c, k+1)}(G)=$ $Y \backslash L_{Y}^{\beta(c, k+1)}(G)$. That is, $L_{Y}^{\beta(c, k+1)}(G)$ contains all the vertices in $Y$ that belong to at least one maximal clique that contains at least $\beta(c, k+1)$ vertices from the set $Y$, and $M_{Y}^{\beta(c, k+1)}(G)$ contains the remaining vertices of $Y$. For $Z \subseteq V(G)$ and a non-negative integer $\ell$, by $\mathfrak{B}(Z, \ell)$, we denote the set of all partitions of $Z$ into at most $\ell$ parts. For a partition $\mathcal{Z} \in \mathfrak{B}(Z, \ell)$, we define $\mathcal{Z}_{C N}=\left\{C N_{G}(X) \mid X \in \mathcal{Z}\right\}$. That is, $\mathcal{Z}_{C N}$ is the set of common neighbourhoods of the sets in $\mathcal{Z}$.

We first prove a few structural results that explore the properties of a cpy-connected dominating set. In what follows, $((G, C, P, Y), k)$ is an instance of CPY-CDS.

- Observation 66. Let $Q$ be a clique in $G$ such that $V(Q) \cap Y \neq \emptyset$. Then $Q$ is a maximal clique in $G$ if and only if $Q$ is a maximal clique in $G[P \cup Y]$.

Observation 66 follows from that fact that there does not exist any edge between a vertex in $C$ and a vertex in $Y$.

The following observation is a direct consequence of Lemma 9, where we proved that we can construct a $(k+1)$-sized independent set from $k+1$ maximal cliques of size $\beta(c, k+1)$. It is not difficult to see that we can construct a $(k+1)$-sized independent set contained in $Y$, provided that each of the $k+1$ maximal cliques intersect $Y$ in at least $\beta(c, k+1)$ vertices.

- Observation 67. If $\left|\mathcal{Q}_{Y}^{\beta(c, k+1)}(G)\right| \geq k+1$, then $G[Y]$ contains an independent set of size $k+1$.
- Lemma 68. If $G[Y]$ does not contain an independent set of size $k+1$, then $\left|M_{Y}^{\beta(c, k+1)}(G)\right|<$ $R_{c}(\beta(c, k+1), k+1)$.

Proof. By the definition of $M_{Y}^{\beta(c, k+1)}(G)$, the subgraph $G\left[M_{Y}^{\beta(c, k+1)}(G)\right]$, does not contain any clique of size $\beta(c, k+1)$. And by our assumption, $G[Y]$, and hence $G\left[M_{Y}^{\beta(c, k+1)}(G)\right]$ does not contain an independent set of size $k+1$. The proof follows from Lemma 1.

- Lemma 69. Let $((G, C, P, Y), k)$ be an instance of CPY-CDS, and let $I \subseteq Y$ be an independent set of size $k+1$ in $G$. Then, $((G, C, P, Y), k)$ is a yes-instance of CPY-CDS if and only if $\left(\left(G, C_{v}, P_{v}, Y_{v}\right), k\right)$ is a yes-instance for some $v \in N^{[2]}(I)$.

Proof. Assume that $((G, C, P, Y), k)$ is a yes-instance of CPY-CDS, and let $D$ be a cpyconnected dominating set of $((G, C, P, Y), k)$ of size at most $k$. By Observation $64, D \cap$ $N^{[2]}(I) \neq \emptyset$. Let $v \in D \cap N^{[2]}(I)$. Then, $C \cup\{v\} \subseteq D$. Recall that $C_{v}=C \cup\{v\}$, which implies that $D$ is a cpy-connected dominating set of $\left(G, C_{v}, P_{v}, Y_{v}\right)$ of size at most $k$. This proves that $\left(\left(G, C_{v}, P_{v}, Y_{v}\right), k\right)$ is a yes-instance of CPY-CDS.

Conversely, assume that $\left(\left(G, C_{v}, P_{v}, Y_{v}\right), k\right)$ is a yes-instance of CPY-CDS for some $v \in N^{[2]}(I)$, and let $D^{\prime}$ be a cpy-connected dominating set of $\left(\left(G, C_{v}, P_{v}, Y_{v}\right), k\right)$ of size at most $k$. Then again, $C \subseteq C_{v} \subseteq D$, which implies that $D^{\prime}$ is a cpy-connected dominating set of $(G, C, P, Y)$ of size at most $k$. This proves that $((G, C, P, Y), k)$ is a yes-instance of CPY-CDS.

Next, we describe how to construct an instance of Steiner Tree from an instance of CPY-CDS.

- Construction 70 (Construction of a Steiner Tree instance). Let ( $(G, C, P, Y), k)$ be an instance of CPY-CDS such that $G[Y]$ does not contain an independent set of size $k+1$. For $S \subseteq M_{Y}^{\beta(c, k+1)}(G)$, let $Z_{S}=M_{Y}^{\beta(c, k+1)}(G) \backslash N[S]$. With respect to every $S \subseteq M_{Y}^{\beta(c, k+1)}(G)$ with $|S \cup C| \leq k$, and every $\mathcal{Z} \in \mathfrak{B}\left(Z_{S}, k\right)$, we construct an instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$ of the Steiner Tree problem as follows.

Informally, for each clique $Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)$ (resp. for each set $X \in \mathcal{Z}_{C N}$ ), we add a terminal $t$ and make it adjacent to exactly all the vertices in $Q$ (resp. X), and thus ensure that a vertex from $Q$ (resp. X) must go into the solution. Moreover, we assign weight $k+1$ to all edges incident with $t$ to ensure that exactly one edge incident with $t$ goes into the solution. Figure 2 shows the construction. Now, we describe the construction formally.

We initialise $V\left(G^{*}\right)=V(G), E\left(G^{*}\right)=E(G)$ and $T^{*}=C \cup S$. We also set $w(e)=1$ for each $e \in E\left(G^{*}\right)$. Now, for each $Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)$, we add a new vertex $t_{Q}$ and edges $E_{Q}=\left\{t_{Q} v \mid v \in V(Q)\right\}$ to $G^{*}$; and for each $e \in E_{Q}$, we set $w(e)=k+1$. We also add $t_{Q}$ to $T^{*}$. Let $T^{1}$ be the set of terminals added in this step to $T^{*}$. Also, for each set $X \in \mathcal{Z}_{C N}$, we add a new vertex $t_{X}$ and edges $E_{X}=\left\{t_{X} u \mid u \in X\right\}$ to $G^{*}$; and for each $e \in E_{X}$, we set $w(e)=k+1$. Finally, we add $t_{X}$ to $T^{*}$. Let $T_{(S, \mathcal{Z})}^{2}$ be the set of terminals added in this


Figure 2 Depicts the partition of the vertex set of $G$ into $C, P$, and $Y$ and construction of the Steiner Tree instance. The set $Y$ is further divided into $L_{Y}^{\beta(c, k+1)}(G)$ and $M_{Y}^{\beta(c, k+1)}(G)$, denoted by $L_{Y}$ and $M_{Y}$, respectively. Based on the guessed set $S, M_{Y}^{\beta(c, k+1)}(G)$ is further divided. The grey box depicts $Z_{S}=M_{Y}^{\beta(c, k+1)}(G) \backslash N[S]$. The tuple $\left(J_{1}, J_{2}, J_{3}\right)$ denotes a partition of the set $Z_{S}$ into 3 parts; and for each $i \in[3], X_{i}$ denotes the set of common neighbours of $J_{i}$, i.e., $X_{i}=C N\left(J_{i}\right)$. It is not necessarily that $X_{i} \subseteq P$. For clarity of the figure we have depicted $X_{i}$ s being contained in $P$. The sets $Q_{1}, Q_{2}$ and $Q_{3}$ denote "large" cliques. The vertices $t_{X_{1}}, t_{X_{2}}, t_{X_{3}}, t_{Q_{1}}, t_{Q_{2}}$, and $t_{Q_{3}}$ are the terminals created in the construction of the STEINER TREE instance (Construction 70); $t_{X_{i}}$ and $t_{Q_{i}}$ are adjacent to every vertex in $X_{i}$ and $Q_{i}$, respectively, and every edge (in orange) incident with $t_{X_{i}}$ and $t_{Q_{i}}$ has weight $k+1$; and each of the "original edges" of $G$ has weight 1 in the Steiner Tree instance.
step to $T^{*}$. Note that given a cpy-graph $(G, C, P, Y)$, an integer $k, S \subseteq M_{Y}^{\beta(c, k+1)}(G)$ and a partition $\mathcal{Z}$ of $Z_{S}$, where $Z_{S}=M_{Y}^{\beta(c, k+1)}(G) \backslash N[S]$, an instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$ of Steiner Tree can be constructed in polynomial time. Figure 2 shows the construction.

- Observation 71. $\left|T^{*}\right| \leq|C \cup S|+k+\left|\mathcal{Q}_{Y}^{\beta(c, k+1)}(G)\right|$.

Proof. Observe the following facts:
(i). $T^{*}=C \cup S \cup T^{1} \cup T_{(S, \mathcal{Z})}^{2}$;
(ii). $\left|T^{1}\right| \leq\left|\mathcal{Q}_{Y}^{\beta(c, k+1)}(G)\right|$; and
(iii). $\left|T_{(S, \mathcal{Z})}^{2}\right| \leq\left|\mathcal{Z}_{C N}\right| \leq|\mathcal{Z}| \leq k$.

The proof follows from (i)-(iii).

- Lemma 72. Consider an instance $((G, C, P, Y), k)$ of CPY-CDS such that $G[Y]$ has no independent set of size $k+1$. Then, $((G, C, P, Y), k)$ is a yes-instance of CPY-CDS if and only if there exists some $S \subseteq M_{Y}^{\beta(c, k+1)}(G)$ with $|C \cup S| \leq k$ and a partition $\mathcal{Z}$ of $Z_{S}$ into at most $k$ parts, where $Z_{S}=M_{Y}^{\beta(c, k+1)}(G) \backslash N[S]$, such that for the instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$ of Steiner Tree there exists a solution $H$ such that $\sum_{e \in E(H)} w(e) \leq\left|T^{\prime}\right|(k+1)+k-1$, where $T^{\prime}=T^{1} \cup T_{(S, \mathcal{Z})}^{2}$, and $I_{(S, \mathcal{Z})}, T^{1}, T_{(S, \mathcal{Z})}^{2}$ are as described in Construction 70 .

Proof. Assume that $((G, C, P, Y), k)$ is a yes-instance of CPY-CDS, and let $D$ be a cpyconnected dominating set of $(G, C, P, Y)$ of size at most $k$. Then $G[D]$ is connected and $C \subseteq D$. Let $H^{\prime}$ be a spanning tree of $G[D]$. Let $D \cap M_{Y}^{\beta(c, k+1)}(G)=S$. Thus $C \cup S \subseteq D$ and therefore $|C \cup S| \leq|D| \leq k$. (a) Observe that for each vertex $u \in Z_{S}=M_{Y}^{\beta(c, k+1)}(G) \backslash N[S]$, there exist a vertex $v \in D$ such that $v$ dominates $u$. Let $D^{\prime}=\left\{v_{1}, v_{2}, \ldots, v_{\ell}\right\} \subseteq D$ be a minimal set of vertices in $D$ that dominates $Z_{S}$, i.e., $Z_{S} \subseteq N\left[D^{\prime}\right]$. Note that $\ell \leq|D| \leq k$. Let
$\mathcal{Z}=\left\{Z_{1}, Z_{2}, \ldots, Z_{\ell}\right\}$ be a partition of $Z_{S}$ such that all the vertices in $Z_{i}$ are dominated by the vertex $v_{i} \in D^{\prime}$ for every $i \in[\ell]$. That is, $v_{i} \in C N_{G}\left(Z_{i}\right)$. (Note that the partition $\mathcal{Z}$ need not be unique.) For each $i \in[\ell]$, let $X_{i}=C N_{G}\left(Z_{i}\right)$. Recall that $\mathcal{Z}_{C N}=\left\{C N_{G}\left(Z_{i}\right) \mid Z_{i} \in \mathcal{Z}\right\}=$ $\left\{X_{i} \mid i \in[\ell]\right\}$. Observe that $v_{i} \in X_{i} \cap D$ for every $i \in[\ell]$. (b) By Observation 65, for each $Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)$, we have $D \cap V(Q) \neq \emptyset$. Let $v_{Q} \in D \cap V(Q)$ for each $Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)$. Now, consider the Steiner Tree instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$ with respect to $S$ and $\mathcal{Z}$, as defined in Construction 70. (1) Recall that corresponding to each clique $Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)$, the graph $G^{*}$ contains a terminal $t_{Q} \in T^{*}$ and edges $E_{Q}=\left\{t_{Q} v \mid v \in V(Q)\right\}$. Also, $T^{1}=\left\{t_{Q} \mid Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)\right\} \subseteq T^{*}$. By (b) there exists a vertex $v_{Q} \in D \cap V(Q)$. This implies that $v_{Q}$ is adjacent to $t_{Q}$ in $G^{*}$. Therefore, we can obtain a connected subgraph $H_{1}^{\prime}$ of $G^{*}$ from $H^{\prime}$ by adding vertices in $T^{1}$ and the edges in $\left\{t_{Q} v_{Q} \mid \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)\right\}$ to $H^{\prime}$. Note that $d_{H_{1}^{\prime}}\left(t_{Q}\right)=1$ for every $t_{Q} \in T^{1}$. (2) Recall also that corresponding to each set $X \in \mathcal{Z}_{C N}$, the graph $G^{*}$ contains a terminal $t_{X}$ and edges $E_{X}=\left\{t_{X} u \mid u \in X\right\}$. Also, $T_{(S, \mathcal{Z})}^{2}=\left\{t_{X} \mid X \in \mathcal{Z}_{C N}\right\}$. By (a) there exists a vertex $v_{i} \in X_{i} \cap D$ for every $i \in[\ell]$. This implies that $v_{i}$ is adjacent to $t_{X_{i}}$ in $G^{*}$ for every $i \in[\ell]$. We can thus obtain a connected subgraph $H$ of $G^{*}$ from $H_{1}^{\prime}$ by adding the vertices in $T_{(S, \mathcal{Z})}^{2}$ and the edges $\left\{t_{X_{i}} v_{i} \mid i \in[\ell]\right\}$ to $H_{1}^{\prime}$. Note that $d_{H_{1}^{\prime}}\left(t_{X}\right)=1$ for every $t_{X} \in T_{(S, \mathcal{Z})}^{2}$. Recall that $T^{*}=C \cup S \cup T^{1} \cup T_{(S, \mathcal{Z})}^{2}$ and $(C \cup S) \subseteq D$. By (1) and (2), $T^{*} \subseteq V(H)$. Now, since $H^{\prime}$ is a spanning tree of $G[D], w(e)=1$ for every $e \in E(H)$, and $|D| \leq k$, we have $\sum_{e \in E\left(H^{\prime}\right)} w(e)=|D|-1 \leq k-1$. Finally, since the vertices in $T^{\prime}=T^{1} \cup T_{(S, \mathcal{Z})}^{2}$ have degree 1 in $H$, we have $\sum_{e \in E(H) \backslash E\left(H^{\prime}\right)} w(e) \leq\left|T^{\prime}\right|(k+1)$. Thus, $\sum_{e \in E(H)} w(e) \leq\left|T^{\prime}\right|(k+1)+k-1$, and therefore, $H$ is a required solution for the Steiner Tree instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$.

Conversely, assume that for $S \subseteq M_{Y}^{\beta(c, k+1)}(G)$ and a partition $\mathcal{Z} \in \mathfrak{B}\left(Z_{S}, k\right)$ of $Z_{S}$, where $Z_{S}=M_{Y}^{\beta(c, k+1)}(G) \backslash N[S]$, the Steiner Tree instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$ has a solution $H$ such that $\sum_{e \in E(H)} w(e) \leq\left|T^{\prime}\right|(k+1)+k-1$, where $T^{\prime}=T^{1} \cup T_{(S, \mathcal{Z})}^{2}$. We can assume that $H$ is a tree, for otherwise any spanning tree of $H$ is also a solution for the instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$ with weight at most $\left|T^{\prime}\right|(k+1)+k-1$. (I) For each edge $e$ incident with the vertices of $T^{\prime}$, we have $w(e)=k+1$, and since $\sum_{e \in E(H)} w(e) \leq\left|T^{\prime}\right|(k+1)+k-1$, the vertices in $T^{\prime}$ are leaves in $H$. Hence, $H^{*}=H\left[D^{*}\right]$ is a tree, where $D^{*}=V(H) \backslash T^{\prime}$. Note that by the definition of the instance $I_{(S, \mathcal{Z})}$, we have $w(e)=1$ for every $e \in E\left(H^{*}\right)$, and therefore, $\sum_{e \in E\left(H^{*}\right)} w(e) \leq k-1$, which implies that $\left|D^{*}\right|=\left|E\left(H^{*}\right)\right|+1 \leq k$. Since $G$ and $G^{*}$ differ only by the vertex set $T^{\prime}$, observe that we have $E\left(H^{*}\right) \subseteq E(G)$, and therefore $H^{*}=H\left[D^{*}\right]$ is a subgraph of $G\left[D^{*}\right]$. Thus, $G\left[D^{*}\right]$ is connected. Now, we only need to prove that $D^{*}$ is a dominating set of $G$. (II) Consider a clique $Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)$. Corresponding to $Q$, there exists a vertex $t_{Q} \in T^{*}$ with $N_{G^{*}}\left(t_{Q}\right)=V(Q)$. Since $t_{Q}$ is a terminal, and $T^{\prime}$ does not contain any neighbour of $t_{Q}$, and since $H$ is connected, $D^{*}=V(H) \backslash T^{\prime}$ must contain a neighbour of $t_{Q}$, which implies that $D^{*} \cap V(Q)=D \cap N_{G^{*}}\left(t_{Q}\right) \neq \emptyset$. Let $u_{Q} \in D^{*} \cap V(Q)$. Observe that $u_{Q}$ dominates $V(Q)$. By Observation $66, Q$ is a maximal clique in $G[P \cup Y]$. Therefore, $u_{Q} \notin C$. Let $D_{1}=\left\{u_{Q} \mid Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)\right\}$. Note that $D_{1} \subseteq D^{*}$. The above observations imply that $D_{1}$ dominates $L_{Y}^{\beta(c, k+1)}(G)=\bigcup_{Q \in \mathcal{Q}_{Y}^{\beta(c, k+1)}(G)} V(Q)$ in $G$. (III) Consider a set $X_{i}=C N_{G}\left(Z_{i}\right) \in \mathcal{Z}_{C N}$. Corresponding to $X_{i}$, there exists a vertex $t_{X_{i}} \in T^{*}$ with $N_{G^{*}}\left(t_{X_{i}}\right)=X_{i}$. Again, since $t_{X_{i}}$ is a terminal, and $T^{\prime}$ does not contain any neighbour of $t_{X_{i}}$, and since $H$ is connected, $D^{*}=V(H) \backslash T^{\prime}$ must contain a neighbour of $t_{X_{i}}$, which implies that $D^{*} \cap X_{i}=D \cap N_{G^{*}}\left(t_{X_{i}}\right) \neq \emptyset$. Let $u_{X_{i}} \in D^{*} \cap X_{i}$. Observe that $u_{X_{i}}$ dominates $Z_{i} \subseteq N_{G}\left(u_{X_{i}}\right)$. Recall that $Z_{i} \subseteq Y$ and a vertex in $Y$ is not adjacent to any vertex in $C$, and hence $u_{X_{i}} \notin C$. Let $D_{2}=\left\{u_{X_{i}} \mid X_{i} \in \mathcal{Z}_{C N}\right\}$. Note that $D_{2} \subseteq D^{*}$. Recall that $\mathcal{Z} \in \mathfrak{B}\left(Z_{S}, k\right)$ is a partition of $Z_{S}$, where $Z_{S}=M_{Y}^{\beta(c, k+1)}(G) \backslash N[S]$, and therefore $D_{2}$ dominates $Z_{S}$.

Note also that as $S \subseteq T^{*} \backslash T^{\prime}$, we have $S \subseteq V(H) \backslash T^{\prime}=D^{*}$. These observations imply that $D_{2} \cup S$ dominates $M_{Y}^{\beta(c, k+1)}(G)$ in $G$. (IV) Finally, as $C \subseteq T^{*} \backslash T^{\prime}$, we also have $C \subseteq V(H) \backslash T^{\prime}=D^{*}$. And for each vertex in $P$ there exists a neighbour in $C$, and therefore $C$ dominates $P$. By (II), (III) and (IV), $D^{\prime}=D_{1} \cup D_{2} \cup S \cup C$ is a dominating set of $G$ and $D^{\prime} \subseteq D^{*}$. Hence, by (I)-(IV), $D^{*}$ is a cpy-connected dominating set of $(G, C, P, Y)$ of size at most $k$, and thus $((G, C, P, Y), k)$ is a yes-instance of CPY-CDS. This completes the proof.

We now describe our algorithm.

Description of our algorithm: Algorithm 2. We are given an instance $((G, C, P, Y), k)$ of CPY-CDS as input.
Step 1. First, if $k-|C| \geq 0, Y=\emptyset$ and $G[C]$ is connected, then we return that $((G, C, P, Y), k)$ is a yes-instance, and terminate. Otherwise, if $k-|C|>0$, we do as follows. We use the algorithm in Corollary 4 to check if $G[Y]$ has an independent set of size $k+1$. If the algorithm in Corollary 4 returns that $G[Y]$ has no such independent set, then we proceed to Step 1.1. On the other hand, if the algorithm in Corollary 4 returns a $(k+1)$-sized independent set $I$, then we branch into $\left|N^{[2]}(I)\right|$ many instances of CPY-CDS. For each $v \in N^{[2]}(I)$, we create the instance $\left(\left(G, C_{v}, P_{v}, Y_{v}\right), k\right)$ and recursively call Step 1 on this instance. On any branch, at any point if the algorithm in Corollary 4 returns a $(k+1)$-sized independent set $I$ with $N^{[2]}(I)=\emptyset$, then we discard that branch. On all other branches, we recurse only until $k-|C|=0$ or $Y=\emptyset$, whichever happens earlier. We note that on any branch, for each of the instances $\left(\left(G, C_{v}, P_{v}, Y_{v}\right), k\right)$ that we create from $((G, C, P, Y), k)$, we have $\left|C_{v}\right|=|C \cup\{v\}|=|C|+1$, and therefore, $k-\left|C_{v}\right|<k-|C|$. That is, $k-|C|$ decreases as we proceed along a branch.
Step 1.1. Use the algorithm in Lemma 5 to construct $\mathcal{Q}^{\beta(c, k+1)}(G)$. For each set $S \subseteq$ $M_{Y}^{\beta(c, k+1)}(G)$ with $|S \cup C| \leq k$ and for each $\mathcal{Z} \in \mathfrak{B}\left(Z_{S}, k\right)$, we construct the instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$ of Steiner Tree. We solve the Steiner Tree instance $I_{(S, \mathcal{Z})}=$ $\left(G^{*}, w, T^{*}\right)$ using the algorithm in Lemma 63 . Let $H$ be the solution returned by the algorithm in Lemma 63. Let $T^{1}, T_{(S, \mathcal{Z})}^{2} \subseteq T^{*}$ be as defined in the Construction 70 of the instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$. Then, if $\sum_{e \in E(H)} w(e) \leq\left|T^{\prime}\right|(k+1)+k-1$, where $T^{\prime}=T^{1} \cup T_{(S, \mathcal{Z})}^{2}$, then we return that $((G, C, P, Y), k)$ is a yes-instance, and terminate.
Step 2. We return that $((G, C, P, Y), k)$ is a no-instance, and terminate.
This completes the description of the algorithm. The correctness of Step 1 follows from Lemma 69. The correctness of Step 1.1 follows from Lemma 72. Note that the algorithm enters Step 2 only if we have not already returned that the input instance is a yes-instance. And Lemmas 69 and 72 together imply that if $((G, B, W), k)$ is indeed a yes-instance, then we correctly return yes (in Step 1 or Step 1.1). Hence Step 2 is also correct. These observations show that Algorithm 2 is correct. Now, we analyse its runtime in the following lemma.

- Lemma 73. Algorithm 2 runs in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$.

Proof. Recall that $\beta(c, k+1)=2[(c-1) k+1]$. Therefore, $R_{c}(\beta(c, k+1), k+1)=$ $(c-1)\binom{k}{2}+(2(c-1) k+1)(k+1)=\mathcal{O}\left(c k^{2}\right)$.

Consider Step 1.1. By Lemma 5, we can construct $\mathcal{Q}^{\alpha(c, k)}(G)$ in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$. By Lemma 68, we have $\left|M_{Y}^{\beta(c, k+1)}(G)\right|<R_{c}(\beta(c, k+1), k+1)=\mathcal{O}\left(c k^{2}\right)$. For every subset $S \subseteq M_{Y}^{\beta(c, k+1)}(G)$ with $|S \cup C| \leq k$ and every partition $\mathcal{Z}$ of $Z_{S}$ into at most $k$ parts, where $Z_{S}=M_{Y}^{\beta(c, k+1)}(G) \backslash N[S]$, the algorithm constructs an instance $I_{(S, \mathcal{Z})}=\left(G^{*}, w, T^{*}\right)$ of Steiner Tree in polynomial time. Note that the number of choices for $S$ is at most
$\sum_{j=0}^{k}\binom{\left|M_{Y}^{\beta(c, k+1)}(G)\right|}{j}=\sum_{j=0}^{k}\binom{\mathcal{O}\left(c k^{2}\right)}{j} \leq(k+1) \cdot\left(\mathcal{O}\left(c k^{2}\right)\right)^{k}=2^{\mathcal{O}(k \log (c k))}$. The number of choices for $\mathcal{Z}$ is at most $\left|M_{Y}^{\beta(c, k+1)}(G)\right|^{k}=\left(\mathcal{O}\left(c k^{2}\right)\right)^{k}=2^{\mathcal{O}(k \log (c k))}$. Therefore, the number of choices for the pair $(S, \mathcal{Z})$ is at most $2^{\mathcal{O}(k \log (c k))} \cdot 2^{\mathcal{O}(k \log (c k))}=2^{\mathcal{O}(k \log (c k))}$. Thus, the the algorithm constructs $2^{\mathcal{O}(k \log (c k))}$ many instances of Steiner Tree. By Lemma 63, the algorithm takes $\mathcal{O}\left(2^{\left|T^{*}\right|} \cdot \rho \cdot n^{\mathcal{O}(1)}\right)$ time for each instance of Steiner Tree. Now we compute the value of $\left|T^{*}\right|$. Observe the following property of the instance CPY-CDS instance $((G, C, P, Y), k)$ when the algorithm enters Step 1.1. The subgraph $G[Y]$ has no independent set of size $k+1$, and therefore, by Observation 67 , we have $\left|\mathcal{Q}_{Y}^{\beta(c, k+1)}(G)\right| \leq k$. Recall also that we have $|S \cup C| \leq k$ Now, by Observation 71, the number of terminals in each of the Steiner Tree instances $I_{(S, \mathcal{Z})}$ is at most $|C \cup S|+k+\left|\mathcal{Q}_{Y}^{\beta(c, k+1)}(G)\right|=\mathcal{O}(k)$. Also, in each of the Steiner Tree instances $I_{(S, \mathcal{Z})}$, the maximum weight of any edge is $k+1$. These observations, along with Lemma 63, imply that each of the instances $I_{(S, \mathcal{Z})}$ of Steiner Tree can be solved in time $2^{\mathcal{O}(k)} n^{\mathcal{O}(1)}$. Therefore, the total time taken by one execution of Step 1.1 is bounded by $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}+2^{\mathcal{O}(k \log (c k))} \cdot 2^{\mathcal{O}(k)} n^{\mathcal{O}(1)} \leq 2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$.

Now, consider one execution of Step 1. By Corollary 4, finding a $(k+1)$-sized independent set $I$ takes time $2^{k \log (c k)} n^{\mathcal{O}(1)}$. Note that in one execution of Step 1, at most $\left|N^{[2]}(I)\right|$ recursive calls to Step 1 are being made; and by Lemma $12,\left|N^{[2]}(I)\right| \leq(c-1)\binom{k+1}{2}$. Note also that recursive calls to Step 1 are made only until $k=0$. Thus the total number of recursive calls made to Step 1 is bounded by $\left((c-1)\binom{k+1}{2}\right)^{k}=2^{\mathcal{O}(k \log (c k))}$.

Hence the total running time of the algorithm is bounded by $2^{\mathcal{O}(k \log (c k))}$. $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}=2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$.

We have thus proved the following theorem.

- Theorem 74. CPY-CDS on c-closed graphs admits an algorithm running in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$.

Since we can reduce an instance $(G, k)$ of CDS into an equivalent instance $((G, R, P, Y), k)$ of CPY-CDS in polynomial time, Theorem 74 implies the following result.

- Theorem 75. CDS on c-closed graphs admits an algorithm that runs in time $2^{\mathcal{O}(c+k \log (c k))} n^{\mathcal{O}(1)}$.


## 5 Partial Dominating Set on c-Closed Graphs

For a graph $G$ and a non-negative integer $t$, a $t$-partial dominating set of $G$ is a vertex subset $V^{\prime} \subseteq V(G)$ that dominates at least $t$ vertices of $G$, i.e., $\left|N_{G}\left[V^{\prime}\right]\right| \geq t$. In the Partial Dominating Set (PDS) problem, we are given a graph $G$ and two non-negative integers $k$ and $t$ as input, and the task is to decide if $G$ has a $t$-partial dominating set of size at most $k$. In this section, we show that PDS (parameterized by $k$ ) is $\mathrm{W}[1]$-hard even on 2-closed graphs. We do this by a reduction from Independent Set on regular graphs, which is known to be W[1]-complete [11].

- Lemma 76. There is a parameterized reduction from Independent Set on regular graphs to PDS on 2-closed graphs.

Proof. Let $(G, k)$ be an instance of Independent Set, where $G$ is a regular graph. Assume that $G$ is $r$-regular for some $r \geq 3$. Let $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and $E(G)=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$.

We construct an instance ( $G^{\prime}, k^{\prime}, t$ ) of PDS as follows. Informally, $G^{\prime}$ is obtained by subdividing every edge of $G$. More formally, we take $V\left(G^{\prime}\right)=X \cup Y$, where $X=\left\{x_{i} \mid i \in[n]\right\}$
and $Y=\left\{y_{i} \mid i \in[m]\right\}$; and $E\left(G^{\prime}\right)=\left\{x_{i} y_{j} \mid v_{i}\right.$ is an endpoint of $\left.e_{j}, i \in[n], j \in[m]\right\}$. Finally, we set $k^{\prime}=k$ and $t=k(r+1)$. Note that $G^{\prime}$ can be constructed in polynomial time, and the reduction preserves the parameter as $k^{\prime}=k$. Also, observe that $G^{\prime}$ is 2 -closed, as any two distinct vertices in $G^{\prime}$ have at most 1 common neighbour. For two distinct vertices $x_{i}, x_{j} \in X,\{i, j\} \subseteq[n]$, if $e_{\ell}=v_{i} v_{j} \in E(G)$, then $x_{i}$ and $x_{j}$ have exactly one common neighbour $y_{\ell}$, and otherwise, they have no common neighbour. For $u \in Y$ and $x_{i} \in X$, they do not have a common neighbour, since $N(u) \subseteq X$ and $N\left(x_{i}\right) \subseteq Y$. Also, no two vertices in $Y$ have more than one common neighbor by the definition of $E\left(G^{\prime}\right)$.

Now, to see that $(G, k)$ and $\left(G^{\prime}, k^{\prime}, t\right)$ are equivalent instances, observe the following properties of $G^{\prime}$, which follow from the definitions of $E\left(G^{\prime}\right)$. (i) The sets $X$ and $Y$ are independent sets in $G^{\prime}$. (ii) For each $x_{i} \in X$, we have $N_{G^{\prime}}\left(x_{i}\right)=\left\{y_{j} \in Y \mid e_{j}\right.$ is incident to $v_{i}$ in $\left.G\right\}$, and therefore, $\left|N_{G^{\prime}}\left(x_{i}\right)\right|=d_{G}\left(v_{i}\right)=r$. (iii) For distinct $x_{i}, x_{j} \in X$ such that $v_{i} v_{j} \notin E(G)$, we have $N\left(x_{i}\right) \cap N\left(x_{j}\right)=\emptyset$. (iv) For each $x_{i} \in X, d_{G^{\prime}}\left(x_{i}\right)=\left|N\left(x_{i}\right)\right| \stackrel{(\text { ii) }}{=} r$ and for each $y_{i} \in Y$, $d_{G^{\prime}}\left(y_{i}\right)=2$.

We now claim that $(G, k)$ is a yes-instance of Independent Set if and only if ( $G^{\prime}, k^{\prime}, t$ ) is a yes-instance of PDS. Assume that $(G, k)$ is a yes-instance of Independent Set, and let $S \subseteq V(G)$ be an independent set in $G$ of size $k$. We define $S^{\prime} \subseteq V\left(G^{\prime}\right)$ as follows: $S^{\prime}=\left\{x_{i} \in X \mid v_{i} \in S\right\}$. And we claim that $S^{\prime}$ is a $t$-partial dominating set of $G^{\prime}$. We have $N\left[S^{\prime}\right]=\bigcup_{x_{i} \in S^{\prime}} N\left[x_{i}\right]=S^{\prime} \cup \bigcup_{x_{i} \in S^{\prime}} N\left(x_{i}\right)$. Since, for each $i \in[n], N\left(x_{i}\right) \subseteq Y$, we have that $S^{\prime} \cap \bigcup_{x_{i} \in S^{\prime}} N\left(x_{i}\right)=\emptyset$. By property (iii) observed above, we have $\left|N\left[S^{\prime}\right]\right|=$ $\left|S^{\prime}\right|+\sum_{x_{i} \in S^{\prime}}\left|N\left(x_{i}\right)\right| \stackrel{(\text { iv })}{=} k+\sum_{x_{i} \in S^{\prime}} r=k(r+1)=t$. Thus, $S^{\prime}$ is indeed a $t$-partial dominating set of $G^{\prime}$ of size $k$.

Now, assume that $\left(G^{\prime}, k^{\prime}, t\right)$ is a yes-instance of PDS, and let $T^{\prime} \subseteq V\left(G^{\prime}\right)$ be a $t$-partial dominating set of $G^{\prime}$ of size at most $k$. Note that for every $w \in T^{\prime}$, by property (iv), $d_{G^{\prime}}(w) \leq r$. Now, observe that $\left|T^{\prime}\right|=k$, for otherwise, $\left|N\left[T^{\prime}\right]\right| \leq\left|T^{\prime}\right|+\sum_{w \in T^{\prime}} d_{G^{\prime}}(w) \leq$ $(k-1)+(k-1) r<k(r+1)=t$, which contradicts the fact that $T^{\prime}$ is a $t$-partial dominating set. Observe also that $T^{\prime} \subseteq X$. Otherwise, suppose that $\left|T^{\prime} \cap Y\right|=\ell$ for some $0<\ell \leq k$. Thus, since $V\left(G^{\prime}\right)=X \cup Y$, we have

$$
\begin{aligned}
\left|N\left[T^{\prime}\right]\right| & =\left|N\left[T^{\prime} \cap X\right]\right|+\left|N\left[T^{\prime} \cap Y\right]\right| \\
& \leq\left|T^{\prime}\right|+\sum_{w \in T^{\prime} \cap X} d_{G^{\prime}}(w)+\sum_{v \in T^{\prime} \cap Y} d_{G^{\prime}}(v) \\
& \stackrel{(\text { iv })}{=} k+r(k-\ell)+2 \ell \\
& <k(r+1) \text { for } r \geq 3 .
\end{aligned}
$$

The second last equality follows from the degree bounds in property (iv) observed above. The last inequality is true whenever $\ell>0$ and $r \geq 3$. Therefore, $\left|N\left[T^{\prime}\right]\right|<t$, which again, contradicts the fact that $T^{\prime}$ is a $t$-partial dominating set. Thus, $T^{\prime} \subseteq X$ and $\left|T^{\prime}\right|=k$. Now, consider the set $T \subseteq V(G)$ defined as follows: $T=\left\{v_{i} \mid x_{i} \in T^{\prime}\right\}$. We claim that $T$ is an independent set in $G$. Suppose not. Then, there exist $v_{i}, v_{j} \in T$ such that $v_{i} v_{j} \in E(G)$. Let $e_{\ell}=v_{i} v_{j}$. But then note that $y_{\ell} \in N_{G^{\prime}}\left(x_{i}\right) \cap N_{G^{\prime}}\left(x_{j}\right)$. Thus, $\left|N_{G^{\prime}}\left(x_{i}\right) \cup N_{G^{\prime}}\left(x_{j}\right)\right|<\left|N_{G^{\prime}}\left(x_{i}\right)\right|+\left|N_{G^{\prime}}\left(x_{j}\right)\right|$, which implies that $\left|N_{G^{\prime}}\left[T^{\prime}\right]\right|=\left|T^{\prime} \cup \bigcup_{w \in T^{\prime}} N_{G^{\prime}}(w)\right|<\left|T^{\prime}\right|+\sum_{w \in T^{\prime}} N_{G^{\prime}}(w)=k+k r=t$, a contradiction. We have thus shown that $T$ is an independent set of size $k$ in $G$, and therefore, ( $G, k$ ) is a yes-instance of Independent Set.

Lemma 76, along with the fact that Independent Set on regular graphs is $\mathrm{W}[1]$ complete [11], implies the following result.

- Theorem 77. PDS parameterized by the solution size is $\mathrm{W}[1]$-hard on 2-closed graphs.


## 6 Conclusion

We resolved the parameterized complexity of three domination problems-Perfect Code, Connected Dominating Set and Partial Dominating Set-on c-closed graphs. In particular, we showed that Perfect Code is fixed-parameter tractable, and that for each fixed $c$, Perfect Code admits a polynomial kernel on $c$-closed graphs, and thus settled a question posed by Koana et al. [43]. We believe that our results, along with that of Koana et al. [43, 45], make a convincing case for continuing the study of closure of a graph as a structural parameter. In the course of proving our results, we exploited several structural and algorithmic properties of $c$-closed graphs. It would be interesting to see if any of these properties can be used to solve other problems on $c$-closed graphs. It would also be interesting to see if any our results extend to weakly $\gamma$-closed graphs (see [28] and [42]).
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[^0]:    1 Note that the classic Moon-Moser theorem only guarantees an upper bound of $3^{n / 3}$ for the number of maximal cliques in an $n$-vertex graph [53].

[^1]:    2 Koana et al. [43] use the term $c$-closure instead of closure. But we believe that closure is more appropriate. We must note that the term closure is already used in existing graph theory literature to refer to a certain super-graph of a graph [9, p. 486]. But for that matter, so is the term $k$-closure [8]. We believe that given the context, there is no room for ambiguity.

[^2]:    ${ }^{3}$ In the conference version of this paper [37], we had only claimed that we can exhaustively apply

[^3]:    Reduction Rule 44 in time $2^{\mathcal{O}(c)} n^{\mathcal{O}(c)}$. This bound, in particular the term $n^{\mathcal{O}(c)}$, comes from going over all subsets $Y \subseteq V(G)$ of size at most $c-1$. While this is obviously true, we need not go over all subsets $Y$, as we have just explained. We are grateful to an anonymous reviewer who pointed out this fact to us, which led to an improvement in the runtime from $2^{\mathcal{O}(c)} n^{\mathcal{O}(c)}$ to $2^{\mathcal{O}(c)} n^{\mathcal{O}(1)}$.

